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Corrigenda and Addendwn 

1 ~ p. 12, line 8; read u
0 

< u ~ u
0 

+ fJ • 

2. 

3. 

. R.niT I p. 14, equation 22, read a 1 ju
1 

3 • 

A modification of the method of VI yields a significantly sharper 

estimate. Writing T . .;,- r.u.(2+r.u.), we find, in any range 
J J J J J 

. ~ lu
0

la < uj < clu
0

la, ~<a< 1, the estimate 

(*) ·11- T.J~ 
J 

a-1 

= lu.l a 
J 

as luol -+ oo 

lu.llt 
If R.~IJu.l < cluol' then 

J 

as luol -+ 00 • 

We note for reference that the horizontal displacement l5(u) 

between the singular solution U(r) and hyperbola ur = -1 

satisfies l5 (u) = 0 (I ~rsJ . Thus, the results (*) and (**) are 

consistent with our conjecture on the convergence of the free 

surfaces to that of the singular solution. 
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The form of the outer surface of a symmetric water drop suspended 

from a circular aperture is determined by the· condition that the mean 

curvature of the surface is proportional to the distance below a hori

zontal reference plane. For points near which the surface can be des-
( 1) 

cribed by a function u(x) we obtain an equation 

(1) 

for the height u(x) above the plane. 

Here x. is a physical constant, x. > 0 when the water lies above the 

surface, and A. is a Lagrange parameter, to be determined by the con

straints. 

In a specific problem the determination of A may lead to technical 

difficulties. Formally, however, A can be transformed out of (1) by 

adding a constant to u. In the present paper we intend to characterize 

all symmetric solutions for the case A =0. A solution corresponding to 

given A can then be found in this family by transforming back. 

We shall also introduce the (inessenti<:; 1 and convenient) normalization 

x. = 1. We then obtain, in terms of polar radius -r, the equation 

(2) (r11~)r =-ru 
for a symmetric two dimensional surface u(r)~ 

Not all surfaces that appear physically have a simple projection on 

a base plane,. hence for a complete description tl1t:! form (2) is overly 

restrictive. We obtain a more suitable (parametric) form of the problem 

if we introduce the arc length s along a vertical section of the surface 

interface, measured from the vertex. '(o; u 
0

). We are led to the system 
l ! 
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dlf' 1 
sin 1f' = - u -ds r 

,.. 

{3) 
du 

sin 1f' = 
ds 

dr 
cos 1f' = 

ds 

where 1f' is the angle between a tangent to the s'ection and the r-axis, 

measured counterclockwise from the positively directed axis to the 

tangent line. 

From the point of view of general theory, one would expect a solution 

of (3) to be determined, at least locally,. by the initial data 

( ~ ) r(O) = 0.; lf'(O) = 0 u{O) = u 0 ; 

however, the system {3) is singular at s = 0, and because of this the 

second condition in (4) is superfluous (cf the discussion in [ 4] ), 

The question of local existence has been studied by Lohnstein [ 5], 

who established the convergence of a formal power series expansion. 

Alternatively, one could adapt the PiCard method, as used by Johnson 

and Perko [ 6] for the capillary problem, to the case studied here. 

One obtains locally, by these methods, a non-parametric solution u(r) 

of the equation (2), which we may write in the form · 

(5) (r sinlf' ·) = .;..r u r , 

corresponding to the (£ingle) initial condition 

(Li u(O) = u 0 

The circurn~tance that only one initial datum is required yields an 

irnpo, 1.ant simplification for hie problem of cnaracterizing all solutions. 

It suffices to describe the one-parameter family determined by u 0 , and 

- . 

- . 
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it is this. approach we adopt in tne present work. 

In general, tne solution u(r ;u 0 ) determined in this way cannot be 

continued indefinitely as solution of (5). We snall snow however that 

for any u 0 , the function u(r ;u 0 ) can be continued as a parametric 

solution of (3) for all s , yielding a surface without singularities or 

se u- intersections. 

We snall characterize quantitatively the asymptotic form of the surface 

in the case \u 
0

\ » 0, and we shall characterize qualitatively tne global 

structure of all such surfaces. 

The glubal behavior changes qualitatively when I u 0 I increases 

beyond a critical value. If I u 
0 
I >> 0, there is an initial range for s in 

which the surface look::; like a ·succession of spheres centered on tne 

u-akis witn radius -:::;2/ I u\ . In all cases, tne section can be expressed 

for large s in the form u(r) and has an oscillatory behavior as r --"" oo, 

lf u 0 = 0 tne unique solution of (2) is given by u = 0. We assume 

tnrougnout this paper that u 0 < 0; the remaining case is obtained by a 

· 1 ·f · · (2) w · t t d t· 1 1 · i:nmp e change o s1gn . e are m eres e par 1cu ar y m what happens 

when u 0 << 0. Tne resulting surfaces are then physically unstable under 

most conditions of everyday experience; nowev~::c, the problem has an 

indc:!Jendent mathematical interest (one specific feature of which we in

dic:.:ate below) and probably also a physical interest for situations in which 

gravity forces are snlall compared with tnose of surface tension. 

We 11av'~ proved in [ 7] the existence of a particular singular solution 

of (2) that can be expressed in the form U(r) in 0< r< b, and such 
1 . 

tnat U(r),.., - r as r ---> 0. In [ 8] we nave presented numerical evidence 

suggesting tnat tne symmetric solutions discussed above tend uniformly 

to U(r). in any fixed region u> A> -oo. A particular consequence of tne 

analysis in the preser1t paper will be a proof of a prelimi.Iiary form of 

that conjecture, namely we sna 11 snow in section VI that the solutions 
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converge asymptotically into a neighborhoqd of U(r}. 

We remark that we know of few other studies of the problem from 

a general theoretical point of view (
3

). To our knowledge the first 

attempt to characterize the shape of a water drop appears in Bashforth 

and Adams [ 10] in which a numerical procedure is developed to cal

culate the sectional form up to the first vertical point Thomson [ 11 J 
used a geometrical method and was able to obtain a figure correspon

ding, in our notation, to u 
0 

r;:::: -7. Computational studies were greatly 

facilitated by developw.ent of high speed computers and related techniques, 

and particular cases have now been calculated with much larger I u 0 I , 
see, e. g., Hida and Miura [ 12] and Concus and Finn [ 8]. Such calcu

lations are suggestive and instructive, but they cannot provide. the 

unifying insight of a general formal description. The present work is 

intended as an initial step toward that objective. 

In this work we study the formal solutions of the equations and ignore 

the question of physical stability of the surfaces. With regard to this 

related matter the reader niay wish to consult recent contributions by 

Pitts [ 13. 14] and by Hida and Miura [ 1.2], where also further referen

ces can be found. 

The central difficulty in the general study of tlle solutions of (2) lies 

in the failure of the maximum principle. In the particular situation 

studied here, a residue of this prinCiple remains, permittin;; us to com

pare the solutions with those of a simpler equntion. This circumstance, 

in conjunction with elementary formal manipulation of the equation, pro

vides the central tool in our investigation. We proceed in a ·succession 

of steps, most of which are elementary auJ immediate; when taken to-

gethcr, however, they yield the requisite characterization. 

We remark i11at the comparison technique has proved effective also 

in other (reb. ted) contexts, and has led in particular to new informatiou 

on the behavior of solutions of (2) near isolated singular points, see, 

.. 
.. 
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e.g., [15]. 

The hitter author wishes to thank J. Serrin arid J. Spruck for a number 

of stimulating conversations. 

I The case of small I u 0 I_· 

We shall prove 

Theorem 1 : If, in the initial value problem (5, q) there holds (4 ) 

u 0 ~ -2, then the: solution can be continued as a (nonparametric) solution 

of the equation 

(2) = - ru 

for all r > 0, It has an infinii · of zeros. For any two successive extrema 

r a' r b ~ u(r) there holds' I u(rb) I < I u(r a) I· Asymptotically as 

u0 ~ 0 the first zero r 
0 

is the first zero of the Bessel function J 
0 

(r), 

r """ 2. 405. 
0 

We study f:lrst the port~on of the trajectory preceding the first zero, 

and we note that (2) is equivalent to (5) on any interval on which I u I <oo. . r 

Ii : Let u(r) satisfy (5) in 0 < r < R and (6) at r = 0. Then (5
) 

s~n '¥ (0) = 0. 

Proof: .li1tegrating (5) from e > 0 to r, we find 
r 

r sin'!'- e sin '!'(€) = -/ pudp , 
€ 

hence, using (6), 

(7) s:.n '!' = 1 
r 

" :-: 

r 
I p u dp 
0 

from which we conclud~ lim u (r) = 0. Hence there exists .. r 
. r--?0 
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u (0) = 
r 

lim 
u(r) - u . 0 

= 0 . 
r _., 0 r 

Iii Let u(r) satisfy (5) in 0 < r < R and (6) at r = 0 . .!!.._ u(r) < 0 

in 0 < r < R, then sin 1f' > 0 in this interval. 

The proof is conh;ined in (7). 

It follows in particular that u(r) --7 uR :s; 0 as r ---7 R, that 

sin 1f' R = lim sin'¥ (r) exists, and that 
-r-.R 
. :. 1 

0< sin'fH =- R 
R 

f pu(p) dp :s; 1. 
0 . 

We conclude also that if the solution curve doE::s not cross the hyper

bola ru =- 1, then sin 1f' R < 1. The following assertion covers as well 

the case of solution curves crossing that hyperbola. 

I iii : Under the hypotheses of Iii, if in addition u
0 

2::: -2, then 

0 < sin'¥ < 1 in 0 < r :s; R. 

( 8) 

Proof: Consider the relation 

sin 1f' 
r 

· + ( sin 1f' ) = - u r , 

. . 

the left sidE': of which splits the mean curvature of the-rotation surface 

defined by 1:1(r) into a sum of latitudinal (x. .) and meridianal (x. ) 
~ . m 

sectional c~rv<,tures. We note by Iii that u(r) is increasing in 

0 < r < R; thus 

( 9) 
sin 1f' 

r 
= 

R 
1 / p u(p) dp > _ u(r) 
~ 0 2 

in that interval. Integr'3.ting (8) with respect to u yields, using (9), 

1 2 2 
cos '¥ > 1 - - ( u - u 

R 4 o R 

which contains the assertion-: We infer now frum the general existence 

- ... · 

- .. 
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theorem, applied at r = R, that the solution curve either can be continued 

upward until it crosses the r-axis, or else it tends asymptotically to 

this axis with increasing r. We may however exclude the latter possi.;, 

bility. 

Iiv.: If u(r)< 0 in a::s; r< R<oo, then R< 

Proof: From (5) we li.nd r sin 'f > a sin 'f . .. a 

sin 'f > 0. Thus, 
a 

du 
dr 

= tan 'f > sin 'f > 
a sin 'f 

a 
r 

and the result follows on an integration. 

ua . \i 

a sin 'f • 
a . 

in a::s; r < R .. By Iii, 

We have thus established that if u ::::=: - 2 the solution curve is in its 
0 

initial trajectory monotonically increasing and can be continued till it 

crosses the r-axis at a point r = a
1

. To study the further trajectory, 

we observe that the curve can be continued at least locally across the 

axis as a solution of (5), and we compare its inclination at a given 

height h with the inclination of the initial branch at an equal negative 

height. 

I v : If the curve can be continued monotonically to a height h above 

~r-axis, then its inclination at this height is smaller than the incli.;. 

nation of the initial branch at the height - h , that is, 

du J · -·- < 
dr h 

Proof: Vve integrate (8) with respect to u between the height -h . 

and h; obtaining 

ccs ~ 
h 

cos~ 
- h 

h 
sin 'f = I -- du >,' 0 

r . 
-h 
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I vi : Under tne conditions of I iv, the curve is strictly convex 

downward when u > 0, and u < - u. rr 

Proof: From (.;). 

( sin'!' )r = 

u 
rr 

2 3/2 
(1+u) . 

r 

From I v ar1d I vi we find 

= - u -
sin'¥ 

r 
< - u 

I vii : The curve can be continued to a rnaximum neignt h
1 

< I u
0 
I 

at u point r = m
1 

> a
1

, at which point sin'!' (m
1

) = 0. 

' We now proceed as above, comparing inclinations at corresponding 

heights until the curve crosses the r-axis a second time, then com

paring inclinations as in Iv, and so on. We obtain the qualitative pic

ture indicated in Theorem 1, of a curve oscillating about the r-axis 

with successively decreasing extrema (see Fig 1 ). We note also the 

additional information, yielded by the method: 

I viii : All inflections of the curve occur on (monotone) curve seg

ments approaching the r-axis, in the sense of increasing s. At any two 

successive points a., S. at which lua.l = lusl· there holds 

To prove the final statement of Theorem 1, we note by (7). Iii and 

I viii that !11 (r ;u ) I tends uniformly to zero with u ; thus the function 
. r o o 

v(r·u) =u-~ ti(r·u) tends uniformly to J (r) as u ~· 0. 
'o o .. 'o o o 

II Large I u I ; initial arc 
-- 0 ==--=--== 

If u
0 

<< 0 the above reasoning on the behavior of the initial segment 

fails, and so do the results. 
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Figure 1. 

Figure 2. 

0 "· 
~~ 

if ..... ~ 

0 u ,.,,. 
~ l 
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The case u ;:::: - 2 ; inflections 
0 

ru = - 1 

ru = - 2 

Iriitial comparison surfaces, u =:;; - 2 f2 
0 
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(4) ~ . 
Theorem 2: If u

0
$ - 2 12, there exists a value r, beyond which 

u(r) canr~ot be continued as a solution of (5). As r-Y'r 
1

, sin'!' _y 1. 

The proof could proceed by a direct study of the equation, as in 

section I. We obtain more precise results and also develop techniques 

that will be needed later if we proceed instead via an obvious comparison 

principle. 

IIi: Let v( 1)(r), v( 2)(r) be functions defined in a~ r~ b and such 

that (~·sjn'f(l)) ;?: (r sin'¥(2)). Suppose ~in'¥( 1 )(a) ~ sin'¥(2)(a). 
---- r r 

Then, sin 'f( 1)(b) ~sin '!'(2 )(b), and equality holds F_ and only if 

) 1) = ) 2) +canst. on a$ r$ b. 

1 .. 
The interest in II i lies in the fact that - ( r sin 'i') is L:Xactly 

r r 
twice the mean curvature of the rotation surface defined by u(r), and 

this circumstance facilitates the choice of comparison surfaces. In the 

present case we choose as initial comparison surface the sphere of 

constant mean curvature - u /2 with center at the point 
. 0 ' 

(r, u) = ( 0, u - 2 /u ) . Thus, if v(r) describes a vertical section of 
0 . 0 

the sphere, there hold::; u(O) = v(O), u(r) < v(r) in the interval 0 < r :-:::; 

( see Fig 2 ) . Using I H, we find: 

II ii : The solution u(r) of (5, 6) can be continued at least until 

r = - 2 / u , and sin '!' ( r) < 
0 --

We nee'd also: 

u r 
0 

2 

II iii : A solution u(r) of (5) admits no inflections in the region 

r u<- 1. 

Proof: From (8) follows r u + sin 1f = 0 at any inflection. 

Thus, 'i' must continue to increase until either a vertical point is 

reached or the curve meets again the hyperbola ru = .- 1. Integrating 

(8) with respect to u and using II ii yieids 

2 
u 

0 
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1 2 
1 - cos 'l' > - 2 ( u - u 0 u ) 

Noting that !or r > - 2 /u there holds 
0 

u 
0 

r 2 [ 1 + 

we conclude th;:d a vertical slope appears at a value 

(1 0) 

which completes the proof of Theorem 2. 

We may use a similar procedure to estimate the value r
1

. We note 

that if w(r) describes a vertical section of the sphere of constant mean 

curvature 

( 11) = 
u ·· r --- ·- · -- --2-
4
o ( 1 + ~1 .,.. a 1 u 

j 0 

with center at (0 1 u + 13 ), then there holds u(O) = w(O) 1 and by II i 
0 

u' (r) > w' (i') on any interval 0 < r $ R along which l3 u $ - 2. This 

condition is however satisfied at u = u
1 

by (10) I hence on the entire 

arc u
0 

< u $ u
1

. We conclude u(r) > w(r) until the first vertical occurs 

at r = r 1 < 13 •. 

We note that at r = fj I where w' (r) =co~ tne circle w(r) intersects 

the hyperbola r u = - 2. 

From II iii we conclude the initial solution curve is convex in t11e 

region ru< -1. This property holds in fact for the entire arc; on the 

segment of u(r) joining the initial point to the point (r ~ u ) on the 
- . . ··c c 

hyperbola r u = - 1 we obtain from (7 ~ 81 I ii), using the comparison 

circle v(r); 

r 
it =(sin'¥) =-u-rn · r 

sin'!' >-v+ 
u 

0 

2 
> - v(r ) + c . 

u 
0 

2 
> o. 

The last relation holds whenever u < - --~: 2 ~ whiclt is the condition a-
that v(r) and the hyperbola r u = ~ _1 I u < 0 intersect. We conclude 

- ~' 

... _ 



.... 

0 0 ·! . ! 0 . tt'~ s u u -~. s 0 
._, 

~ ... 
- 11 -

also from I ii and the relation 

(12) 
r 

. ru . 1 I 2 sm ':1' = - - + - p u dp 
2 2r 0 p 

that ru > - 2 on the arc considered. 

It turns out the sectional curvatures x.l. and x. are both monowne 
m . 

decreas.ing dn the initial arc. We have 

( 13) 
d fl sin'!' 

= 
dr x..( dr r 

2 r ·. 
= ~ I p udu 

r 0 

by (8, 12)~ Also, we have from (7, 8, Iii) 

.u _1 (- 2· sin ':1' 
= - u) < 0 

r r r 

(14) 
d 1 . 
- x = ( sin ':1' ) = - u + ( 2 sm ':1' + u ) 
dr m rr r r r 

<-u + 1 
(u-u )= r r · o 

r 
I P u dp < o 
0 pp 

by the convexity of u. 

At the initial point (0, u ) there holds x. = x. = ·- u /2 . From 
o J. m o 

(8, 12, I ii) follows for r > 0 on the initial arc 

From (7, 8) we have also 

( 16) ·~t = - u -m 
sin ':1' 

r 
>-U+ 

u 
0 

2. 

The inec;_uaiity (15) implies x. m< - u
0

/2 , which is the meridional 

curvature d the comparison surface v(r). Comparing the surface u(r) 

with v(r) at corresponding values of u and applying II U now yields 

( 17) 

(see Fig. 2) . · 

2 
r 

0 

We summarize the above results: 
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Theorem 3: Under the condition of Theorem 2; the initial arc of 

the solution curve, from (r 
0

, u
0

) !£._ (r 
1

, u
1

), is convex, with sectional 

curvatures X. m' x.1 decreasing and satisf;y:ing X..< - u/2 < x..t 
. (4) m 

in r < r$ r1. There holds 
0 

2 
u ll -!02 < r <- ....2 ( 1 -u 1 2 

0 

(18) 
u 

2 0 
( 1 - l~!-; ) u <: u1 < uo - 2 0 u 

0 

For 0 < r :5: - 2/u the arc lies below the comparison circle v(r) and 
0 

has smaller curvature, and for u > u~ ·u + ~ the arc lies above the 
·~-----·-· 0 0 

comparison cirCle w(r) (~Fig 2 ). 

Further remark : The hypothesis u ::; - 2 f2 of Theorem 2 could 
0 . 

be sharpened by using the comparison surfaces . v(r) and w(r) in (7) 

and iterating. A direct numerical integration of (7) yields [ 16] 

u 'N - 2. 5678 as the value for which a vertical first appears. We 
0 . 

find immediately 

II iv : Let u be the largest value of u for which a vertical point 
oc 0 

appears. lf u = u the vertical occurs at. the second intersection of 
.. 0 oc 

the solution curve with the hyperbo~a ru = - 1, and is an inflection 

point for the solution curve (~Fig 3 ). 

If u < - 5, the upr,er bounds in (18) can be expressed more simply, a-
yielding 

- 2 2 5 
< r1 < - - -3 u u u· 

0 0 0 
( 19) 

2 2 5 
u < u1. < u - -3 

0 ·u 0 u u 
0 0 0 

These bounds could also be improved by iteration, starting with the 

.• .... ) 

. ... 



- 12a -

ru = - 1 

.. 

Figure 3. The case u = u 
0 oc 

a-c a a+ c 

Figure 4. Delaunay surface 
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compariso:ri surfaces v(r) and w(r). We note for reference that the 

asymptotic se~ies obtained in [ 16] by formal perturbation expansion 

yields, for the normalization used her~::, 

2 
u 

0 

·3~3 + Q (u~5) 
(20) 

u = u 
1 ·o 

as u ___, - oo. 
0 

2 
u 

0 

0 

4+8ln2 
3 u 3 
. 0 

If u
0

::::;; - 2 {2 then u(r) cannot be continued beyond r 
1 

as a solution 

of (2). The curve can, however. be continued as a solution of the para

metric system (3) as long as r remains different from zero. We study 

now the behavior of this family of solutions in terms of the parameter u , 
. . 0 

asymptotically as u ---7 - oo. We base the discussion principally on 
0 . . 

II i; to do so, we introduce as comparison functions the sections of rotation 

surfaces generated by the roulades .of an ellipse. The following result 

is due to Delaunay [ 17]: 

Let an ellipse of major axis 2a and distance 2c between focal 

points. roll rigidly on an axis without slipping. Let C be the curve 

swept out by one of t~e focal points. Then the surface generated by 

rotating b about the axis has constant mean curvature H = (2a) -
1

. 

We note that C is periodic with half-period 'T satisfying 2a< 'T < n a, 

and that eaeh half':"period can be represented in the interval 

a - c:::; r:::; a+ c by a single valued function v(r) for which the equation 

(21) 1 rsiri'i') ::: 1 1a ' r I 

holds, and for which sin 'i' = 1 at the two end points (see Fig 4). 
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We proceed step by step : 
I 

The procedure of II shows that an infinite slope first appears at 

(r 
1

• u
1

). with bounds on (r 
1

• u
1

) given by (1.8). The system (3) is non

singular at (r 
1

• u
1

), hence the curve can be ,continued beyond this point 

as a solution of (3, 4). From (16) we find at (r 
1

• u
1

) 

7{ > - u + 
m 1 

u 
0 

2 

u 
> ~+ 

2 

2 . 
- > 0 u 

0 

so the curve turns back toward the u -axis. and can be described again 

(locally) as a solution of (5). We compare it with a roulade )
1

) (r) 
u 

whose mean curvature is - T and for which a
1 

+ c
1 

= r 
1 

(see Fig 3). 

Since v (1 )(r
1

) =-co, IIi yields u < v (1 ). hence u(r) > v(l)(r) as 
r r r · , 

long as the continuation of both u and )H as single valued function 

is possible. 

The curve )
1 

)(r) can be continued toward the u-axis only until 

the point (a1 - c 1• u 1 + T 1 ).. with a 1 - c 1 = - ~1 - r 1 > 0 ; at this point 

the slope is again infinite. It follows there is a value r
2 

> - ~ - r
1 u1 

beyond· which this branch of the solution curve cannot be continued as a 

single valued function. 

From the geometrical interpretation of T 
1 

as the half-circumference 

of an ellipse with major axis 2a
1 

= - 2/u
1 

and focal length c
1 

= r 
1 

- a
1

• 

one finds tha~ for large I u 1. 
0 

(22) 
2 1n I u1j 

T 1 = .U 1 + Cl1 . ! U 11 

Let us est~mate r 2 rrom above. To do so, we compare u(r) with 

a roulade \i 
1 
(r), ·which ts determined by the conditions 

(2 3) 
1 

.. 
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/\ " al + c1 = r1 

(23) 
TT . 2 2 2 

= / la - c . cos '& d & 
0 

A formal estimate shows such a roulade exists if u
1 

< - 2 {IT . 

The conditions (23) are chosen so thaf the roulade can be placed 

with its lower vertical point at (r 
1

, u
1

), (see Fig ·5L and so that in 

that configuration its mean curvature will be exactly t11e one determined 

from the right side of (5) by the upper vertical. Applying II i we obtain .. 
ur>0r(l)(r), u(r)<~( 1 )(r) for all r<r

1 
for which u(r)<u

1 
+~ 1 . 

This condition clearly holds for r near r
1

; since ~( 1 )(r) < uj' + ~1 • 
we conclude it holds on the entire interval ~1 - ~ 

1 
< r < r 

1
, thus . 

0 > v (1)(r) > u (r) > ~ (1 )(r) > -oo 
r r r 

on this interval, and hence the solution can be continued to the left of r • 
. ..• 1 

at least until the value 

(24) 
2 

r2 < - X 
u1 + T 1 

For large Juol we find 

(2 5) 1\ 
Tl = 

with 

(26) 
40 = -- + 3 

Thus 

(2 7) r2 < 

with 

- r 1 = i' 

' ~·. 

- r 
1 

2 

) . 
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We now proceed, essentially, as in the proof of Theorem 2. We 

note 

. . 'l' (1) 
s111'l' > sm = -

thus from (24 -28) we find for r < ~ 
2

, 

sin 'l' 
r 

We integrate (8) in u from u( ~ 
2

); using that cos 'l' < 0 until a vertical 

is reached, and that 

we are led to a contradiction unless the curve becom¢s vertical before 
-3 

u hilS increased by a value -16 u
1 

. That is, a vertical must appear 

at a value 

(2 9) 
/\ -3 

u
2 

< u
1 

+ ,-
1 

- 16 u
1 

The solutiori curve the:t'l turns back from the axis at (r 2 , u 2) and initiates 

a further branch. 

We summarize these results 

Theorem. 4 : From (r 
1

, u
1

) the solution curve continues backwards 

towards the u-axis until a second vertical is reached, . at a point (r 
2

, u
2

) 

with 

(30) 

2 2 
- u1· . - l l < r 2 < - u1 + ·,- 1 - r 

1 

V( 1 ) ( i::l 2) < u2 < A 16 - 3 .., u1 + T 1 - u1 

In the interval r
2

<r<r
1 

there holds u <V r r 

= ~2 

(1) ( 1) 
U>V ; 

in the interval ~2< r< r1 there holds u > ~ (1 ) 1 

,,, (1) 
u< v . r r r 

We note in particulai· that the hdr'izontal distance of the second vertical 
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from the axis exceeds that of the first vertical from the hyperbola 

ru=- 2. 

III i: There is exactly one inflection between (r
1

, u
1

) and ,(r
2

, u
2

). 

Proof: Clearly, at least one inflection appears. Using (8), we find 

( ru + sin '1' )r = (c~s 'i' - ; ) sin '1' < 0 _ 

on the arc. Hence there is at most one inflection. 

We indicate briefly one further step in the procedure. We construct 

a roul~de v(2)(r) passing through (r 
2

, u
2

); with major axis 2a
2 

= - ~2 , 

and a secoi1d roulade ~(2 )(r) with a property analogous to that intro-
" ( 1 ) · . ' . A ( 2) . ( 2) A (2) ( 2) 

duced for v (r) . Then there holds v < u < v · , v · < u < v . · r .· r r 

in tl)e intervals for which the comparison makes sense~ and (as before) 

still anotherpoint (r 
3

, u
3

) is found such that sin '1' (t 
3

) = 1. The proce

dure can be continued as long as the Values of I u(r) I ·remain sufficiently 
. I . . . 

large to justify the indicated steps. · 

· We find easily: 

III ii : The succes~ive horizontal distances of the vertical points, 

from the axhj and from the hyperbola, increase monotonically. 

III iii : On each arc segment returning from the hyperbola to the 

axis there is exactiy one inflection. The same statement holds on the 

remaining arc seg111ents for sufficiently large I u I . 

Theorem 5: · In the initial region u < 0, the. entire curve is bounded 

(strictly) bE~tw~en the u-axis and the hyperb.ola ru = .,. 2 (see Fig 6). 

In tl!!s region, the curve can be represented by a single valued function 

r = r(u), with I r' (u) I ,<oo. 

· Proof: Eince Theorem 4 and III i apply to any 1·eturning arc, we 
\ 

conclude the curve cannot contact the u-axis. The rela·~ion (9) shows 
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the i .. :urve does not meet the hyperbola on the initial arc starting from 

(0, u ) . To show this property for any forward arc, we integrate (5) 
0 

on such an arc from a vertical point (r 
2
j' u

2
j)' obtaining 

r sin'¥ - r 2 j 

Aotlcw~ 

r 2j 
> - 2 

2 
- r u 

2 r u 
2 

1 
+ 

2 

r 2 
I p u I dp 
r., . 
. '-'J 

from whic'hl.ru > - 2 on this arc. The same inequality shows sin'¥ > 0 

on this arc; an analogous integration establishes tne same property on 

a returning arc. 

IV Global behavior 

The discussion thus far shows that the solution curve can be continued 

upward without self-intersections until it crosses the r-axis. For by I iii 

an outward branch must either achieve a vertical or cross that axis, 

and the comparison method of II yields readily that a returning branch 

has the· same property. There are no horizontal points, by Theorem 5. 

We sho·w here that a returning branch cannot cross the r-axis. Pre

cisely : 

IV i : J,et r = a
1 

be the first point at which the solution curve meets. 

the r-axis. Then 0< u'(a
1

)<oo. 

Suppos~ u' (a
1

) < 0, or equivalently, cos '¥ 
1 

< 0. The curve could 

then be continued backward into the negative u-plane till a first vertical 

(r , u ) (see Fig 7), at wllich, by Theorem 5, 
a. a. . 

(31) r u > - 2 • 
a. a. 

We write (5) in th~ form 

sin'¥ 
r 

+ (sin'¥) = - u 
r 

. . 
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and integrate with respect to u, from u · to 0 
a 

0 r sin 'l' 1 2 u r d u = cos 'l' 1 + '2 ua. (32) 

a. 

To evaluate the left side of (32) we integrate (5) ·m r between r 

and r 
a. 

r 
a. 

by (31). Thus 

(3 3) 
sin ex. 

r 

r sin 'l' = 

< 

u 
(l 

2 

r 

r 2 2 
a. r - r 

I p udp < 
(l 

u 
r 2 

a. 

2 
u a. 

+ r 
2 a. 

on the enUre arc. Placing (33) in'to (32) yields cos 'l' 
1 

> 0, contra

dfcting the assumption. 

·Now obst:i·ve from (8) that at the crossing point a
1

, the meridional 

curvature is negative; th~s, if cos 'l' 
1 

= 0 there would again be a back

ward branch from a
1 

into the negative u-plane, and we obtain a contra

diction as above. 

From IV i one sees immediately that the proof of Theorem l applies 

without change to the region r ~ a
1

. We conclude from Theorem 1 ·and 5: 

Theorem 6: The solution of the parametric system (3, 4) defined by 

the data uo can be continued indefinitely as a non-self-intersecting 

curve. It has the form indicated in Pigs 1,8, 9, 10 . 

V Maximum diameter 

· We define the diameter of a (symmetric) water drop as the largest 

diameter of ... 11 circular sections u = u., at which the bounding surface 
:~·.~Sf~~:·~· 

is vertical. 



- 20 -

From Theorem 1, 5, £ we see that each drop has a well defined dia

meter. It is less obvious that there is a unive:rsal upper bound for the 

diameters of all possible drops, independent of u . 
0 

Theorem 7 Let 6 ,....., 2. 4 7 341 be the unique positive root of the 

equation 

(34) r 3 - 33 / 2 
r - 3

3
/

4 
= 0 

Then 2 o exceeds the diameter of any solution of (3, 4). · 

We base t.he proof on a lemma, which also has aJ1 independent interest. 

V i : Let u(r) represent a solution curve passing through (a, u ) 
a 

with - 1 s au < 0, and such that 
a 

(35) a sin '1' 2:: a/2 
a 

Suppose u(r) < 0 in a$ r < R. Then. sin '1' > 0 on this arc segment. 

If the curve meets the hyperbola ru = - 1 in a point (c, u ) with. 
. 1/4 I c 

a< c < R, then c < 3 , and sin '1' > 1 2. 
- -- c 

Proof: We integrate (5) between a. and r, obtaining 

(36) r sin'!' -a. sin 'Y 
r 1 2 2 . 1 2 

-
2 

( a. ua. - r u (r) ) + 2 I p u 1 (p) d p 
r a. 

a. 

from which, if a. = a, 

(37) 
1 2 1 r 2 · 

r sin '1' r 2:: - 2 r u ( r) + 2 I p u 1 
( p ) d p, • 

a 

For r sufficiently near a, there holds sin'!' > 0. Thus, if sin'!' were 

to vanish at 2ny points L1.terior to a$ r < R, there wo11ld be a minimum 

r = r > a at which this occurs. But (37) would then imply 
y 

r 
1 y 2 

·o = r sin'!' > 2 I p u 1 (p) dp > o, 
y y a 

a contradiction. Thus, sin '1' > 0 on a :s: r :$ c, and hence u 1 
( p) > 0 

on this interval. Setting now r = c in (37) yields 

• • 
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( 3 8) sin 'l'c > - ! c u (c) = ! 
Finally, we note that at r = c the inclination of the solution curve can-

not e~'- ceed that of the hyperbola. Thus, sin'¥ c 

c
4 <:: 3 follows from (38). 

< 
1 

and 

We proceed to prove Theorem 7. For any given u , the maximum 
0 

width is attained at a point (r2j+1' u 2j+ll with - 1 ~ r 2j+1 u 2j+1 >- 2, 

j;;::: 0 (see section III ) . At the preceding point (r 
2
j' u

2
j) there holds 

either r 
2

J. = 0 (if j = 0), or else sin'¥ 
2

. = 1. In either event, (35) 
.. J 

holds with a = r 
2

j" Also - 1 < r 2ju2j < 0, and thus the curve crosses 

the hyperbola ru = - 1 at a point (c, uc), r 
2

j < c < r 2j+1. Setting 

a = c, r = r·
2
j+l. in (36) and applying V i yields, using II iii, 

(39) 3 
r 

2j+1 
3/2 - 33/4 < o. 

3 r 2j+l 

The (single) positive solution of (34) exceeds any solution of (39). 

Since j is a'rbitrary, we conclude 2 6 exceeds the diameter of any drop. 

The solutions discussed in this p9-per are apparently related to a 

singular sol~tion U(r) of (2), whose existence we have proved in [7]. 

The function U(r) is defined in a deleted neighborhood of r = 0, and there 

holds asymptotically U(r)"' --.!. , as r ---7 0. We have conjectured 
' . r 

that in any interval 0 < aS rS b< oo, the solutions of (3, 4) admit 

a single vnlued representation u(r;u
0

) and converge uniformly to U(r), 

as u ~ oo. Ft'j~"'~s fJ <1, fO show ~l,.e ~tsc.tLt's of. Ctl.lc.u.(G..ticl'1.S 

st.e.rr~r-n~1 ttte ca~~~.iet:.[u.re. . 
. In this section we de!:-ive a strengthened form of the left hand inequa

lity in (30), and we ,prove as a con's'equence a prel~minary (asymptotic) 

form of the conjecture. To do so, we iterate the comparison procedure 
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0 0 0 tLl 5 {J <.ij 

t,.v ~. 5 9 

- 22 -

of III. Introducing again the function v (l) (r), and applying II i, we find 

from (7, 21) 

r . 
1 

= I p(u - u
1

) dp 
r 

(40) 
r 1 (1) 

> I p (v - u
1

) dp 
r . 

rl . 
= I p f( p) dp 

r 

where 

( 41) f(r) dp 

(42) + r 1 ( 1 + r lul 
r 2 

= _21 f u1r + 1 T l u
1
r 

with 

(43) T 

A formal if tedious estimation yields 

r1 . 
I pf(p)dp = 

A*(T) 
3 

u1 
0 -5 

+ (u1 ) 
r 

where A* CT) has the property 

( 44) lim A* (T) = 1 
T --...o 

Thus, 
1 1 

sin'¥ > - -
2 

(u
1

r + 
u

1
r 

We conclude sin:'¥ = 1 at a value 

(45) r. >· 2 . 
2 

u 
. 1 

- r -1 
2 /..(T) 

3 
ul 

1 
5· 

u1 
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where A. (T) again has the property ( 44). 

Repeating the procedure yields 

(46) + 
1 

-5-). 
u2. 

J 

On the other hand we find from the methods of III 

(47) 

for any 13. 0< j3 < 1, and where IJ(T) has the property (44). 

futegrating (47) fr-orn j = 0 to j = n, we find 

(48) .. n = 

We place this result in (46) and integrate, obtaining 

(49) 
A 1 

r2n > 4 h2 1 c-IJ. u + o ( I uol - tJ ) · · 2n 

This relation yields information if we choose n ·so that 

for positive constants c
1 

< c
2

, and 0 <a< 1. Then. (49) implies that 

in any interval of the type (50), there holds asymptotically as u
0 
~oo. 

(51) I r2nu2nl > 4~ [ 1 + o ( juol1-~-2a ) ] 

Choosing 13 suffici~ntly large that 1 - ~ - 2 a < 0, we obtain from 
'. 

(51) a lower bound for I r 
2

n u
2

n I in the interval (50), depending only 

on T. It folluws that T cannot remain arbitrarily small, for A and f1 

would then both be cl~se to unity. We h::,.ve proved: 
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. . A 
Theorem 8 : There exists a universal constant T > 0, such that 

A 
on any interval of the form (50), there holds T > T at all vertical 

points, for all sufficiently large l u I . 
0 

Our result is at least suggestive of convergence to the singular so

lution U(r); this latter solution is characterized asymptotically by the 

condition T"" 1. 

It seems likely that a closer examination of the asymptotic relations 

discussed above will yield significantly new information on the (con

jectured) convergence to U(r). 

Footnotes 

( 1) p1 ~or backgr(>Und information on the derivation of (1) see, 

e.g. [1,2,3]. 

(2) p3 The remaining case can be realized physically, e. g., as the 

lower surface of a column of water in a glass capillary tube. 

(3) p4 We call attention however to a remarkable existence theorem 

due to Wente [ 9]. 

(4) p5, 9, 12 This improves the result announced in [ 8]. 

(5) p5 A stronger ::.~esult of this type is given in [ 4]. 

Part of this work was carried out while the latter author .was at 

Universitat Bonn. The work was supported in part by the U. S. Energy 

Research and Development Administration, by the National Aeronautics and 

Space Administration, and by the National Science·Foundation. 
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