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Neuronal Excitability
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Abstract

Excitatory synaptic inputs arriving at the dendrites of a neuron can engage active mechanisms that nonlinearly
amplify the depolarizing currents. This supralinear synaptic integration is subject to modulation by inhibition.
However, the specific rules by which different subtypes of interneurons affect the modulation have remained
largely elusive. To examine how inhibition influences active synaptic integration, we optogenetically manipu-
lated the activity of the following two subtypes of interneurons: dendrite-targeting somatostatin-expressing
(SST) interneurons; and perisomatic-targeting parvalbumin-expressing (PV) interneurons. In acute slices of
mouse primary visual cortex, electrical stimulation evoked nonlinear synaptic integration that depended on
NMDA receptors. Optogenetic activation of SST interneurons in conjunction with electrical stimulation resulted
in predominantly divisive inhibitory gain control, reducing the magnitude of the supralinear response without
affecting its threshold. PV interneuron activation, on the other hand, had a minimal effect on the supralinear re-
sponse. Together, these results delineate the roles for SST and PV neurons in active synaptic integration.
Differential effects of inhibition by SST and PV interneurons likely increase the computational capacity of the
pyramidal neurons in modulating the nonlinear integration of synaptic output.

Key words: dendrites; inhibition; interneurons; nonlinearity; synaptic integration

Significance Statement

The principal function of neurons is to integrate a barrage of synaptic inputs and convert them into spike
output. Such integration of inputs in the sensory neocortex ensures the transformation of environmental
stimuli into a meaningful perception of the outside world. Synaptic integration in neuronal dendrites is
shaped by passive electrical properties, active voltage-gated mechanisms, and inhibition from interneurons.
Our results show that two genetically distinct subtypes of interneurons exert different types of inhibitory in-
fluence on active dendritic integration. Subtype-specific inhibitory influences provide a modulatory reper-
toire for the single-cell computations that occur during synaptic integration.

Introduction
The integration of excitatory synaptic inputs in neuronal

dendrites involves passive properties and voltage-gated ac-
tive mechanisms (Spruston et al., 2016). Active mechanisms

have been implicated as an important contributor toward di-
versifying postsynaptic responses in a number of behavioral
contexts (Xu et al., 2012; Smith et al., 2013; Takahashi et al.,
2016; Schmidt-Hieber et al., 2017; Sheffield et al., 2017),
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brain regions (Lavzin et al., 2012; Gale and Murphy, 2016;
Sheffield et al., 2017), and animal species (Murayama and
Larkum, 2009; Wilson et al., 2016). Furthermore, synaptic in-
hibition is a key component in sculpting and refining cortical
activity (Silberberg and Markram, 2007; Fino and Yuste,
2011; Palmer et al., 2012; Ebina et al., 2014; Karnani et al.,
2016) and behavior (Adesnik et al., 2012; Gentet et al., 2012;
Kato et al., 2015; Sachidhanandam et al., 2016; Takahashi
et al., 2016). Yet, it remains unclear how inhibitory interneur-
ons modulate active dendritic processes during synaptic
integration.
Inhibitory neurons are diverse in their morphology and

connectivity, suggestive of their correspondingly diverse
roles in neural circuitry. Interneurons exhibit a wide vari-
ety of axonal projection patterns onto their pyramidal cell
targets. Basket cells are known to predominantly target
cell bodies (Karube et al., 2004), while Martinotti cells
target apical dendritic tufts (Wang et al., 2004). Layer 1
cells, including elongated neurogliaform cells, target su-
perficial apical dendritic tufts (Jiang et al., 2013; Lee et
al., 2015; Schuman et al., 2019), and chandelier cells tar-
get the axon initial segment (Kawaguchi and Kubota,
1997). Thus, inhibition can be either proximal or distal
relative to the site of excitatory input, and this spatial
relationship influences their functional interaction.
Considering the passive cable property of the dendrites,
proximal inhibition is effective at diminishing the amount
of charge propagated to the soma (Koch et al., 1983; Vu
and Krasne, 1992; Liu, 2004), whereas distal inhibition is
less effective (Liu, 2004; Hao et al., 2009) and could be
overcome by larger excitatory inputs (Vu and Krasne,
1992).
Inhibition can influence active dendritic synaptic inte-

gration as well (Palmer et al., 2012). Contrary to the pas-
sive case, a recent modeling study has demonstrated that
the interaction between inhibition and active dendritic
mechanisms is more effective for distal “off-path” inhi-
bition than proximal “on-path” inhibition (Gidon and
Segev, 2012). The NMDA receptor is a key component in
active dendritic integration (Palmer et al., 2014; Stuart
and Spruston, 2015). Computational modeling suggests
that NMDA spikes are particularly sensitive to distal den-
dritic inhibition. When colocalized to the same dendritic
segment, even small inhibitory conductances are capa-
ble of eliminating the nonlinear increase in membrane
potential associated with NMDA spikes, while somatically

placed inhibition had negligible effects on both the spike
waveform at the dendrite and the EPSP magnitude experi-
enced at the soma (Rhodes, 2006). Several in vitro experi-
ments have also reached the conclusion that, in the context
of active dendritic integration, the effectiveness of distal inhi-
bition is more potent than previously appreciated (Behabadi
et al., 2012; Jadi et al., 2012; Lovett-Barron et al., 2012).
The nonlinear responses of pyramidal neurons are

presumed to be affected by inhibition in a location-de-
pendent fashion (Jadi et al., 2012; Lovett-Barron et al.,
2012). However, it remains unclear how specific inter-
neuron subtypes affect active dendritic synaptic inte-
gration. Naturally, their distinct subcellular targeting is
expected to drive varying impacts. Prior investigations
have mainly focused on establishing connectivity rules
(Jiang et al., 2013; Pfeffer et al., 2013), rather than as-
sessing effects on synaptic integration. In vivo studies
have assessed interneuron activity and/or examined the
effects of manipulations of interneuron activity, where
excitatory synaptic input is not under the control of the
experimenter (Atallah et al., 2012; Lee et al., 2012;
Wilson et al., 2012; Cottam et al., 2013; Seybold et al.,
2015; Phillips and Hasenstaub, 2016). Here, we manip-
ulated two of the most prevalent interneuron subtypes
with distinct axonal projection patterns: somatostatin-
expressing (SST) cells and parvalbumin-expressing
(PV) cells. Approximately 60% of PV cell synapses onto
layer 2/3 pyramidal cells are found in the perisomatic and
proximal dendritic regions (Di Cristo et al., 2004). In con-
trast, SST cells are biased toward distal regions, sending
.90% of their axonal projections to dendrites (Di Cristo et
al., 2004; Wang et al., 2004). Using whole-cell recordings
of layer 2/3 pyramidal neurons (Cash and Yuste, 1999;
Schiller et al., 2000; Ross et al., 2005; Behabadi et al.,
2012; Jadi et al., 2012; Bock and Stuart, 2016), in combina-
tion with electrical stimulation of excitatory inputs in layer
2/3 and optogenetic activation of interneurons, we report
how distinct interneuron subtypes differentially influence
active dendritic integration.

Materials and Methods
Animals
All procedures involving animals were conducted in ac-

cordance with the guidelines and regulations of the US
Department of Health and Human Services and approved by
the Institutional Animal Care and Use Committee of the
University of North Carolina. Transgenic mice that express an
improved light-activated cation channelrhodopsin [hChR2/
H134R; hereafter called ChR2 (channelrhodopsin-2)] and
tdTomato (tdTom) fusion protein in a Cre-dependent fashion
(Ai27; catalog #012567, The Jackson Laboratory), were
crossed with animals expressing Cre-recombinase under
SST promoter (catalog #018973, The Jackson Laboratory;
confirmed with histology; Extended Data Fig. 2-1) or PV pro-
moter (catalog #017320, The Jackson Laboratory). Resultant
heterozygous animals used in the experiments thus had
ChR2 and tdTom expression in either SST or PV cells. Equal
numbers of male and female littermates from each genotype
were used for all experiments. Mice were housed in a
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temperature- and humidity-controlled environment on a 12 h
light/dark cycle with ad libitum access to food and water.

Slice preparation
Cortical brain slices were dissected from adult trans-

genic mice ranging in age from postnatal day 30 (P30) to
P76. Slices were generated as described previously
(Judson et al., 2016). Briefly, mice were anesthetized with
pentobarbital sodium (40mg/kg) and, following the loss of
corneal reflex and toe-pinch response, were transcar-
dially perfused with chilled dissection buffer containing
the following (in mM): 87 NaCl, 2.5 KCl, 1.25 NaH2PO4,
26 NaHCO3, 75 sucrose, 10 dextrose, 1.3 ascorbic acid,
7 MgCl, and 0.5 CaCl, bubbled with 95% O2 and 5%
CO2. Mice were decapitated, their brains were rapidly re-
moved, and 350-mm-thick coronal slices were cut in
chilled dissection buffer using a vibrating microtome
(model VT1000S, Leica). Slices were quickly transferred
to a holding chamber to recover at 35°C for 20min in arti-
ficial CSF (aCSF) containing the following (in mM): 124
NaCl, 3 KCl, 1.25 NaH2PO4, 26 NaHCO3, 1 MgCl, 2
CaCl, 1.25 ascorbic acid, and 20 dextrose, bubbled with
95% O2 and 5% CO2. Following recovery, the holding
chamber was transferred to room temperature for a mini-
mum of 40min before slices were used. Recordings
were made in a submersion chamber perfused with
bubbled aCSF at 2 ml/min with temperature maintained
at 33°C. For some experiments, 100 mM aminophospho-
novalerate (APV) was added to the aCSF.

Electrophysiology
Patch-clamp pipettes were pulled from borosilicate

glass using a gravity-driven pipette puller (model PC-10,
Narishige). Pipette tip resistances ranged from 4.2 to 7.8
MV when filled with an internal solution containing the fol-
lowing (in mM): 135 K1 gluconate, 4 KCl, 10 HEPES, 10 Na2-
phosphocreatine, 4Mg-ATP, 0.3 Na-GTP, 0.025 Alexa Fluor
594, with pH adjusted to 7.25 with KOH, and osmolarity ad-
justed to;295mmol kg�1 with sucrose as needed. Layer 2/
3 visual cortex was visualized for whole-cell recording on an
upright microscope (Axio Examiner, Zeiss) using infrared
differential interference contrast or by fluorescence-based
targeting for tdTom1 neurons. Neurons were recorded in
current-clamp configuration using a patch-clamp amplifier
(Multiclamp 700B, Molecular Devices) and pCLAMP 10 soft-
ware (Molecular Devices). Following an initial pipette seal re-
sistance of �1 GV, capacitive transients were minimized
before breaking into the cell. Input resistance wasmonitored
by test current pulses. Cells were discarded if series resist-
ance was initially.25 MV or if either series or input resi-
stance changed by.25% throughout the duration of
recording. The bridge was rebalanced as necessary. Layer
2/3 pyramidal cell identity was confirmed by analysis of
intrinsic membrane properties, IPSC responses to opto-
genetic stimulation, firing patterns to depolarizing cur-
rent steps, and/or the presence of dendritic spines and
apical dendrites after being filled with Alexa Fluor 594.
Interneuron subtypes were identified by fluorescence, in-
trinsic membrane properties, response to optogenetic

stimuli, and firing response to depolarizing current
steps.
For dendrite-dependent nonlinearity experiments in

layer 2/3 pyramidal cells, synaptic stimulation was per-
formed as follows: after achieving a whole-cell recording
configuration, the fluorescent signal from the Alexa Fluor
594 was used as a guide to visually place a borosilicate
theta-stimulating pipette (World Precision Instruments)
filled with aCSF in close proximity (;5 mm) to the dendritic
arbor of the cell, within L2/3. Alternatively, if the dendritic
arbor could not be visualized, the stimulating pipette
was placed ;125 mm away from the soma within layer
2/3 (Fig. 1A, histogram). Afferent axons from nearby
cells could then be electrically stimulated (0.1ms dura-
tion at various stimulus intensities, repeated for five
sweeps) to elicit dendritic spikes. The stimulus intensity
(SI) value required to produce a somatically detectable
postsynaptic potential (PSP) response was cell de-
pendent, and ranged from 20 to 240 mA with a median of
40 mA (mean, 46.3636 4.731 mA; n = 55). Once a detect-
able (i.e., ;0.5mV) PSP was achieved, the SI value was
linearly increased by 10 or 20 mA steps until one of the
following three scenarios was achieved: a clearly non-
linear increase in PSPs occurred, after which at least
three additional SI values were recorded; the cell began
to fire action potentials; or a depolarization of .35mV
occurred. The number of stimulus intensity values used
to achieve these criteria range from 8 to 20 with a me-
dian of 11. To test for potential confounding effects of
linearly increasing the SI value, SI values were pre-
sented in decreasing steps in a subset of cells. No dif-
ferences in PSP values were observed between these
trials and trials in which the intensity was linearly in-
creased (Extended Data Fig. 1-1). To evaluate the effect
of optogenetic activation of a given interneuron subtype
on dendrite-dependent nonlinear increases in PSP val-
ues, a 100ms pulse of 450 nm light was delivered
across the surface of the slice via a reflected laser pulse
(Techhood Laser). When electrical stimulation of nearby
axons was paired with optogenetic stimulation, the
electrical pulse was initiated 50ms after the onset of a
100ms light pulse. We used a light intensity that evoked
reliable spiking responses in SST and PV cells. We used
the same intensity for both SST and PV experiments
(confirmed by power meter measurement to be 884
mW, which corresponds to 6.25 mW/mm2 for the spatial
spread of light in our optical system). For these experi-
ments, each SI value was repeated twice per sweep,
once under control conditions and then again at the
midpoint of the 100ms light pulse.

Immunofluorescence
Animals were anesthetized with a mixture of ketamine

(100mg/kg) and xylazine (15mg/kg), and were intracar-
dially perfused with PBS followed by 4% paraformalde-
hyde. After fixing overnight, 50mm sections were cut and
rocked in a blocking buffer containing 0.02% sodium
azide, 0.03% bovine serum albumin, 0.05% goat serum,
and 0.2% Triton X-100 in 250 ml of PBS for 1 h. Primary
antibody solutions were prepared in PBS using rabbit
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anti-RFP (1:400; catalog #600–401-379, Rockland) and
rat anti-SST (1:400; catalog #MAB345, Millipore Sigma)
antibodies. Primary antibody solutions were added to sli-
ces and incubated overnight at 4°C. Sections were then
washed in blocking buffer at room temperature 3� for
15min each and incubated in secondary antibody solu-
tions containing goat anti-rabbit (1:500; catalog #A10520,
Thermo Fisher Scientific) and goat anti-rat (1:500; catalog
#A11006, Thermo Fisher Scientific) for 2 h at room tem-
perature. Sections were then washed in blocking buffer at
room temperature 2� for 15min then once more in PBS
containing 0.1% Tween 20 for 15min. DAPI staining
(1:1000 dilution in PBS) occurred at room temperature for
15min followed by a final wash in PBS at room tempera-
ture for 15min. Sections were then mounted and imaged.

Analysis
Recording data were analyzed using custom scripts

for IGOR Pro analysis software (WaveMetrics), including
event detection and analysis routines written by T.
Ishikawa (Jikei University, Tokyo, Japan). To ascertain
whether electrically induced nonlinear responses were
dependent on NMDAR activation, input–output (I–O) plots
of PSP versus SI values were fit to linear regression (y = a
1 bx) for cells in control aCSF and in aCSF containing
100mM APV, and the slopes of the linear fit were com-
pared between the two conditions. One cell exhibited a
sublinear I–O curve in both control and APV containing
aCSF and was excluded from further analysis (Extended

Data Fig. 1-2). Cells were analyzed for nonlinearity by
comparing mean somatic PSP responses to a linear ex-
trapolation of previous mean values to determine the non-
linearity relative to linear extrapolation ratio (Behabadi et
al., 2012). Briefly, the SI values with the largest difference
in PSP responses (i.e., largest D value; SIsupralinear) were
identified from I–O plots. All mean PSP responses leading
up to the identified SI were then linearly fit. The experi-
mentally derived PSP for the SIsupralinear was then com-
pared with the expected value based on the linear
extrapolation. Cells that had at least one experimental
PSP value that exceeded the expected value by one-third
were considered to display a nonlinear response profile, while
cells that did not were considered linear and were excluded
from analysis (a total of 14 of 69 cells were linear; Extended
Data Fig. 1-3, example cells). If a cell displayed multiple
points of nonlinearity, the first instance was considered for
analysis (Extended Data Fig 1-4, example cells with multiple
nonlinear events). To determine how SST and PV cell activa-
tion affected the magnitude of the dendritic nonlinearity, the
difference between the experimental PSP values and the line-
ar extrapolation at SIsupralinear was compared under a control
condition and during optogenetic activation. To assess
changes in gain and offset, the entire I–O curves under con-
trol and optogenetic conditions were fit to a sigmoid:
base1fmax=ð11exp x�half� xð Þ=rate

� �
g, where base and

max are the baseline and maximal responses, respectively,
and rate determines the slope parameter (Lovett-Barron et
al., 2012). From this fitting, we were able to calculate the de-
gree of separation along the x-axis between control and
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Figure 1. Electrical stimulation of afferent axons in layer 2/3 resulted in NMDAR-dependent dendritic supralinearities. A, Top,
Diagram of recording configuration. Middle, Example infrared image of layer 2/3 pyramidal cell filled with fluorescent Alexa Fluor
594 dye. Recording patch pipette is outlined for illustrative purposes. Approximate location of theta glass stimulating pipette, which
was placed within layer 2/3, is also indicated. Bottom, Distribution of distance between stimulating pipette and the recorded cell
soma. B, Example I–O curve showing suprathreshold excitatory response to linearly increasing stimulus pulses (100 ms duration).
Dashed line indicates linear extrapolation of mean PSP values before responses become supralinear. Inset, example voltage trace
responses. Error bars indicate the mean 6 SEM. The order in which different stimulus intensities were presented did not affect PSP
magnitudes (Extended Data Fig. 1-1). One cell exhibited a sublinear response curve (Extended Data Fig. 1-2). A minority of cells ex-
hibited a linear response (Extended Data Fig. 1-3), while a few other cells responded with multiple instances of nonlinear increases in
their PSPs (Extended Data Fig. 1-4). C, Same as in B in the presence of 100 mM APV. Color-coded dashed lines indicate a linear fit of the
entire I–O function. D, Change in slope (in millivolts per microampere) for the entire I–O function in control aCSF (n=8) and in the pres-
ence of APV (n=8). The application of APV also significantly shortened the duration of PSPs (Extended Data Fig. 1-5). **p � 0.01.
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optogenetic conditions using the x-half parameter.
Furthermore, changes in slope because of optogenetic
activation could be assessed by comparing the peak
of the first derivative of the sigmoidal fit during control
and optogenetic conditions.

Statistics
Unless otherwise stated, all measurements are pre-

sented as the mean 6 SEM. Randomization and experi-
mental blindness were not used for electrophysiology
data as each cell serves as an internal control (e.g., PSP
value during control stimulation or in the presence of op-
togenetic activation of interneuron subtypes). Statistical

differences between control conditions and during opto-
genetic activation of interneuron subtypes were assessed
by paired t tests with a = 0.05.

Results
Electrical stimulation of afferent axons results in
NMDAR-dependent supralinear integration
We made whole-cell current-clamp recordings from

layer 2/3 pyramidal cells in slices of mouse visual cortex.
To activate nonlinear mechanisms on dendrites, we elec-
trically stimulated nearby axons using a theta stimulating
pipette placed within layer 2/3 (Fig. 1A). The stimulus pip-
ette was typically over 100mm away from the soma and
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Figure 2. ChR2-expressing SST and PV neurons responded reliably to light activation. A, Top left, Diagram indicating the recording
configuration for a tdTom-expressing and ChR2-expressing SST neuron. Immunohistochemistry confirmed that the majority of
tdTom1/ChR21 cells were SST1 (Extended Data Fig. 2-1). Right, Example cell response to a 500-ms-long current step of 1175pA
showing the accommodation expected for SST neurons. B, Spike raster of the response of the same cell to increasing steps of de-
polarizing current, again showing accommodation. C, Response of the cell to a 100-ms-long light pulse of 450 nm light. D, Spike
raster for the response of a cell to the light pulse. E, Peristimulus time histogram over trials. F, Same as A for a tdTom-expressing
and ChR2-expressing PV neuron. As expected for PV neurons, the spike response does not accommodate (in contrast to SST neu-
rons). G, Spike raster of the response of the same cell to increasing steps of depolarizing current. H, Response of a cell to a 100-
ms-long light pulse of 450 nm light. I, Spike raster for the response of a cell to the light pulse. J, Peristimulus time histogram over tri-
als. Blocking inhibition with PTX resulted in an increase of spike response to light in SST cells but not in PV cells (Extended Data
Fig. 2-2).
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was in the direction lateral and basal from the cell body.
Thus, the stimulated inputs were likely axons in layer 2/3.
These axons likely synapsed on both basal and apical
dendrites. Brief (0.1ms) constant current pulses were suf-
ficient to elicit PSPs at the soma. Approximately 80% of
the pyramidal cells tested (55 of 69 cells) exhibited evi-
dence of supralinear synaptic integration above a certain
stimulus threshold, similar to those reported in prior stud-
ies (Schiller et al., 2000; Branco et al., 2010; Fig. 1B,
Extended Data Fig. 1-3, examples of the few linear cells).
In response to increasing SIs, PSPs increased linearly at
first. However, at a threshold SI (which varied from cell to
cell, but was reproducible within a given cell), the PSPs in-
creased supralinearly, likely because of the recruitment of
active (i.e., voltage-gated) mechanisms (Fig. 1B).
To identify the voltage-dependent channels contribut-

ing to the nonlinear response, we blocked NMDA recep-
tors with the competitive antagonist APV (Fig. 1C). NMDA
receptors are a major active component linking synaptic
input to supralinear PSPs (Schiller et al., 2000; Branco et al.,
2010). Because the inactivation time constant of NMDA re-
ceptors is ;10-fold greater than that of AMPA receptors,
PSPs should be shorter in duration if NMDA receptors are
blocked. Indeed, bath application of APV reduced the dura-
tions of PSPs [Extended Data Fig. 1-5; mean full-width at
half-maximal (FWHM) control=20.962.4ms; mean FWHM
APV=12.061.7ms; t(7) =3.066, p=0.009, n=8, paired t
test; mean tau control=26.362.9ms; mean tau APV=
15.1 6 2.2ms, t(7) =6.018, p=0.005, n=8, paired t test].
Blocking NMDA receptors also resulted in significant reduc-
tions in the slopes of the I–O curves (Fig. 1D), bringing the
mean PSP levels closer to the linear trajectory extrapolated
from the lower stimulus intensities (46.6% reduction in slope;
mean slope control=0.066 0.01mV/mA; mean slope APV=
0.036 0.01mV/mA; t(6) = �4.256, p=0.009, n=7, paired t
test). Blocking NMDA receptors did not result in a completely
linear I–O curve in most cells, however, suggesting residual
contributions from voltage-gated channels (e.g., voltage-
gated Na1 and voltage-gated Ca21 channels) to dendritic
nonlinearities (Smith et al., 2013). Overall, I–O curves were
made more linear, and the slope was reduced by half after
NMDA receptors were blocked. Thus, brief electrical excita-
tion of axons recruits NMDA receptor-dependent active
mechanisms on the dendrites of layer 2/3 visual cortex neu-
rons, and this can be measured as nonlinear increases in the
SI/PSP I–O relationship.

Activation of SST but not PV cells decreases
enhancement of PSP amplitudes by active dendrites
To investigate the roles that SST and PV cells play in

synaptic integration, we generated transgenic mice that
would allow us to specifically manipulate the activity of
each subtype via optogenetics. We crossed mice that ex-
pressed Cre-recombinase in either SST or PV cells with
mice that expressed the light-activated cation channel
ChR2 and tdTom as a fusion protein in a Cre-dependent
fashion. The resultant mice thus expressed ChR2/tdTom
in either SST cells (SST-Cre1/ChR21/tdTom1) or PV cells
(PV-Cre1/ChR21/tdTom1). We confirmed that ChR2-ex-
pressing SST cells exhibited accommodating spike

responses (Fanselow et al., 2008) to current injections
and fired spikes in response to blue light (Fig. 2A–E).
Similarly, we confirmed that ChR2-expressing PV cells
exhibited nonaccommodating spike responses (Fanselow
et al., 2008) to current injections and fired spikes in re-
sponse to blue light (Fig. 2F–J). Blocking inhibition with
picrotoxin (PTX) resulted in an increase of spike output
from SST neurons, but not from PV neurons (Extended
Data Fig. 2-2).
Using these mice, we made whole-cell recordings from py-

ramidal neurons as before in acute visual cortex slices.
Optogenetically evoked IPSP amplitudes recorded from the
pyramidal neurons were similar for both SST and PV cell acti-
vations (Fig. 3A,B; SST: mean = �2.5186 0.299mV, n=27;
PV: mean = �2.4326 0.325mV, n=28; t(54) =0.195, p=
0.846, paired t test). However, they exhibited different time
courses, with the SST-driven IPSPs displaying a significantly
longer time-to-peak (Fig. 3C; SST mean=135.96 7.1ms,
n=27; PV mean=113.56 8.1ms, n=28; t(54) = �2.08,
p=0.043, paired t test) and slower decay time compared with
IPSPs driven by PV cell activation (Fig. 3D; SST mean=
248.96 27.7ms, n=27; PV mean=172.86 17.8ms, n=28;
t(54) = �2.35, p=0.023, paired t test). This approach provides
a way to activate inhibitory inputs from PV or SST neurons
and determine the resulting PSPs in pyramidal neurons.
Next, we examined the degree to which activating SST

or PV neurons affected the I–O curves. Specifically, we
were interested in whether the supralinear responses
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would be preserved during optogenetic activation. To do
so, we used an interleaved testing approach. In each
sweep for a particular electrical stimulus amplitude of the
I–O curve, we delivered the stimulus once without any op-
togenetic manipulation followed by another while optoge-
netically stimulating SST or PV interneurons (Fig. 4A,B).
This was repeated at least five times for each stimulus
intensity.
Of the pyramidal neurons that exhibited a supralinearity

in their I–O curves (55 of 69 neurons), the I–O curve was
linearized by optogenetic activation of interneurons in a
minority subset (8 of 55 neurons). This occurred more
commonly with SST neuron activation (6 of 27 neurons)
than with PV neuron activation (2 of 28 neurons; Extended
Data Fig. 4-1). Thus, although neither subtype consis-
tently eliminated the nonlinearity, SST neurons more fre-
quently linearized responses than did PV neurons. In the
majority of cells (47 of 55 cells) that exhibited a nonlinear-
ity in their I–O curves under control conditions, the opto-
genetic activation of interneurons altered, but did not
eliminate, the nonlinear response. To quantify the effects
of SST and PV cells on the I–O curves, we determined the
SI value at which responses became supralinear (for fur-
ther details, see Materials and Methods) and measured
the difference between the experimentally observed PSP
and the expected PSP based on a linear extrapolation at
that SI value (Fig. 4C). We found that optogenetic activa-
tion of SST neurons resulted in a significant reduction in
the magnitude of the nonlinear response compared with
control conditions (Fig. 4D; control mean=3.960.4mV;
optogenetic mean=2.960.3mV; t(26) = 7.707, p=3.9 *
10�8, n=27, paired t test). By contrast, activating PV neu-
rons during electrical stimulation did not significantly alter
the response (Fig. 4E; control mean=3.46 0.3mV; opto-
genetic mean=3.06 0.3mV; t(27) = 1.930, p=0.064, n=
28, paired t test). For those cells whose response re-
mained nonlinear, the SI value at which the responses
became supralinear did not change on optogenetic

stimulation for either cell types (SST control mean=
119.09 6 12.11, optogenetic mean=119.09 6 12.11;
t(21) = NaN, p=1, n=22, paired t test; PV control mean=
133.846 6 11.90, optogenetic mean=132.308 6 11.0;
t(25) = 0.527, p=0.603, n=27, paired t test). Thus, optoge-
netic activation of SST neurons, more so than PV neurons,
suppressed supralinear PSPs in pyramidal neurons in
layer 2/3 without affecting the gross electrical stimulus in-
tensity threshold for supralinearity.

SST cells mediate predominantly divisive gain control
To further quantify how SST and PV neurons differentially

affected the overall I–O functions, we fit the data using sig-
moid curves (for further details, see Materials and Methods).
Activation of SST cells reduced the slope of the sigmoid fit
compared with control (Fig. 5A; mean slope control=
0.2260.04mV/mA, mean slope optogenetic = 0.196
0.04mV/mA; t(26) = 3.904, p = 0.0006, n = 27, paired t
test). This effect is qualitatively similar to the one quan-
tified earlier (Fig. 4E). Of note, SST activation had no
effect on the offset (x-half) of the curve fits, which fur-
ther confirmed that there was no shift in the threshold for
supralinear PSPs (Fig. 5A; mean offset control=120.06
17.5mA, mean offset optogenetic=118.5618.0mA; t(26) =
0.132, p=0.896, n=27, paired t test).
By contrast, the activation of PV cells slightly but sig-

nificantly increased the offset of the I–O curve fits (Fig.
5B; mean offset control = 139.06 10.5 mA, mean offset
optogenetic =142.96 10.4mA; t(27) = �2.167, p=0.039,
n=28 paired t test), but had little effect on the slope (Fig.
5B; mean slope control = 0.1660.02mV/mA, mean slope
optogenetic =0.166 0.01mV/mA, t(27) = 1.329, p=0.195,
n=28, paired t test). This small change in the offset was
driven by the two cells whose responses were linearized by
PV activation, as the offset was no longer significantly dif-
ferent when these cells were excluded although the trend
remained the same (t(25) = �1.919, p=0.0665). Excluding
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the six cells that were linearized by SST activation did not
affect the x-half (t(21) = 0.1328, p=0.89, n=22). Taken as a
whole, these results demonstrate that SST cells have a
greater effect than PV cells on voltage-dependent synaptic
integration. SST cells mediate a predominantly divisive
form of inhibitory gain control during active synaptic inte-
gration, while PV cells appear to contribute modest sub-
tractive inhibition.

Discussion
Here, we examined inhibitory influences on nonlinear

dendritic synaptic integration in the dendrites of L2/3 neu-
rons. Optogenetic manipulation of the two largest inter-
neuron subtypes, SST and PV cells, revealed their distinct
inhibitory effects on nonlinear synaptic integration of layer
2/3 inputs. Activating SST cells reduced the magnitude of
the somatic depolarization during nonlinear synaptic inte-
gration (Fig. 4D). By contrast, activating PV cells had only

modest effects (Fig. 4E). These results support the hy-
pothesis that SST cells, with their more dendrite-biased
axonal projection patterns, have a stronger influence over
nonlinear integration than PV cells. However, SST cell ac-
tivation did not shift the threshold level of synaptic input
required to activate supralinear response. Thus, SST cells
do not regulate the recruitment of voltage-dependent ac-
tive mechanisms, but modulate the amplitude of the re-
sulting postsynaptic depolarization seen in the soma,
placing them downstream of the dendritic mechanism for
the nonlinear enhancement of the synaptic inputs, namely
dendritic spikes (Smith et al., 2013).
The location of inhibition relative to excitation plays a

critical role in synaptic integration (Koch et al., 1983). In
passive dendritic trees, inhibition is most effective at
modulating excitatory conductances when inhibitory
sources are positioned proximal to the site of excitation
(Koch et al., 1983; Vu and Krasne, 1992; Liu, 2004; Hao et
al., 2009). In the presence of active dendritic mechanisms,
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the location dependence of inhibition is still strong, but
with added complexity. It has been previously shown that
in layer 5 pyramidal neurons, focal GABA iontophoresis
targeting perisomatic areas during nonlinear responses to
glutamate uncaging results in a reduction in the overall
magnitude of supralinear responses, while GABA ionto-
phoresis onto basal dendrites leads to a shift in the stimu-
lus laser intensity threshold for supralinear responses
(Jadi et al., 2012). Once the increased threshold is
reached, however, the magnitude of the somatic depolari-
zations remains comparable. These reports support the
notion of distinct computational roles for proximal and
distal inhibition.
Although SST and PV cells have relatively distinct pro-

jection patterns, the differences are more subtle than the
contrast that can be achieved with local GABA iontopho-
resis, as used in the aforementioned work (Jadi et al.,
2012). In fact, in terms of shear anatomic numbers, PV
cell inputs outnumber SST cell inputs on dendrites of
layer 2/3 pyramidal neurons by twofold (Kuljis et al.,
2019). However, the distribution patterns of the dendritic
synapses differ for each subtype. Although PV cell inputs
are seen throughout the length of the dendritic tree, they
are noticeably concentrated at the primary dendrites with
a decline in the higher-order dendrites, whereas SST cell
inputs are found on secondary and higher-order dendrites
but are absent from the primary dendrites. In line with this
distribution pattern, our results show that, on average,
SST cell inputs were distal relative to PV cell inputs. Peak
IPSP responses resulting from the stimulation of SST
cells were significantly later in arriving at the soma than
IPSPs evoked from stimulating PV cells (Fig. 3C), implying
a more distal origin. Despite this, our results differed
markedly from the model-based predictions or iontopho-
resis studies (Jadi et al., 2012), prompting a re-evaluation
of physiological roles for SST and PV cells, particularly in
the context of nonlinear synaptic integration, at least in
L2/3 neurons.
We found that SST cell-mediated inhibition functions

both as a restrictor on the absolute charge conveyed to
the soma and as a gain modulator, altering the slope of
the I–O curve. The divisive effect of activating SST cells
reduced both the slope of the I–O plots (Fig. 5A) and the
magnitude of active dendrite-dependent PSPs (the first
nonlinearity step; Fig. 4C,D) measured at the soma. The
inhibition mediated by PV cells had only modest effects
on the offset of the I–O curves (Fig. 5B). Thus, our findings
are more in line with those of a previous study on CA1 hip-
pocampal pyramidal cells, in which a combination of two-
photon glutamate uncaging and one-photon GABA un-
caging demonstrated that apical dendritic inhibition was
more effective than somatic inhibition at shunting nonlin-
ear dendritic responses (Lovett-Barron et al., 2012).
Similarly in our study, SST cell-mediated inhibitory inputs
(putatively distal relative to PV cell inputs) suppressed
supralinear responses recorded at the soma, without af-
fecting the stimulus input threshold for the nonlinear step.
At least a couple of factors could account for this obser-
vation. First, the original magnitude of IPSPs at synaptic
locations may vary between the two subtypes. SST cell-

mediated IPSPs took longer to reach peak magnitude
than PV cell-mediated IPSPs, indicating that SST cell in-
puts were more distal. However, the IPSPs recorded at
the soma were similar in magnitude for both SST and PV
cell activation (Fig. 3B). Because of the attenuation of
charge during propagation, this implies that the IPSPs ex-
perienced at the dendrites were likely greater during SST
cell stimulation than PV cell stimulation. If the majority of
SST cell inputs were both larger and more distal than PV
cell inputs, yet proximal relative to some of the excitatory
active synaptic events, this could explain how the nonlin-
ear response was reduced in magnitude in response to
SST but not PV cell stimulation, and account for the lack
of effect on the initiation of dendritic nonlinearities.
Second, the spreading of SST cell-mediated inhibitory
current originating in distal dendrites may provide a more
effective long-range shunt than the proximal inhibition by
PV cells, because of the soma acting as a current sink
(Gidon and Segev, 2012).
It is important to note some of the limitations to our

study. The first concerns the method used to induce den-
dritic nonlinearities. The use of electrical stimulation of
presynaptic axons is realistic in that it uses physiological
synapses likely located at multiple dendritic locations
(rather than the uncaging of glutamate at a spatial cluster
of dendritic spines that may not be simultaneously acti-
vated under physiological conditions). However, it also
limits our ability to spatially control the location of synap-
tic excitation relative to inhibition. We targeted electrical
stimulation to distal regions of the dendritic arbor of the
recorded cell within L2/3 (Fig. 1A), the site for dendritic
spike generation in layer 2/3 pyramidal cells of the visual
cortex (Smith et al., 2013). It is possible that in vivo pat-
terns of excitation and inhibition have a precise architec-
ture (Rossi et al., 2019) that our experiments failed to
recreate. In addition, it is also possible that inhibitory axons
impinging onto the distal dendrites were activated along with
excitatory axons during electrical stimulation, altering the
baseline inhibitory activity. This wouldmean themeasured ef-
fects would be an underestimate, because of the baseline
condition involving nonzero amounts of inhibitory input. The
second limitation is that the optogenetic stimulation activated
a large population of interneurons (few if any inhibitory neu-
rons failed to respond to the light) that may not be simultane-
ously active under physiological conditions, and thus the
condition may be considered an upper limit case. Lower lev-
els of interneuron activation would be expected to yield small-
er changes than those reported here. Relatedly, it should be
noted that the level of activation of PV and SST neurons was
matched in one way (IPSP amplitude as recorded somatically
in pyramidal neurons; Fig. 3), but it is not feasible to precisely
match optogenetic control over PV and SST cells in all ways;
nor is it simple to define what constitutes a “match.”We set-
tled on the optogenetic light intensity that would reliably elicit
spike responses in SST cells and used this same intensity for
both SST and PV cell experiments (6.25 mW/mm2). The light
pulse elicited fewer spikes in SST compared with PV cells,
and the more persistent activation of PV cells was evident in
the PV-IPSP shape, which exhibited a noticeably sharp offset
aligned with the offset of the light stimulation. The SST-IPSP
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by contrast exhibited a more gradual offset that did not align
with the light offset, likely because of the fewer number of
evoked spikes followed by response accommodation (Fig. 2).
Despite these differences in their somatic spike responses to
the optogenetic stimulation, the amplitudes of PV-IPSPs and
SST-IPSPs matched well (Fig. 3B). On the one hand, this
“matched” optogenetically induced IPSP size recorded at the
somamay give SST cells an unfair advantage as these inhibi-
tory inputs may be larger at the distal dendrites where SST in-
puts are. On the other hand, however, PV cells may not be as
disadvantaged because the size of electrically induced
EPSPs should be significantly reduced by the time they reach
the perisomatic area where PV inputs may dominate. The
third limitation is that the relative timing between excitation
and optogenetically manipulated inhibition did not precisely
recreate what occurs in vivo. SST and PV cells exhibit differ-
ent stimulus response properties in vivo, with SST cells being
more orientation tuned than PV cells, and responding to stim-
uli with a greater delay (Ma et al., 2010). Whether and how the
differential pattern and timing of activation of these two sub-
types of interneuronsmay help shape the synaptic integration
and output from the target pyramidal neuron (e.g., as in the
model of Barlow and Levick, 1965) remains to be seen in
vivo. Overall, these limitations are important to consider but
leave the qualitative results we report here intact.
In summary, we find that the roles of SST and PV cell-

mediated inhibition do not map neatly onto the roles sug-
gested by prior work for dendritic and somatic targeted
inhibition. Our results demonstrated that SST cell-medi-
ated inhibition reduces the amplitude of somatic PSPs
during active synaptic integration, and PV cell-mediated
inhibition does not. More importantly, neither SST nor PV
cell activation caused substantial changes in the input
threshold for the recruitment of nonlinear mechanisms. Of
note, since SST cells inhibit PV cells (Cottam et al., 2013),
in vivo SST cell activity could have multilayered effects
with a combination of divisive suppression of supralinear
dendritic response and disinhibition of the perisomatic
compartment (Seybold et al., 2015). Together, the impact
of inhibition on active synaptic integration may be an ana-
log modulation, rather than a digital on/off switch. When
spiking thresholds are taken into account, such modula-
tory effects can generate diverse signal outputs (Seybold
et al., 2015).

References

Adesnik H, Bruns W, Taniguchi H, Huang ZJ, Scanziani M (2012) A
neural circuit for spatial summation in visual cortex. Nature
490:226–231.

Atallah BV, Bruns W, Carandini M, Scanziani M (2012) Parvalbumin-
expressing interneurons linearly transform cortical responses to
visual stimuli. Neuron 73:159–170.

Barlow HB, Levick WR (1965) The mechanism of directionally selec-
tive units in rabbit’s retina. J Physiol 178:477–504.

Behabadi BF, Polsky A, Jadi M, Schiller J, Mel BW (2012) Location-
dependent excitatory synaptic interactions in pyramidal neuron
dendrites. PLoS Comput Biol 8:e1002599.

Bock T, Stuart GJ (2016) Impact of calcium-activated potassium
channels on NMDA spikes in cortical layer 5 pyramidal neurons. J
Neurophysiol 115:1740–1748.

Branco T, Clark BA, Häusser M (2010) Dendritic discrimination of
temporal input sequences in cortical neurons. Science 329:1671–
1675.

Cash S, Yuste R (1999) Linear summation of excitatory inputs by
CA1 pyramidal neurons. Neuron 22:383–394.

Cottam JC, Smith SL, Häusser M (2013) Target-specific effects of
somatostatin-expressing interneurons on neocortical visual proc-
essing. J Neurosci 33:19567–19578.

Di Cristo G, Wu C, Chattopadhyaya B, Ango F, Knott G, Welker E,
Svoboda K, Huang ZJ (2004) Subcellular domain-restricted
GABAergic innervation in primary visual cortex in the absence of
sensory and thalamic inputs. Nat Neurosci 7:1184–1186.

Ebina T, Sohya K, Imayoshi I, Yin S, Kimura R, Yanagawa Y, Kameda
H, Hioki H, Kaneko T, Tsumoto T (2014) 3D clustering of
GABAergic neurons enhances inhibitory actions on excitatory neu-
rons in the mouse visual cortex. Cell Rep 9:1896–1907.

Fanselow EE, Richardson KA, Connors BW (2008) Selective, state-
dependent activation of somatostatin-expressing inhibitory inter-
neurons in mouse neocortex. J Neurophysiol 100:2640–2652.

Fino E, Yuste R (2011) Article dense inhibitory connectivity in neocor-
tex. Neuron 69:1188–1203.

Gale SD, Murphy GJ (2016) Active dendritic properties and local in-
hibitory input enable selectivity for object motion in mouse superi-
or colliculus neurons. J Neurosci 36:9111–9123.

Gentet LJ, Kremer Y, Taniguchi H, Huang ZJ, Staiger JF, Petersen
CC (2012) Unique functional properties of somatostatin-express-
ing GABAergic neurons in mouse barrel cortex. Nat Neurosci
15:607–612.

Gidon A, Segev I (2012) Principles governing the operation of synap-
tic inhibition in dendrites. Neuron 75:330–341.

Hao J, Wang X, Dan Y, Poo M, Zhang X (2009) An arithmetic rule for
spatial summation of excitatory and inhibitory inputs in pyramidal
neurons. Proc Natl Acad Sci U S A 106:21906–21911.

Jadi M, Polsky A, Schiller J, Mel BW (2012) Location-dependent ef-
fects of inhibition on local spiking in pyramidal neuron dendrites.
PLoS Comput Biol 8:e1002550.

Jiang X, Wang G, Lee AJ, Stornetta RL, Zhu JJ (2013) The organiza-
tion of two new cortical interneuronal circuits. Nat Neurosci
16:210–218.

Judson MC, Wallace ML, Sidorov MS, Burette AC, Gu B, van
Woerden GM, King IF, Han JE, Zylka MJ, Elgersma Y, Weinberg
RJ, Philpot BD (2016) GABAergic Neuron-specific loss of Ube3a
causes angelman syndrome-like EEG abnormalities and enhances
seizure susceptibility. Neuron 90:56–69.

Karnani XMM, Jackson J, Ayzenshtat I, Sichani XAH, Manoocheri K,
Kim S, Yuste R (2016) Opening holes in the blanket of inhibition: lo-
calized lateral disinhibition by VIP interneurons. J Neurosci
36:3471–3480.

Karube F, Kubota Y, Kawaguchi Y (2004) Axon branching and synap-
tic bouton phenotypes in GABAergic nonpyramidal cell subtypes.
J Neurosci 24:2853–2865.

Kato HK, Gillet SN, Isaacson JS, Kato HK, Gillet SN, Isaacson JS
(2015) Flexible sensory representations in auditory cortex driven
by behavioral relevance article flexible sensory representations in
auditory cortex driven by behavioral relevance. Neuron 88:1027–
1039.

Kawaguchi Y, Kubota Y (1997) GABAergic cell subtypes and their
synaptic connections in rat frontal cortex. Cereb Cortex 7:476–
486.

Koch C, Poggio T, Torre V (1983) Nonlinear interactions in a dendritic
tree: localization, timing, and role in information processing. Proc
Natl Acad Sci U S A 80:2799–2802.

Kuljis DA, Park E, Telmer CA, Lee J, Ackerman DS, Bruchez MP,
Barth AL (2019) Fluorescence-based quantitative synapse analysis
for cell type-specific connectomics. eNeuro 6:ENEURO.0193-
19.2019.

Lavzin M, Rapoport S, Polsky A, Garion L, Schiller J (2012) Nonlinear
dendritic processing determines angular tuning of barrel cortex
neurons in vivo. Nature 490:397–401.

Research Article: New Research 10 of 11

September/October 2021, 8(5) ENEURO.0235-21.2021 eNeuro.org

http://dx.doi.org/10.1038/nature11526
https://www.ncbi.nlm.nih.gov/pubmed/23060193
http://dx.doi.org/10.1016/j.neuron.2011.12.013
https://www.ncbi.nlm.nih.gov/pubmed/22243754
http://dx.doi.org/10.1113/jphysiol.1965.sp007638
https://www.ncbi.nlm.nih.gov/pubmed/5827909
http://dx.doi.org/10.1371/journal.pcbi.1002599
https://www.ncbi.nlm.nih.gov/pubmed/22829759
http://dx.doi.org/10.1152/jn.01047.2015
https://www.ncbi.nlm.nih.gov/pubmed/26936985
http://dx.doi.org/10.1126/science.1189664
https://www.ncbi.nlm.nih.gov/pubmed/20705816
http://dx.doi.org/10.1016/S0896-6273(00)81098-3
https://www.ncbi.nlm.nih.gov/pubmed/10069343
http://dx.doi.org/10.1523/JNEUROSCI.2624-13.2013
https://www.ncbi.nlm.nih.gov/pubmed/24336721
http://dx.doi.org/10.1038/nn1334
https://www.ncbi.nlm.nih.gov/pubmed/15475951
http://dx.doi.org/10.1016/j.celrep.2014.10.057
https://www.ncbi.nlm.nih.gov/pubmed/25464846
http://dx.doi.org/10.1152/jn.90691.2008
https://www.ncbi.nlm.nih.gov/pubmed/18799598
http://dx.doi.org/10.1016/j.neuron.2011.02.025
https://www.ncbi.nlm.nih.gov/pubmed/21435562
http://dx.doi.org/10.1523/JNEUROSCI.0645-16.2016
https://www.ncbi.nlm.nih.gov/pubmed/27581453
http://dx.doi.org/10.1038/nn.3051
https://www.ncbi.nlm.nih.gov/pubmed/22366760
http://dx.doi.org/10.1016/j.neuron.2012.05.015
https://www.ncbi.nlm.nih.gov/pubmed/22841317
http://dx.doi.org/10.1073/pnas.0912022106
https://www.ncbi.nlm.nih.gov/pubmed/19955407
http://dx.doi.org/10.1371/journal.pcbi.1002550
http://dx.doi.org/10.1038/nn.3305
https://www.ncbi.nlm.nih.gov/pubmed/23313910
http://dx.doi.org/10.1016/j.neuron.2016.02.040
https://www.ncbi.nlm.nih.gov/pubmed/27021170
http://dx.doi.org/10.1523/JNEUROSCI.3646-15.2016
https://www.ncbi.nlm.nih.gov/pubmed/27013676
http://dx.doi.org/10.1523/JNEUROSCI.4814-03.2004
https://www.ncbi.nlm.nih.gov/pubmed/15044524
http://dx.doi.org/10.1016/j.neuron.2015.10.024
https://www.ncbi.nlm.nih.gov/pubmed/26586181
http://dx.doi.org/10.1093/cercor/7.6.476
https://www.ncbi.nlm.nih.gov/pubmed/9276173
http://dx.doi.org/10.1073/pnas.80.9.2799
https://www.ncbi.nlm.nih.gov/pubmed/6573680
http://dx.doi.org/10.1523/ENEURO.0193-19.2019
http://dx.doi.org/10.1038/nature11451
https://www.ncbi.nlm.nih.gov/pubmed/22940864


Lee AJ, Wang G, Jiang X, Johnson SM, Hoang ET, Lanté F, Stornetta
RL, Beenhakker MP, Shen Y, Zhu JJ (2015) Canonical organization
of layer 1 neuron-led cortical inhibitory and disinhibitory inter-
neuronal circuits. Cereb Cortex 25:2114–2126.

Lee SH, Kwan AC, Zhang S, Phoumthipphavong V, Flannery JG,
Masmanidis SC, Taniguchi H, Huang ZJ, Zhang F, Boyden ES,
Deisseroth K, Dan Y (2012) Activation of specific interneurons im-
proves V1 feature selectivity and visual perception. Nature
488:379–383.

Liu G (2004) Local structural balance and functional interaction of ex-
citatory and inhibitory synapses in hippocampal dendrites. Nat
Neurosci 7:373–379.

Lovett-Barron M, Turi GF, Kaifosh P, Lee PH, Bolze F, Sun X-H,
Nicoud J-F, Zemelman BV, Sternson SM, Losonczy A (2012)
Regulation of neuronal input transformations by tunable dendritic
inhibition. Nat Neurosci 15:423–430.

Ma WP, Liu BH, Li YT, Huang ZJ, Zhang LI, Tao HW (2010) Visual
representations by cortical somatostatin inhibitory neurons–selec-
tive but with weak and delayed responses. J Neurosci 30:14371–
14379.

Murayama M, Larkum ME (2009) Enhanced dendritic activity in
awake rats. Proc Natl Acad Sci U S A 106:20482–20486.

Palmer L, Murayama M, Larkum M (2012) Inhibitory regulation of
dendritic activity in vivo. Front Neural Circuits 6:26.

Palmer LM, Shai AS, Reeve JE, Anderson HL, Paulsen O, Larkum
ME (2014) NMDA spikes enhance action potential generation dur-
ing sensory input. Nat Neurosci 17:383–390.

Pfeffer CK, Xue M, He M, Huang ZJ, Scanziani M (2013) Inhibition of
inhibition in visual cortex: the logic of connections between molec-
ularly distinct interneurons. Nat Neurosci 16:1068–1076.

Phillips EAK, Hasenstaub AR (2016) Asymmetric effects of activating
and inactivating cortical interneurons. eLife 5:e18383.

Rhodes P (2006) The properties and implications of NMDA spikes in
neocortical pyramidal cells. J Neurosci 26:6704–6715.

Ross WN, Nakamura T, Watanabe S, Larkum M, Lasser-Ross N
(2005) Synaptically activated ca21 release from internal stores in
CNS neurons. Cell Mol Neurobiol 25:283–295.

Rossi LF, Harris K, Carandini M (2019) Excitatory and inhibitory intra-
cortical circuits for orientation and direction selectivity. bioRxiv.
556795.

Sachidhanandam S, Sermet BS, Petersen CCH (2016) Parvalbumin-
expressing GABAergic neurons in mouse barrel cortex contribute
to gating a goal-directed sensorimotor transformation. Cell Rep
15:700–706.

Schiller J, Major G, Koester HJ, Schiller Y (2000) NMDA spikes in
basal dendrites of cortical pyramidal neurons. Nature 404:285–
289.

Schmidt-Hieber C, Toleikyte G, Aitchison L, Roth A, Clark BA,
Branco T, Häusser M (2017) Active dendritic integration as a
mechanism for robust and precise grid cell firing. Nat Neurosci
20:1114–1121.

Schuman B, Machold RP, Hashikawa Y, Fuzik J, Fishell GJ, Rudy B
(2019) Four unique interneuron populations reside in neocortical
layer 1. J Neurosci 39:125–139.

Seybold BA, Phillips EAK, Schreiner CE, Hasenstaub AR (2015)
Inhibitory actions unified by network integration. Neuron 87:1181–
1192.

Sheffield MEJ, Adoff MD, Dombeck DA (2017) Increased prevalence
of calcium transients across the dendritic arbor during place field
formation. Neuron 96:490–504.e5.

Silberberg G, Markram H (2007) Disynaptic inhibition between neo-
cortical pyramidal cells mediated by Martinotti cells. Neuron
53:735–746.

Smith SL, Smith IT, Branco T, Häusser M (2013) Dendritic spikes en-
hance stimulus selectivity in cortical neurons in vivo. Nature
503:115–120.

Spruston N, Stuart G, Häusser M (2016) Principles of dendritic inte-
gration. In: Dendrites (Stuart G, Spruston N, Häusser M, eds), pp
351–398. Oxford, UK: Oxford UP.

Stuart GJ, Spruston N (2015) Dendritic integration: 60 years of pro-
gress. Nat Neurosci 18:1713–1721.

Takahashi N, Oertner TG, Hegemann P, Larkum ME (2016) Active
cortical dendrites modulate perception. Science 354:1587–1590.

Vu E, Krasne F (1992) Evidence for a computational distinction be-
tween proximal and distal neuronal inhibition. Science 255:1710–
1712.

Wang Y, Toledo-Rodriguez M, Gupta A, Wu C, Silberberg G, Luo J,
Markram H (2004) Anatomical, physiological and molecular prop-
erties of Martinotti cells in the somatosensory cortex of the juvenile
rat. J Physiol 561:65–90.

Wilson DE, Whitney DE, Scholl B, Fitzpatrick D (2016) Orientation se-
lectivity and the functional clustering of synaptic inputs in primary
visual cortex. Nat Neurosci 19:1003–1009.

Wilson NR, Runyan CA, Wang FL, Sur M (2012) Division and subtrac-
tion by distinct cortical inhibitory networks in vivo. Nature
488:343–348.

Xu N-l, Harnett MT, Williams SR, Huber D, O’Connor DH, Svoboda
K, Magee JC (2012) Nonlinear dendritic integration of sensory and
motor input during an active sensing task. Nature 492:247–251.

Research Article: New Research 11 of 11

September/October 2021, 8(5) ENEURO.0235-21.2021 eNeuro.org

http://dx.doi.org/10.1093/cercor/bhu020
https://www.ncbi.nlm.nih.gov/pubmed/24554728
http://dx.doi.org/10.1038/nature11312
https://www.ncbi.nlm.nih.gov/pubmed/22878719
http://dx.doi.org/10.1038/nn1206
https://www.ncbi.nlm.nih.gov/pubmed/15004561
http://dx.doi.org/10.1038/nn.3024
https://www.ncbi.nlm.nih.gov/pubmed/22246433
http://dx.doi.org/10.1523/JNEUROSCI.3248-10.2010
https://www.ncbi.nlm.nih.gov/pubmed/20980594
http://dx.doi.org/10.1073/pnas.0910379106
https://www.ncbi.nlm.nih.gov/pubmed/19918085
http://dx.doi.org/10.1038/nn.3646
https://www.ncbi.nlm.nih.gov/pubmed/24487231
http://dx.doi.org/10.1038/nn.3446
https://www.ncbi.nlm.nih.gov/pubmed/23817549
http://dx.doi.org/10.7554/eLife.18383
http://dx.doi.org/10.1523/JNEUROSCI.3791-05.2006
https://www.ncbi.nlm.nih.gov/pubmed/16793878
http://dx.doi.org/10.1007/s10571-005-3060-0
https://www.ncbi.nlm.nih.gov/pubmed/16047542
http://dx.doi.org/10.1101/556795
http://dx.doi.org/10.1016/j.celrep.2016.03.063
https://www.ncbi.nlm.nih.gov/pubmed/27149853
http://dx.doi.org/10.1038/35005094
https://www.ncbi.nlm.nih.gov/pubmed/10749211
http://dx.doi.org/10.1038/nn.4582
https://www.ncbi.nlm.nih.gov/pubmed/28628104
http://dx.doi.org/10.1523/JNEUROSCI.1613-18.2018
https://www.ncbi.nlm.nih.gov/pubmed/30413647
http://dx.doi.org/10.1016/j.neuron.2015.09.013
https://www.ncbi.nlm.nih.gov/pubmed/26402602
http://dx.doi.org/10.1016/j.neuron.2017.09.029
https://www.ncbi.nlm.nih.gov/pubmed/29024668
http://dx.doi.org/10.1016/j.neuron.2007.02.012
https://www.ncbi.nlm.nih.gov/pubmed/17329212
http://dx.doi.org/10.1038/nature12600
https://www.ncbi.nlm.nih.gov/pubmed/24162850
http://dx.doi.org/10.1038/nn.4157
https://www.ncbi.nlm.nih.gov/pubmed/26605882
http://dx.doi.org/10.1126/science.aah6066
https://www.ncbi.nlm.nih.gov/pubmed/28008068
http://dx.doi.org/10.1126/science.1553559
https://www.ncbi.nlm.nih.gov/pubmed/1553559
http://dx.doi.org/10.1113/jphysiol.2004.073353
https://www.ncbi.nlm.nih.gov/pubmed/15331670
http://dx.doi.org/10.1038/nn.4323
https://www.ncbi.nlm.nih.gov/pubmed/27294510
http://dx.doi.org/10.1038/nature11347
https://www.ncbi.nlm.nih.gov/pubmed/22878717
http://dx.doi.org/10.1038/nature11601
https://www.ncbi.nlm.nih.gov/pubmed/23143335

	The Impact of SST and PV Interneurons on Nonlinear Synaptic Integration in the Neocortex
	Introduction
	Materials and Methods
	Animals
	Slice preparation
	Electrophysiology
	Immunofluorescence
	Analysis
	Statistics

	Results
	Electrical stimulation of afferent axons results in NMDAR-dependent supralinear integration
	Activation of SST but not PV cells decreases enhancement of PSP amplitudes by active dendrites
	SST cells mediate predominantly divisive gain control

	Discussion
	References




