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Abstract

On the timing of decisions about meaning during incremental comprehension

John Duff

Language comprehension requires a complex series of decisions under uncertainty.This is
especially obvious when one string may have multiple different interpretations, whether
due to lexical ambiguity, or the potential for an inference beyond literal content. This
dissertation profiles how the human system for language comprehension times those de-
cisions, specifically when and why it sometimes postpones them. Evidence comes from
nine reading experiments in English probing variation across a range of different types
of uncertain meaning (homonymy and polysemy, predicate distributivity, scalar implica-
tures from some, and causal inferences from discourse coherence) and across two tasks
(self-paced-reading and the Maze task of Forster et al., 2009). Diagnosing the presence of
decisions by testing for garden-path effects and costs associated with selection against a
bias, I highlight two key patterns. First, some decisions, e.g. sense specification for polyse-
mous nouns, are delayed in normal reading, but occur immediately when a rapid decision
would be more useful; I conclude that decisions to postpone are flexible and sensitive to a
comprehender’s goals. Second, possible scalar implicatures and causal inferences rapidly
affect comprehension, but do not receive any typical, decisive commitment until much
later; I conclude that comprehenders may develop expectations gradiently based on mul-
tiple possible interpretations before they make a firm decision. Throughout the disserta-
tion, I explore how these and related facts might be explained as a consequence of the
ways humans attempt to rationally allocate cognitive resources under uncertainty.
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“To be sure,” said Canby; “you’re on the Island of Conclusions. Make yourself at home.
You’re apt to be here for some time.”

“But how did we get here?” asked Milo, who was still a bit puzzled by being there at all.

“You jumped, of course,” explained Canby. “That’s the way most everyone gets here. It’s
really quite simple: every time you decide something without having a good reason,
you jump to Conclusions whether you like it or not. It’s such an easy trip to make that
I’ve been here hundreds of times.”
…
“Well, I’m going to jump right back,” announced the Humbug, who took two or three
practice bends, leaped as far as he could, and landed in a heap two feet away.

“That won’t do at all,” scolded Canby, helping him to his feet. “You can never jump away
from Conclusions. Getting back is not so easy. That’s why we’re so terribly crowded.”

Norton Juster, The Phantom Tollbooth
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Chapter 1

Introduction

Suppose you walk into a party to hear an acquaintance say the relatively prosaic
utterance in (1).

(1) My mother donated an organ last year.

You probably have a very good idea of what your acquaintance means, even though it’s
a surprising fact: their mother must have been one of the roughly 6,000 Americans who
made a living donation of a kidney or part of their liver in 2022.1 But despite your likely
certainty in this conclusion, perhaps you shouldn’t be too hasty. After all, when the Juneau
Empire wrote in a 2019 article that “Tim Fullam donated an organ,” they were describing a
very different donation, of a musical instrument.2 Annual statistics on this kind of organ
donation are harder to find, but it happens with some regularity. So, you have a decision
on your hands: which type of organ does this acquaintance mean? Moreover, you have
a problem of decision timing. Is it safe to make a decision about the meaning of their
sentence now, or is it worth maintaining uncertainty and listening further? How long will
you hold out before making up your mind?

This scenario, cartoonish though it may be, is familiar and frequent for the men-
tal processes that achieve language comprehension. Linguistic input is ambiguous as a
rule, especially as it is initially comprehended, without the benefit of hindsight from later
information. Consequently, we have many interpretive decisions on our hands, and just as

1“2022 organ transplants again set annual records,” United Network for Organ Sharing, 10 January 2023
(https://unos.org/news/2022-organ-transplants-again-set-annual-records/).

2“Donations fill church with joyful noise,” 19 November 2019 (https://www.juneauempire.com/news/
donations-fill-church-with-joyful-noise/).
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many cases of this problem of decision timing. This dissertation is devoted to the question
of how the comprehension mechanism handles this problem; in particular, the question
of when and how we move from awareness of multiple potential interpretations, to some-
thing like a firm decision.

The chapters that follow aim to answer this question for a variety of different
types of uncertainty in language comprehension, specifically in the reading of English.
Formal theories of linguistic meaning, driven largely by intuitions about the structure and
meaning of specimen sentences or discourses, identify many places where an observed
piece of linguistic input might receive several different interpretations. I’ll adopt the cri-
terion in (2) to identify instances of uncertain meaning for the purposes of the present
work. Notice that the relevant notion of meaning here references reasonable interpreta-
tions rather than necessary interpretations. The uncertainty under consideration will thus
encompass both “semantic” uncertainty, cases where linguistic knowledge can map input
to two different structures with distinct sets of truth conditions,3 and “pragmatic” uncer-
tainty, cases where reasoning about the goals and structure of communication may license
an optional enriching inference beyond a fixed semantic meaning. Of course, this distinc-
tion is theory-internal; many cases argued to fall into the latter category can be modeled
as cases in the former category featuring an optional implicit contentful element in the
structure. It is an open question whether a division between the two is relevant for the
process of comprehension, one which I will attempt to wrestle with here.

(2) UnceRtainty CRiteRion
A string has an uncertain meaning if it contributes meaning M1 when embedded
in a context C1, but meaning M2 when embedded in a context C2.

(A difference inmeaningmustmean a difference in the facts which a comprehender
would reasonably conclude given the containing discourse, which difference is not
attributable to merely the changes to the context itself.)

The specific cases of uncertainty which I will investigate under this umbrella are
homonymy (cf. organ), polysemy, and ambiguities of distributivity for predicates with

3This way of carving up the world would include many well-known syntactic ambiguities, e.g. modifier
attachment, as cases of semantic uncertainty, as they correspond to structures to which the semantics assigns
distinct truth conditions. Nevertheless, my focus here will remain generally on semantic uncertainty that is
not related to syntactic constituency decisions. Parenthetically: not all syntactic ambiguities have the above
property; those which are semantically vacuous are presumed to be of limited importance to the comprehen-
der.
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plural subjects (all in §2), but also optional upper-bound meanings for some attributed to
scalar implicature (§3) and optional causal inferences attributed to discourse coherence
(§4). Each case has already been investigated substantially by researchers in sentence
processing: for helpful exemplars with up-to-date perspectives on the literature see e.g.
Brocher et al. (2016) on homonymy and polysemy, Dotlačil and Brasoveanu (2021) on
distributivity ambiguities (the least investigated of this collection), Breheny (2019) on
scalar implicature, and Hoek et al. (2021a) on causal inferences from coherence. However,
these literatures have been mostly independent and idiosyncratic. As a consequence of
investigating incremental comprehension of all of these constructions, I have observed
patterns of similarity, and have begun to see the resolution of meaning uncertainty as a
singular problem with a restricted typology of solutions. These studies were not planned
with some global hypothesis in mind, but rather, I aim to demonstrate here how we
might induce one, relating the reviewed literature and novel contributions from each
chapter to the same core questions. The tentative theory which results generates testable
predictions and raises substantial questions for the nature of the skilled human behavior
that is language comprehension. I hope these predictions and questions will be pursued
in future work.

1.1 Empirical and theoretical scene-setting

The prevailing view of decision timing in incremental comprehension against
which my contributions are situated has approximately two main tenets, what we can call
Rapid IncRemental Decision-MaKing (3) and DefeRRed Decision (4).

(3) Rapid IncRemental Decision-MaKing

Comprehenders analyze the linguistic signal incrementally, often making implicit
decisions about the (likely) structure and meaning of a sentence before they have
seen all its component parts.

(4) DefeRRed Decision

Comprehenders put off certain decisions about meaning for longer than others.

The first observes that comprehenders generally make decisions, or something like deci-
sions, quite rapidly as they analyze partial input.This is a remarkably general observation,
and foundational to the field of sentence processing, best studied in work on syntactic
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parsing (e.g. Frazier & Rayner, 1982; Stowe, 1986), but also shown for lexical selection (e.g.
Duffy et al., 1988) and implicit ambiguities of semantic interpretation (e.g. Frazier et al.,
1999). One classic piece of evidence for the existence of rapid analysis of partial input
comes from the observation of “garden-path” effects, where comprehenders exhibit diffi-
culty when late-arriving input cannot be given a coherent analysis based on a preferred
analysis of an earlier ambiguity. If no analysis had been made for the early ambiguity,
it would be hard to explain why this particular cost for dispreferred late disambiguation
should arise, therefore psycholinguists generally take this to reflect some degree of analy-
sis has occurred. Explanations of the classic syntactic garden-path effects are varied, and
rely on different models of exactly what sort of analysis has occurred. Classic models of
serial parsing (Frazier, 1978, et sequens) hold that the parser has rapidly selected a single
analysis of the ambiguous input, and the observed cost for late disambiguation is a pro-
cedure of costly reanalysis, returning to and revising that decision. See also Frazier and
Rayner (1982) for early evidence that this reanalysis occurs selectively, that is, compre-
henders’ targeted regressive eye movements during reanalysis suggest that they exploit
some awareness of what decision they need to revise.Themost popular class of alternative
approaches (e.g. MacDonald et al., 1994) holds that comprehenders may consider multiple
competing analyses of the input in parallel, in an interactive system sensitive to informa-
tion from various sources (e.g. discourse context, lexical content of the ambiguous struc-
ture). Such models can attribute garden-path costs to costly re-ranking of potential anal-
yses. Modern exemplars of parallel models have had success formalizing these re-ranking
costs in terms of information theory (e.g. Hale, 2006; Levy, 2008). No matter whether a
serial or parallel model is adopted, the field agrees that garden-path costs are diagnostic
of incompatibility between the current input and an analysis that the comprehender has
given some degree of credence.

Nevertheless, turning to (4), sentence processing has sometimes failed to observe
garden-path effects where they would be expected given linguistic theory. For instance,
despite evidence for a preferred and dispreferred sense for some polysemous nouns, late
disambiguation to the dispreferred sense is not associated with any observable cognitive
difficulty (Frazier & Rayner, 1990; Frisson & Pickering, 1999; Pickering & Frisson, 2001;
McElree et al., 2006; Foraker & Murphy, 2012; Brocher et al., 2016, 2018). The typical con-
clusion is that specification among the possible senses of the polyseme has been entirely
deferred in these cases (Frisson, 2009). Another influential line of work has suggested that
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decisions which are made incrementally in some places can sometimes be deferred when a
determinate analysis may not be required (e.g. Swets et al., 2008, but see critical discussion
in Logačev and Vasishth, 2016 and discussion in Chapter 5).

The major previous work to attempt a theory of when and why the comprehen-
der will engage in Rapid Incremental Decision-Making vs. Deferred Decision is Frazier
(1999). Building on ideas laid out in Frazier and Rayner (1990), Frazier depicts the compre-
hender as engaging in a problem of weighing the utility and risk of immediate input. On
the one hand, analyzing partial input demonstrably opens the comprehender up to costs
when they make an incorrect decision; the safest way to avoid these costs is to heuristi-
cally postpone all analysis until all relevant input has been observed. On the other hand,
comprehenders are engaged in a difficult task of interdependent decisions, fighting against
a limited capacity to represent input in memory without linguistic analysis.4 She suggests
that these pressures leave comprehenders with different strategies, determined by the na-
ture of the decision they must make. For cases of uncertain analysis which are consequen-
tial for grammatical representation, i.e. where a grammatical representation of the input
cannot be made without settling on one analysis, comprehenders generally make deci-
sions immediately. Here, deferring interpretation risks substantial difficulty representing
the input at all. But for all other comprehension decisions, i.e. where there is a gram-
matical representation possible that does not distinguish between the two analyses, the
comprehender should generally defer decisions until further information is available.

1.2 The contributions of this dissertation

Against this backdrop, the present work has two main empirical contributions,
obtained principally by looking for the hallmarks of rapid comprehension decisions across
a variety of task environments and linguistic phenomena. In Chapter 2, I show that sense
specification for polysemous nouns, the marquee example for deferred decision-making,
is not deferred for comprehenders in a task which has been argued to encourage highly-
incremental comprehension, the Maze task of Forster et al. (2009). Together with new
evidence for task-dependent postponement of distributivity ambiguities, I relate this to
existing proposals that the risk and utility of certain online decisions is dependent on the

4See Christiansen and Chater (2015) and its commentaries, especially those by Potter, Chacón et al. and
S. C. Levinson, for discussion of this pressure and its sources in modern theories of memory and language
processing.
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task (Pickering et al., 2006; Logačev & Vasishth, 2016), the language (Cutler et al., 1986; O.
Bott & Gattnar, 2015), and the cognitive resources available to the comprehender (Stine-
Morrow et al., 2006). I argue that this evidence pushes us to extrapolate Frazier’s (1999)
functional approach to an active and flexible optimization over risk and utility in a given
context.

In Chapters 3 and 4, I turn attention to scalar implicature and causal inferences
from discourse coherence, two phenomena which (some) formal models treat as optional
enrichment of a determinate linguistic representation. For both phenomena, work in sen-
tence processing has found evidence that the purported enriched meanings are rapidly
available during comprehension. Nevertheless, across five experiments, I present novel
evidence that these enrichments do not provoke garden-path-like costs in cases where
they must later be abandoned. I argue from this lack of garden paths and other aspects of
behavior that comprehenders do not typically make firm decisions on enriched meanings
during incremental comprehension, even in circumstances where they are anticipating
such meanings.

Attempting to reckon with these observations leaves us with some questions
about important features of our general theory of sentence processing, which I will en-
gage with principally in the concluding Chapter 5. For one, the observations in Chapters
3 and 4 seem to require a dissociation between generating and considering an analysis
of ambiguous input in general, and whatever degree of consideration drives garden-path
effects. The model that I find intuitively provides the best fit for this two-stage process
is one where comprehenders at one stage generate and entertain multiple analyses of in-
put in parallel, and may exploit their confidence in an analysis to drive expectations for
later input, before in a second stage, comprehenders finally select one analysis and inhibit
the others.5 In contrast, it seems difficult, if not impossible, to model these distinctions
within a fully parallel, gradient-activation framework. One would need to suppose some
meaningful difference between the initial, strictly facilitatory effects of consideration, and
a later stage where consideration has progressed to a point where it entails revision costs.
Certainlymore evidence and amore fully-specifiedmodel would be necessary tomake fur-

5To be specific, I will use “selection” to refer to the process of arriving at just one interpretation from
many competing interpretations. To refer to the output of that process I might say that one analysis has been
“selected” or “specified,” or that the comprehender has “committed” to that analysis. This will generally be
contrasted with “consideration”, by which I mean a process where a potential analysis is generated, explored,
and perhaps given some non-exclusive credence.
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ther progress here, but the argument that these two stages must be distinguished serves
as a surprising challenge against a fully parallel comprehension mechanism.

The second question of larger significance then concerns the relative timing of
the latter stage, which I will refer to as selection, across the domains surveyed here. Look-
ing across the several case studies, I note that the timing of selection is the only important
parameter we need to vary in order to capture the diversity of behavior. On the one hand,
the finding that selection is delayed for scalar implicature and causal inference from dis-
course coherence falls nicely in line with Frazier’s division into grammatical ambiguity vs.
post-grammatical meaning uncertainty, at least so long as one follows a post-grammatical
account of the latter two phenomena. But in light of the contributions of Chapter 2, we
seem to want a more flexible typology than the original two-way split. Across the disserta-
tion, I have evidence for strictly grammatical decisions which always obligate immediate
selection (homonymy) and more complex but still strictly grammatical decisions which
are at least sometimes flexibly postponed (distributivity), plus post-grammatical decisions
which are flexibly postponed until the sentence boundary (polysemy), and more complex
post-grammatical decisions which are uniformly postponed indefinitely (scalar implica-
ture and causal inferences from discourse coherence). I will imagine that we could ex-
plain this exploded typology as a spectrum based on the functional risk and utility of each
type of decision given the goals of comprehension. Although I do not yet here advance a
testable version of this net-value calculus, I argue that in order to capture observed pat-
terns of variation, it must be sensitive to at least (a) the task-specific utility of fine-grained
expectations about upcoming input, (b) the resources required for selection vs. continued
deferment, and (c) the quality of evidence available for the decision so far.

If a plausible overarching model of this possibility space can be developed in
this manner, it provides a path of insight into a larger research program, to what extent
adult sentence processing behaviors can be modeled as acquired, optimal execution of a
particular computational problem.6 Sentence processing frequently forms generalizations
about the behavior of adult comprehenders, but more rarely imagines where those “na-
tive comprehension” behaviors come from—more serious consideration here fueled by a
specific theoretical mechanism for investigation would be very valuable.

6I should be clear here: when I turn to this domain-general way of understanding language processing
behavior, I nevertheless remain convinced that the inputs and outputs of this computational problem are
determined by concrete components of linguistic competence of the kind that are theorized in theoretical
linguistics.
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1.3 A few words on methods

The novel data which will motivate the discussion to come will come from the
observation of participant reading behavior. The standard linking hypothesis for the anal-
ysis of such data is that the way readers allocate their time and effort to various portions of
a sentence or discourse is sensitive to the difficulty of the ongoing process of comprehen-
sion. The gold standard for measuring this difficulty is comparing the natural behavior of
readers across different passages, using a task like eyetrackingwhile reading, where partic-
ipants’ eye movements are recorded during self-directed reading. Natural reading behav-
ior is complex, and examination of eye movement records across many trials has yielded
valid measures of several different kinds of difficulty. For instance, as readers struggle
with initial recognition of a word, researchers generally observe prolonged durations of
the first fixation made on that word; whereas as readers struggle to integrate a word with
preceding context, researchers generally observe increased probability of a regressive eye
movement to earlier in the discourse, and more time spent there before moving onward.
Although there can be some vagueness of which measures ought to reflect certain hypo-
thetical difficulty, eye movement data is generally supported by relatively clear linking
hypotheses, and has the appreciable quality of leaving participants to read somewhat like
they would normally.

Nevertheless, eyetracking experiments can be intensive, requiring single-
participant, in-person data collection with careful supervision, and specialized equipment.
Self-paced reading (SPR), where comprehenders move themselves forward through a
sentence in chunks by pressing a button, has stood as a historical alternative for more
flexible examination of reading behavior; these experiments can be carried out remotely,
without special equipment or one-on-one supervision, and have been a popular method
for psycholinguists recruiting participants on crowd-sourcing platforms like Mechanical
Turk or Prolific. Here, the only measure of difficulty available is the latency of button
presses, and analysis relies on the assumption that these latencies correlate with the
difficulty of the comprehension processes of interest at that point in the sentence; that
participants will be slower to press the button and move on when they are engaged
in more difficulty processing, just as eye movements slow down. Reading in an SPR
experiment is unarguably less natural than in an eyetracking experiment—for one,
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readers are not free to re-examine earlier stages of the text as they are used to doing.7

But perhaps more troublingly, SPR has been critiqued for encouraging strategies which
differ from typical reading, most notably the option of moving through many portions
of a sentence at speed before pausing to attempt post-hoc integration, sometimes called
“buffering” (Witzel et al., 2012).This leads to a common observation that behavioral effects
observed for a region of interest in eyetracking may be spread over multiple following
spillover regions in an SPR study. Perhaps for all of these reasons, labs anecdotally often
observe that SPR studies often yield data with high proportions of measurement noise,
often exhibit striking effects of participant fatigue, and sometimes struggle to replicate
well-attested effects at all.

The studies I report here take seriously the idea that comprehenders adjust their
reading behavior strategically to meet the demands and obstacles of a given task. From
this perspective, although it is plagued by high degrees of measurement noise, SPR can
offer an interesting barometer for what participants will do in one particular, somewhat
unnatural, comprehension environment. They will serve as a key comparison point here
for studies using another unquestionably unnatural method, the Maze task of Forster et al.
(2009). Like (word-by-word) SPR, participants in the Maze move through a sentence with
word-by-word button presses, but in theMaze, these come from a binary forced-choice de-
cision between two visually-presented alternative words. Target continuations are paired
with somehow-implausible foils, and the latency at a given word is taken to reflect the
time taken to examine both choices, select the target, and integrate it before moving on.
As will be discussed at more length in Chapter 2, Maze latencies, despite the unnaturalness
of the added decision task, have generally been observed to correlate more closely than
SPR with eyetracking measures, and are in particular less prone to spillover effects (Witzel
et al., 2012). Maze studies are currently being adopted more widely, but I will demonstrate
in Chapter 2 that they too, maybe unsurprisingly, promote atypical processing strategies,
which I connect with the high utility of a fully specified partial analysis for optimal perfor-
mance on the decision task. I thus carry a comparison between SPR andMaze experiments
throughout the dissertation as a way of examining the ways readers are sometimes will-
ing to change key elements of their approach to incremental comprehension. It is a regret
that there are no eyetracking studies contained here, to provide a third comparison and

7In typical implementation, that is. See Paape and Vasishth (2021) for a recent exception, though self-paced
regression remains an unnatural alternative to readers’ typical regressive sweeps.
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critical benchmark for behavior in a more natural task, but I hope the existing comparison
highlights areas where such follow-up work would be most informative.

1.4 A roadmap

The dissertation progresses from here in a series of three case studies. Chapter 2
begins closest to the work that has already been done on the timing of commitment, with
a series of SPR and Maze studies on the selection of lexical meaning and compositional se-
mantic meaning. Exploiting comparisons across the tasks, I demonstrate that the delayed
selection of a sense for a polysemous noun first observed by Frazier and Rayner (1990) can
be replaced by immediate interpretation driving unexpected garden-path effects (Exper-
iments 1–2). A follow-up on the processing of distributivity ambiguities shows that here
too theMaze encourages early selection of a single analysis (Experiment 4), as compared to
a failure to replicate the garden-path effects of Frazier et al. (1999) in SPR (Experiment 3).
Discussion here explores how and why comprehenders’ likelihood of immediate selection
might be sensitive to the environment.

Chapter 3 brings questions of selection timing to the processing of some, as an
exemplar of scalar implicature, where garden-path effects have been surprisingly absent
in the existing literature. I argue that the available generalizations about the status of
enriched meaning for some over time are best explained by a hypothesis where compre-
henders are aware of multiple meanings, and sensitive to their likelihood in context, but
do not select one or the other in typical reading. (Note that this depends on an architecture
where more precise expectations can facilitate likely continuations without penalizing un-
likely continuations; I will demonstrate one way this could be achieved.) Consistent with
this hypothesis, and contrary to the predictions of an alternative hypothesis where en-
richment happens decisively during reading, I look for but do not find garden-path effects
in SPR (Experiment 5) or in the Maze (Experiment 6).

Chapter 4 raises a similar question for the status of explanatory causal inferences
driven by discourse coherence. While online effects driven by explanation inferences are
well-attested, they appear to fit the pattern of consideration without selection advanced
in the previous chapter. Replicating evidence that these inferences are considered rapidly
in one Maze experiment (Experiment 7), I nevertheless find again a surprising absence of
garden-path effects there, and across further SPR and Maze experiments examining the
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reading of longer discourses (Experiments 8–9). I conclude this to be a final example of
prolonged uncertainty, although I discuss how that conclusion depends on certain ques-
tions about the nature of the incremental interpretation of even explicit causal statements.

In Chapter 5, I present concluding discussions, focusing on the apparent flexibil-
ity of selection timing, and the existence of partial analysis effects preceding selection. I
then bring into focus a few other relevant cases where uncertain meaning has been studied
(ambiguities of quantifier scope, relative temporal order, verbal aspect, modifier attach-
ment, and discourse anaphora), and show that they fall neatly within the same typology.
This motivates various desiderata for a theory of rational decision timing during incre-
mental comprehension that could capture the spectrum of behavior we observe. I discuss
the nature of this theory, how it compares to more familiar two-stage underspecification
models, and the ways in which I do and do not see it as related to grammatical represen-
tations of language, before concluding by highlighting avenues for future inquiry.
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Chapter 2

Strategic variation in incremental

semantic processing

Human comprehenders analyze the linguistic signal incrementally, often mak-
ing implicit decisions about the (likely) structure and meaning of a sentence before they
have seen all its component parts.1 This is a remarkably general observation, true not only
for syntactic parsing (e.g. Frazier & Rayner, 1982; Stowe, 1986), but also for lexical selec-
tion (e.g. Duffy et al., 1988) and implicit ambiguities of semantic interpretation (e.g. Frazier
et al., 1999). And yet, incremental interim decision-making is not universal across struc-
tures: comprehenders seem to delay certain decisions about structure or meaning until the
end of the sentence (e.g., Frazier & Rayner, 1990). One approach to these instances of de-
cisions that are made far after the stimulus is observed, following Frazier (1999), is to take
them as the processor’s default, unmarked behavior. On this approach, decision-making
in comprehension is governed by a heuristic of minimal effoRt, which favors deferred
commitments, and which is violated only when constraints from the grammar force an
earlier decision for the sake of representing structure.

This minimal effort hypothesis can explain many of the patterns we see in the
sentence processing literature. On the one hand, there is evidence that, in order to build a
representation of the structure that they are parsing, comprehenders make mid-sentence
decisions on the meaning of homonymous nouns (Duffy et al., 1988; Rayner & Frazier,
1989) and verbs (Pickering& Frisson, 2001), for certain ambiguities of constituency (Frazier

1A version of this chapter has been prepared for journal publication as Duff et al. (2023). All materials,
data, and analysis scripts are available for review in this OSF repository.
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& Rayner, 1982), for the location of a gap for a displaced constituent (Stowe, 1986), for the
relationship between a verb and members of its plural subject (Frazier et al., 1999; Dotlačil
& Brasoveanu, 2021), and for the internal aspect of a predicate (Piñango et al., 1999, 2006;
Todorova et al., 2000). The classic evidence for these effects is the observation of difficulty
for the comprehender when disambiguation occurs downstream of a locally ambiguous
target, often referred to as a “garden-path” effect. Garden-path difficulty is thought to come
from the cost of reanalysis, that is, the cost of ruling out or disfavoring a structure that
had initially been chosen when the target was first encountered. Following Frazier (1999),
all of these patterns of early commitment to one analysis are cases where grammatical
necessity—such as the need to determine the lexical category of a word in order to build
the appropriate constituents over it—overrides minimal effort: the parser dictates that a
choice must be made immediately wherever there is a choice point with consequences for
the grammatical representation of the sentence.

On the other hand, there is evidence that, for polysemous lexical items—those
hypothesized to have a singular lexical entry but multiple senses— comprehenders are
free to delay selection of a sense until the end of the sentence, and are thus not prone to
garden-path effects (Frazier & Rayner, 1990; Frisson& Pickering, 1999; Pickering& Frisson,
2001; McElree et al., 2006; Foraker & Murphy, 2012; Brocher et al., 2016, 2018). Because
distinctions between senses are, by hypothesis, extra-grammatical (Frisson, 2009), these
are the cases for Frazier (1999) where comprehenders fall back onminimal effort heuristics.

Of course, such divisions do not prove to be this clean upon further investigation.
Evidence for the presence of incremental decisions on, e.g., a predicate’s internal aspect is
highly dependent on the task employed. While lexical decision times (Piñango et al., 1999)
and word-by-word sensicality judgments (Todorova et al., 2000) diagnose reanalysis costs
for unexpected disambiguations after a verb, attempts to measure this aspectual garden-
path effect in self-paced reading and eyetracking have sometimes found less success (Pick-
ering et al., 2006; O. Bott, 2010; though cf. Brennan and Pylkkänen, 2008; Townsend, 2013).
Pickering et al. (2006) suggested, following Pylkkänen and McElree (2006), that distinc-
tions of internal aspect for a given predicate are strictly speaking extra-grammatical in
the same way as sense distinctions in polysemy, and can thus be postponed. On their ac-
count, early decisions and reanalysis costs still obtain for extra-grammatically represented
sense distinctions in some tasks only because participants are violating usual minimal ef-
fort heuristics in those tasks to suit goals that are not present in “normal reading.”
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Task effects like the one hypothesized by Pickering et al. (2006) are a growing
area of interest in sentence processing. They offer a way to examine possible variation in
the way humans can deploy mechanisms for comprehension. For instance, Logačev and
Vasishth (2016) suggested that comprehenders, when faced with particular comprehen-
sion questions, will maintain multiple syntactic parses for a sentence that usually receives
only a single parse. But research has also shown that task demands may have a limited
footprint in online processing: in an eyetracking investigation, Weiss et al. (2018) found
that difficult comprehension questions could increase the probability of late re-reading,
but had little effect on earlier reading measures. It remains a largely open question how
much the difficulty of a task can affect low-level comprehension procedures in the way
suggested by Pickering et al. (2006).

In this chapter, I present four experiments that examine the influence of task on
the timecourse of decision-making for two types of comprehension decisions. Examining
the marquee case for minimal effort, polysemous nouns, I replicate delayed commitment
patterns in a less demanding task, but find that comprehenders in a difficult task will se-
lect a particular sense uncharacteristically early, and fall prone to garden-path effects as
a result. I take this to be the first case of a task effect modulating behavior at the level of
lexical selection. I then examine the interpretation of verbs with plural subjects, finding
both more variability than previous studies and again that comprehenders in a difficult
task make earlier commitments than in an easier task. On the whole, the results reported
here support the idea that the time course of commitment in comprehension is the out-
come of situation-specific strategic decision making. I argue that this can be understood
as compatible with an alternative effort calculus, under which decision timing preferences
are context- and construction-specific and derived from a derived optimization of cost and
benefit within a given environment.

2.1 The Maze task

The main tool I use to examine task effects is the Maze task (Forster et al., 2009).
In the Maze task, participants are asked at each word to make a forced choice between a
word that makes a sensical continuation of the sentence and a foil, which does not. Par-
ticipants thus advance through target sentences never seeing more than one word at a
time, much like in word-by-word versions of self-paced reading or incremental sensicality
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judgments (‘Stops-Making-Sense’ tasks, Boland et al., 1995). Foils, the incorrect choices
which would not sensically continue the sentence, are generated by the experimenter for
each position, and can include non-words (an “L-maze”), hand-picked ungrammatical con-
tinuations (a “G-maze”), or in the implementation of Boyce et al. (2020), high-surprisal
continuations generated by a language model (an “A-maze”). A-maze foils are typically
ungrammatical, or else have meanings which are far less compatible with context than
their respective targets. When a participant chooses a foil, they receive feedback inform-
ing them of their incorrect choice, and the trial concludes.

Previous research has found that the differences in response latencies observed
in the Maze largely correlate with the differences in response latencies observed in self-
paced reading or differences in reading time measures observed in eye movements. For in-
stance, Maze studies have observed expected slowdowns in response latencies both when
parsing object relative clauses and when reading infrequent words (Forster et al., 2009),
and when reanalyzing relative clause and adverb attachment (Witzel et al., 2012; Boyce
et al., 2020). In one early use, the task provided evidence for agreement attraction illusions
when parsing ungrammatical plural agreement in the presence of a plural attractor (Nicol
et al., 1997).

Forster et al. (2009), introducing the Maze, highlighted its intuitive potential to
require “full structural commitment… at each point in the sentence” (p. 164). For the G-
maze (ungrammatical foils) and A-maze (high-surprisal foils), selection of each correct
continuation is contingent on the structure that has been built for the sum of all previous
decisions. For this reason, not only are participants obligated to remember the previous
choices they made, they are also encouraged to maximally interpret the string resulting
from those choices, since without a determinate representation of a partial structure, it
would be much harder to identify whether and how candidate continuations might be
added.

There is indeed some evidence that participants construct determinate interpre-
tations at each position in a manner different from participants in other kinds of reading
experiments. For instance, Witzel et al. (2012) found that effects that are observable only
later in a stimulus sentence in self-paced reading were found directly on critical regions
in the Maze. These delays in self-paced reading have been thought to diagnose a measure-
ment problem with that task, whereby participant behavior disobeys the linking hypothe-
sis that button presses should be tightly locked to interpretation at each position. It seems
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clear that the Maze is not as prone to these kind of artifactual displacements.
Similarly, Forster et al. (2009) found small differences from previous results in a

Maze replication of an eyetracking study on homonym disambiguation by Dopkins et al.
(1992). In eyetracking, Dopkins et al. (1992) originally found costs of reanalysis down-
stream from late disambiguating material, suggesting that participants recognized the
need for reanalysis only after eye movements continued past the critical material. In con-
trast, in the Maze replication, Forster et al. (2009) found the effect with no delay, such
that participants were apparently engaging in reanalysis as soon as they encountered dis-
ambiguating input. This would suggest that the motivation that the Maze provides for
incremental interpretation not only obviates undesirable experimental artifacts, it may
even surpass the typical pressures active in normal reading.

In the wake of these studies, and particularly with the advent of the language-
model tools designed by Boyce et al. (2020), the Maze seems to be a convenient alternative
to eyetracking, with greater fidelity to the incremental time course of processing than self-
paced reading, and which can be run during pandemic isolation conditions. In this paper
I join previous studies in demonstrating its power to find clear effects of reanalysis. But I
argue that the Maze task’s pressures for incremental interpretation can force commitment
and reanalysis far in advance of where it is expected in natural reading, providing sug-
gestive evidence for Pickering et al.’s (2006) argument and perhaps providing a cautionary
illustration for those who want to rely on any one task as a measure of typical sentence
processing behavior.

2.2 Lexical meaning and underspecification

Our first area of investigation is the selection of lexical meaning. Since Frazier
and Rayner (1990), the sentence processing literature has made a crucial divide between
how participants comprehend (i) homonyms versus (ii) polysemes. Homonyms are dis-
tinct lexical items which share a phonological representation by (synchronic) accident,
for instance jam, as in the fruit preserve, and jam, as in the traffic obstruction. In contrast,
polysemes are typically thought to involve only a single lexical entry, but can be used with
multiple related senses, for instance newspaper, as in the printed object, and newspaper, as
in the corporate entity or cultural institution that can, e.g., endorse a political candidate.
Polyseme senses can in some cases be analyzed as derived from a core ‘literal’ meaning
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through productive rules, including place-for-institution and place-for-event metonymy
(Frisson & Pickering, 1999; Frisson, 2009). In other cases, as for wire, the metal material,
and wire, the listening device, these senses might have a more idiosyncratic relationship
(Brocher et al., 2016). Empirical evidence that the different senses of a polyseme share a
core meaning, and so a single word representation, comes from priming effects. Different
senses of a polyseme prime each other more than could be explained by similarities in
meaning and form alone (Pylkkänen et al., 2006). Still, different senses are at least to some
extent discrete, as priming within senses is stronger than across senses, modulated by de-
gree of meaning overlap (Klein and Murphy, 2001; Klepousniotou, 2002; Klepousniotou et
al., 2008; see also the extensive review in Brocher et al., 2016). Thus, for both homonyms
and polysemes we might refer to ‘dominant’ and ‘subordinate’ meanings and senses, and
determination of which sense is dominant versus subordinate is usually carried out by
examining meaning and sense frequencies.

The strongest empirical generalization about the processing of homonyms and
polysemes concerns their comprehension in sentences where they are preceded by a neu-
tral context and then followed by disambiguation to a subordinate meaning. In an eye-
tracking study, Frazier and Rayner (1990) compared the two types of words, and observed
that while subordinate meaning disambiguations of homonyms later in a sentence were
associated with increased reading times and regressions out of the disambiguating re-
gion, disambiguations of polysemes to a subordinate meaning later in a sentence showed
no such costs. While the original results were mostly limited to regular polysemes, this
asymmetry has proven robust, including for irregular polysemes (Brocher et al., 2016),
even those without a dominant meaning (Brocher et al., 2018). Later work has clarified
that the absence of reanalysis costs for polysemes only extends so far: disambiguation af-
ter a sentence boundary becomes costly much in the same way as homonyms (Frisson and
Frazier, 2004 cited in Frisson, 2009; Foraker and Murphy, 2012).

Frazier and Rayner (1990) took this difference between homonyms and pol-
ysemes in later disambiguation costs to be evidence of a distinction in the commitments
necessary during incremental processing. Polysemes do not require an immediate com-
mitment to any particular sense, because to construct a determinate grammatical repre-
sentation of the input, comprehenders need only identify a lexical entry—not determine
the exact one of its many related senses that is required. One might say that, at this point
during processing, the meaning of the polyseme has been momentarily ‘underspecified’,
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because no one sense has been selected (Frisson, 2009). Under this account, distinctions
between senses are a type of meaning enrichment that is necessary only for complete sen-
tence interpretation, and plausibly form part of the ‘wrap-up effects’ observed at sentence
boundaries (Frazier, 1999; see e.g. Warren et al., 2009).This proposal parallels the summary
in the introduction of this paper: comprehenders decide on a meaning for homonyms im-
mediately upon encountering them, because they are compelled by the requirement to
construct a determinate linguistic representation, while polyseme sense selection is de-
layed because it represents a type of extra-grammatical meaning refinement.

However, another empirical generalization complicates the picture somewhat.
Another key measure for the time course of meaning selection has been the presence of
what have been called ‘subordinate bias’ effects. Duffy et al. (1988) found that compre-
henders exhibited difficulty in eye movements when they encountered a homonym in a
context that was consistent with its subordinate meaning. That is, even when a context
should have been supportive of a subordinate meaning, the reading of that word with
that meaning was nonetheless relatively slow (see also Rayner and Frazier, 1989; Rayner
et al., 1994; Folk and Morris, 1995; Binder and Rayner, 1998; Kambe et al., 2001). The slow-
down has been argued to come from difficulties during a process of selection among all
of a word’s possible meanings; key evidence for a fleeting stage of exhaustive activation
even in biased contexts comes from cross-modal priming tasks (Swinney, 1979; Onifer and
Swinney, 1981; see Morris, 2006 for review). Proposals differ in exactly how they model
this difficult selection, but they generally agree that it is a consequence of a conflict be-
tween frequency and context, making the selection process somewhat more difficult than
when both types of evidence point to the same meaning (see e.g. Duffy et al., 2001). Going
forward, I will call this effect a ‘subordinate selection’ cost, under the expectation that
we expect to observe it whenever the comprehender executes selection of a subordinate
meaning.

Under the first model laid out above, in which polysemes are always underspec-
ified until the end of a sentence, subordinate selection effects are not expected to occur
during the reading of a polyseme itself, because no selection among its senses is required
during initial processing. Indeed, some eyetracking investigations found no such effect
(Frisson & Pickering, 1999; McElree et al., 2006), and Pickering and Frisson (2001) even
found some evidence for subordinate selection costs at the ends of sentences in their in-
vestigation of verbal polysemy, which would support the claim that no selection occurs
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at the polyseme itself. But, still other studies find evidence that is not compatible with
this proposal that underspecification is the initial, default response to encountering pol-
ysemes. Frazier and Rayner (1990) reported costly selection effects on pre-disambiguated
polysemes, as did Lowder and Gordon (2013). L. Bott et al. (2016), investigating these sub-
ordinate selection costs in a speed-accuracy tradeoff study, found that the cost could not
be attributed to delayed availability of a subordinate sense, but instead seemed to arise
from a more difficult process of selection. This is compatible with models of selection for
homonymy, if they were augmented to further hypothesize that the senses of a polyseme
can be exhaustively accessed and will compete in the same way as homonym meanings
given a specifying context. In the same vein, eyetracking and self-paced reading follow-ups
by Brocher and colleagues (2016, 2018) have found that these selection costs are highest
for polysemes with closely-related senses, which should also entail difficult selection due
to high levels of mutual priming among the senses.

These studies on the cost of sense selection during the reading of polysemes in
pre-disambiguating contexts thus suggest that comprehenders are sometimes willing to
select a sense immediately upon encountering a polyseme, contra the original interpreta-
tion of Frazier and Rayner’s differential findings for homonyms and polysemes. Still other
findings suggest that sense selection may be initiated even by the presence of structural
cues: in another eyetracking study, Fishbein and Harris (2014) showed that heuristic ex-
pectations about the features of subjects can fuel sense selection and lead to reanalysis.
Polyseme specification thus does not seem to be obligatorily delayed; it may be delayed in
the absence of evidence, but if comprehenders are given some indication of the appropriate
meaning, it appears that they may be willing to commit early.

To revise the general approach to the distribution of effort during sentence pro-
cessing that was sketched in the introduction, one might say that comprehenders violate
simple heuristics of minimal effort in two scenarios: (1) when decisions are required in or-
der for the parser to represent the input, which by hypothesis does not apply to polysemes,
or (2) when otherwise-optional decisions can be settled based on the current evidence. At-
issue for the current study is whether this list is now complete, or whether minimal effort
in the processing of polysemy may be violated even in the absence of evidence for appro-
priate sense selection, such as if task demands alone encourage it.

In the first two experiments of the present paper, I investigated this question of
whether early selection for polysemes can also be motivated by task demands. To do so,
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I studied the comprehension of sentences like those used by Frazier and Rayner (1990)
first in a self-paced-reading task, and then in a Maze task. If lexical sense selection does
not vary in the face of task demands, we would expect to find no evidence of difficulty at
late subordinate disambiguating regions in sentences containing polysemes in both self-
paced-reading and in the Maze. But, given the reasoning above about the task pressures
introduced by the Maze, if task-specific demands can control the time course of sense
selection, wewould expect to find evidence of difficulty at late subordinate disambiguating
regions in sentences containing polysemes in the Maze, diagnosing early sense selection.
My results support the latter hypothesis.

2.3 Experiment 1

In my first experiment, I aimed to conduct a conceptual replication of Frazier and
Rayner (1990) using fixed-windowword-by-word self-paced reading, in order to set a base-
line for further investigation in the Maze. I focused on two of Frazier and Rayner’s condi-
tions: those involving homonym targets in which both meanings were of the same degree
of animacy and those involving polyseme targets. I predicted minimally that I would ob-
serve the same contrast that Frazier and Rayner did between these conditions when target
words were presented in a neutral context and then followed by subordinate disambigua-
tion. According to this prediction, items with polyseme targets should be associated with
no particular cost when followed by material that disambiguated to a subordinate sense,
because neither their grammatical representation nor the demands of the task require early
commitment to a single sense, while the later subordinate disambiguation condition with
homonyms should show signs of reanalysis, because their grammatical representations
depend on specifying one meaning.

2.3.1 Method

2.3.1.1 Participants

48 native English speakers participated in the experiment online in early 2020.
They were recruited from two pools: 24 from a pool of undergraduate students taking a
linguistics class at an university in the United States, and 24 from the online experiment
platform Prolific. Students were compensated with course credit, and Prolific participants
were compensated according to a $12 hourly wage. Prolific participants were required to
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have US nationality, at least the equivalent of a high school degree, and a minimum of 20
prior submissions with an acceptance rate of 90% on the platform. Student participants
also predominantly were raised in the US, with three exceptions raised in Poland, India,
and Hong Kong.

Initial analysis of these 48 participants and comparison to data from Experiment
2 revealed a higher degree of noise in this experiment, potentially due to the overall lower
sensitivity of self-paced reading compared to the Maze (Forster et al., 2009). In an effort to
offset this sensitivity difference and more easily compare behavior across the two tasks,
another 48 participants were recruited from Prolific in early 2023, using the same criteria.
Below, I report the results from the entire pool of 96 participants. Findings were largely
unaffected by the increase in sample size.

2.3.1.2 Materials

The experiment featured 32 test items with a polyseme target and 32 test items
with a homonym target. 16 items from each set were minimal variants of items from Fra-
zier and Rayner (1990), and the remainder were constructed to the same template. All
items contained an initial adverbial so that regions of interest were never sentence-initial.
The target word always served as the subject of the sentence’s matrix clause, and was al-
ways disambiguated by a modifying after- or when-clause. The position and the content of
the disambiguator was manipulated across four within-item conditions in a 2× 2 design,
either coming early, before the target, or late, after the matrix predicate, and disambiguat-
ing towards either the dominant or the subordinate meaning of the target. Sample items
containing a polyseme and a homonym are provided in Table 2.1, and a list of all targets
used in Table 2.2.

Meaning dominance for all critical target words was assessed in a separate
forced-choice relative judgment task with 32 participants recruited from Prolific according
to the same restrictions described above. The procedure of this task was taken directly
from the norming procedure used by Frazier and Rayner (1990). Participants saw pairs of
sentences featuring the same target word but different disambiguations, and were asked
to select which sentence “best expresses (or is most consistent with) the meaning” of the
target word. The pairs always contained disambiguating regions in the same position for
both sentences, but this position varied across items and participants, so that judgments
were gathered for each sentence with early and late disambiguation.
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Table 2.1: Sample items from Experiments 1 and 2.

Polysemy

Meaning Early Disambiguation Late Disambiguation

Dominant Unfortunately, after it was soaked
with rain the newspaper was

destroyed.

Unfortunately, the newspaper
was destroyed after it was soaked

with rain.
Subordinate Unfortunately, after it lost its

advertising profits the newspaper
was destroyed.

Unfortunately, the newspaper
was destroyed after it lost its

advertising profits.

Homonymy

Meaning Early Disambiguation Late Disambiguation

Dominant Reportedly, after it made his toast
soggy the jam displeased Tom.

Reportedly, the jam displeased
Tom after it made his toast soggy.

Subordinate Reportedly, after it doubled his
morning commute the jam

displeased Tom.

Reportedly, the jam displeased
Tom after it doubled his morning

commute.

Table 2.2: All targets used in Experiments 1 and 2.

Polysemy

newspaper book library city notice dinner article

play firm dollar novel poem letter message

pamphlet lunch phone zoo aquarium museum state house

laptop school embassy store bakery court university

palace hospital announcement breakfast

Homonymy

match ring fall ball jam shade cabinet

records suit tie racket change bar drive

deed poker tip organ spring file plant

bridge tap punch deck gas port chest

pipe straw pen mold

22



Results from this norming task indicated moderate preferences between the
senses of the words in the majority of items: preferred meanings of homonyms were
chosen on 74% of trials, while preferred meanings of polysemes were chosen on 71%
(cf. 72% and 74%, respectively, in Frazier and Rayner, 1990). The strength of these pref-
erences was evaluated by computing 95% confidence intervals using a non-parametric
bootstrap around the proportion of responses in line with the overall preference. These
confidence intervals excluded chance (50%) for 18 of the 32 polysemy targets and 21 of the
32 homonymy targets. Responses also indicated that these preferences are different than
the preferences of the participants in the original studies: half of the polysemes repeated
from Frazier and Rayner (1990) received opposite patterns of dominance in my sample
(library, notice, dinner, dollar, novel, message, pamphlet, and lunch), as well as more than
half of the repeated homonyms (match, ring, fall, shade, cabinet, records, tie, racket, change,
and deed).

2.3.1.3 Procedure

The experiment was prepared in Ibex (Drummond, 2010), and deployed on
IbexFarm and PCIbexFarm. Participants proceeded through all items using fixed-window,
word-by-word self-paced reading, such that each press of their space bar displayed
the next word in the center of the screen. Presentation was non-cumulative; these
presentation choices were adopted so as to allow the most minimal comparison with the
Maze task of Experiment 2.

Items were followed by binary forced-choice comprehension questions. For half
of the test items, these were shallow questions that tested the participants’ ability to re-
call surface-level aspects of the sentence. For instance, after the newspaper item in Table
2.1, participants were asked whether the newspaper was “destroyed” or “eaten”. For the
other half of the test items, these questions probed the interpretation of the target word in
particular; for instance, after another polysemy item involving the target dinner, partici-
pants were asked whether the sentence referred to “an event” or “some food”. These more
detailed questions were adopted here to ensure that participants had a certain baseline
motivation to completely comprehend the critical items.

Test items were presented in pseudo-randomized order across four Latin-
squared forms, balanced within each of my two samples of participants. They were mixed
with filler items from unrelated experiments, 60 featuring anaphoric and cataphoric de-
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pendencies across multi-clausal sentences, and 32 featuring quantifier scope ambiguities.
To ensure these fillers served as suitable camouflage for the critical items, all featured
similar sentence-initial adverbs, and the quantifier scope fillers featured similar when

and after modifiers in various positions. A further 36 fillers with unambiguous senses
were designed to exactly parallel the structure of the critical items. All fillers were also
followed by comprehension questions. Four of the unambiguous fillers were presented to
participants as practice items, and another 14 sampled from all filler sets were reserved
as “burn-in” items, which were presented at the beginning of the main body of the
experiment, but sequenced before participants were shown the first critical item.

After completing all 192 trials, participants completed short exit questionnaires
on their experience in the study, and demographic information regarding their language
history, before receiving compensation. The procedure in entirety was estimated to take
about 40 minutes.

2.3.1.4 Regions and analysis

715 test trials in which a participant responded incorrectly to a comprehension
question or a software error prevented accurate latency collection were excluded from
analysis. The remaining sample includes data from 5429 critical trials.

Threemeasures ofword-by-word response latencieswere computed for the anal-
ysis of test items, aiming to observe the effects noted in Frazier and Rayner (1990). All mea-
sures relied on residual log response latencies, derived from a linear mixed-effects model
fit using the lme4 package in R (R Core Team, 2016; Bates et al., 2015) to log response
latencies for words in all unexcluded trials, with fixed slopes for number of characters and
position in the sentence, and random participant intercepts. Critical measures were (i) the
summed residual log response latencies within the disambiguating temporal adjunct, (ii)
the residual log response latencies on the target, (iii) the summed residual log response
latencies on the matrix predicate following the target.2 These regions are indicated for an

2Said another way, latencies were subjected to (natural) log-transform, the residualizing model was fit
to those log latencies, and the residuals from that model were summed across each region. Note that final
summarizing across the regionwas thus carried out in log-space. As a reviewer points out, this is meaningfully
different from an alternative procedure where residuals were exponentiated back into real-space and summed
in real-space before being subjected again to log-transform. I have not seen any suggestion for best practices
in this case in the literature. On the one hand, the proposed alternative method of summarizing in real-space
permits a more natural interpretation of the resulting measurement. On the other hand, it has been argued
that it is mathematically preferable to perform summaries in log-space on (roughly) log-normal variables
like response latency (e.g. the common advice in many other fields to prefer geometric means as a measure
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Table 2.3: Regioning used for analysis of itemswith early and late disambiguation in Exper-
iments 1 and 2. Note that the spillover region (the main predicate) and the disambiguating
adjunct clause varied in length across items, but not conditions.

Disambiguator Target Spillover

Unfortunately, [after it lost its advertising profits] the [newspaper] [was destroyed].

Target Spillover Disambiguator

Unfortunately, the [newspaper] [was destroyed] [after it lost its advertising profits].

Table 2.4: Model-fitting specifications used in brms. All other parameters (e.g. priors for
random effects) received their default value.

Prior for intercept N (0, 0.05) Chains 6

Prior for fixed effects N (0, 1) Iterations 10000 (incl. 2000 warmup)

example stimulus in Table 2.3. Total log response latencies for the entire sentence were
also analyzed, but did not show any effects of interest, and I will not discuss them further.

For analysis, Bayesian linear mixed-effects models were fitted to these three
measures with Stan (Stan Development Team, 2019) using the brms package in R (Bürkner,
2017, 2018) with principled weakly-informative priors, maximal random effects structures,
and sum-coded predictors. Subordinate meanings, late disambiguation, and homonym tar-
gets were coded as positive. Particular model-fitting specifications are summarized in Ta-
ble 2.4. I take parameters whose 95% credible intervals (CRIs) does not contain 0 to indicate
noteworthy effects. All models reported feature R̂ = 1.00 for the parameters of interest.

2.3.2 Results

All 96 participants retained for analysis answered comprehension questionswith
accuracy of greater than 80%. Other participants who had been recruited were excluded
from analysis to ensure a base level of attentive comprehension. Mean accuracy in the final
sample was 92.2%. In this section, I report the response latencies in the various regions of
interest. Before doing so, I will highlight the tangible predictions made by a few different

of central tendency for data which comes from a hypothesized log-normal distribution, see discussion in
Vogel, 2020). Because both options seem a priori reasonable, supplementary analyses were performed on
the disambiguating region in Experiments 1 and 2 using this alternative dependent variable—the log sum of
residual latencies. Models yielded comparable effects. In lieu of any strong argument for one procedure or the
other, I retain the original method, here and elsewhere in the dissertation, of calculating summary measures
for a region in log-space.
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possible generalizations about the interpretation of polysemy and homonymy.
If comprehenders made an immediate commitment to a single interpretation of

both polysemes and homonyms, we would expect two general effects. In neutral contexts,
this would engender costly reanalysis in the case of late disambiguation to a subordinate
meaning, which would surface as a consistent positive Position × Meaning interaction
within the disambiguating adjunct for both target types, and no credibly non-zero three-
way interaction. In subordinate-biased contexts, this would engender costly access on both
kinds of targets, which would surface as a consistent negative Position × Meaning inter-
action in the target or spillover regions for both target types, and no credibly non-zero
three-way interaction.

If the comprehender always delays incremental commitments for polysemy,
while it always makes them rapidly for homonymy, target type should matter more.
In the disambiguating adjunct, the positive Position × Meaning interaction diagnosing
reanalysis cost should occur only for homonyms, driving a credibly positive three-way
interaction. Likewise, on the target or subsequent spillover, the negative Position ×
Meaning interaction diagnosing costly subordinate selection should occur only for
homonyms, driving a credibly negative three-way interaction.

I also discuss above a variant of this generalization, where the comprehender
delays incremental commitments for polysemy only in neutral contexts. This would pre-
dict again that only homonyms will exhibit the positive Position × Meaning interaction
diagnosing reanalysis cost in the disambiguating adjunct, and thus also expects a positive
three-way interaction there. But because polysemes should receive a rapid interpretation
in biasing contexts, this generalization predicts that both polysemes and homonyms will
exhibit the negative Position × Meaning interaction diagnosing costly subordinate selec-
tion on the target/spillover, and thus no three-way interaction there.

Finally, if comprehenders postpone the interpretation of all polysemes and
homonyms, we should expect none of these Position × Meaning interactions for any
target in any region, as no distinctions between dominant or subordinate sense should be
at all active. The predicted results under each of these generalizations are summarized in
Table 2.5.
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Table 2.5: Predictions for Experiments 1 and 2 regarding marginal Position × Meaning
interactions and three-way Position×Meaning× Target interactions under four possible
generalizations about the processing of polysemy and homonymy. Note that a marginal
positive Position×Meaning interaction diagnoses particular cost in the Late, Subordinate
condition, while a marginal negative Position×Meaning interaction diagnoses particular
cost in the Early, Subordinate condition.

Account
Disambiguator Target/Spillover

Pos × Mng P × M × T Pos × Mng P × M × T
Pol Hom Pol Hom

Commitment for both + + 0 − − 0
Always delay polysemy 0 + + 0 − −
Delay polysemy w/o context 0 + + − − 0
No commitment for either 0 0 0 0 0 0

2.3.2.1 Disambiguator

Summed residual log response latencies in the disambiguating region are pre-
sented in Figure 2.1 and Table 2.6. Posterior values for β̂ and σβ from the model along with
95% CRIs are provided for fixed parameters of interest in Table 2.7. A credibly negative in-
tercept indicates that this region was generally read faster than would be predictable on
the basis of word length and position alone, β̂ = -0.15, 95% CRI = (-0.20, -0.10). I observe
no main effects or interactions which are credibly non-zero, including the interaction be-
tween disambiguator position and meaning dominance, β̂ = 0.02, 95% CRI = (-0.02, 0.06),
and the predicted three-way interaction between disambiguator position, meaning domi-
nance, and target type, β̂ = -0.01, 95% CRI = (-0.05, 0.03).

Given the absence of a credibly non-zero three-way interaction, I extract
marginal comparisons from the model to better understand the nature of the effects
of late disambiguation across the different conditions. These comparisons reveal some
evidence that late disambiguation of homonyms was associated with slower response
latencies, δ̂ = 0.09, P (δ > 0) = 0.86. A corresponding difference was not found for the
disambiguation of polysemes, δ̂ = -0.01, P (δ > 0) = 0.43. This is weak evidence for
the presence of added difficulty in reading post-homonym disambiguators in general,
consistent with a greater frequency of costly reanalysis after homonyms. Nevertheless,
I see no particular evidence that this pattern is mediated as predicted by distinctions in
meaning dominance for homonyms, where the marginal Position × Meaning interaction
is estimated close to zero, δ̂ = 0.04, P (δ > 0) = 0.64. In fact, there is an unexpected
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Figure 2.1: Summed residual log response latencies in the disambiguation region in Exper-
iment 1, by condition. Error bars represent bootstrapped 95% confidence intervals around
the mean.

trend towards a marginal Position × Meaning interaction for the polysemes, δ̂ = 0.13,
P (δ > 0) = 0.87. Disambiguation to the dominant sense was weakly associated with
unexpected faster reading times when late, δ̂ = -0.08, P (δ < 0) = 0.79, consistent
with some baseline difficulty processing the early adjuncts, perhaps due to some cost
associated with processing them in their non-canonical fronted position. In contrast,
late disambiguation to the subordinate sense was weakly associated with slower reading
times, δ̂ = 0.05, P (δ > 0) = 0.71, although this marginal difference was smaller than that
observed for homonyms with late dominant disambiguation, δ̂ = 0.07, P (δ > 0) = 0.75 or
late subordinate disambiguation, δ̂ = 0.11, P (δ > 0) = 0.87. Of the accounts considered
in Table 2.5, this overall pattern of slight difficulty with late disambiguation unmediated
by meaning dominance is most compatible with those which expect no incremental
commitment to either polysemes or homonyms.
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Table 2.6: Conditional means and measures of spread for the disambiguation region in
Experiment 1. Standard errors are reported over the sum of raw response latencies in the
region, and bootstrapped 95% confidence intervals are reported over the critical measure,
summed residualized log response latencies.

Target Meaning Position Sum RT SE Sum Resid. Log RT 95% CI

Polysemy M1 Early 2482 54 -0.20 (-0.32, -0.09)

Polysemy M1 Late 2464 76 -0.28 (-0.38, -0.18)

Polysemy M2 Early 2514 55 -0.15 (-0.25, -0.05)

Polysemy M2 Late 2490 58 -0.09 (-0.19, 0.01)

Homonymy M1 Early 2944 78 -0.25 (-0.35, -0.14)

Homonymy M1 Late 2792 48 -0.20 (-0.30, -0.10)

Homonymy M2 Early 2936 91 -0.25 (-0.37, -0.13)

Homonymy M2 Late 2842 50 -0.16 (-0.25, -0.06)

Table 2.7: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the disambiguation region in Experiment 1.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept -0.15 0.03 (-0.20, -0.10)

Disambiguator (Late) 0.02 0.03 (-0.05, 0.08)

Meaning (Subord.) 0.04 0.02 (-0.01, 0.08)

Target (Homonym) -0.01 0.03 (-0.06, 0.04)

Disambig. × Meaning 0.02 0.02 (-0.02, 0.06)

Disambig. × Target 0.02 0.02 (-0.02, 0.07)

Meaning × Target -0.02 0.02 (-0.06, 0.02)

Dis. × Mng. × Tgt. -0.01 0.02 (-0.05, 0.03)
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To assess the informativity of these findings with regard to the predictions dis-
cussed above, I computed Bayes factors between models which contained a term which
corresponded to a particular hypothesized effect, and reduced models without that term,
BF10. Following state-of-the-art recommendations for Bayes factor computation (Schad
et al., 2022; Nicenboim et al., 2022), I employed bridge-sampling tools in brms (i.e. the
function bayes_factor), and used informative priors for the models I compared.

Best practices dictate that these priors should be extracted from a meta-analysis
of studies on this phenomenon using the same methodology, but I lack an existing
self-paced reading replication of Frazier and Rayner (1990), and other self-paced reading
studies of homonymy do not examine the critical costs of late disambiguation. In lieu
of direct empirical priors, I composed priors based on likely values under the current
best-supported hypotheses, which expect that commitment to the meaning of a polyseme
should be delayed here. I drew on the effect sizes reported in other studies on reanalysis
of various temporary ambiguities in self-paced reading (Ferreira & Henderson, 1990;
O. Bott & Hamm, 2014; Dotlačil & Brasoveanu, 2021) to characterize expectations for the
homonymy conditions, while polysemy conditions were expected to feature no reanalysis
costs. The resulting priors are listed in Table 2.8, and correspond to the weak expectation
for a penalty of about 0.01 in residualized log latencies for late disambiguation regions
which support a subordinate meaning of a homonym.

Using these as priors for a fully-specified model, I compared in sequence the evi-
dence for inclusion of the predicted three-way interaction, an interaction of disambiguator
position and meaning dominance, and an interaction of disambiguator position and target
type. In the taxonomy of Lee and Wagenmakers (2013), results of this analysis indicate
“anecdotal evidence” against the presence of the predicted three-way interaction (BF10

= 0.43), “extreme evidence” against a dependency between disambiguator position and
meaning in the absence of a three-way interaction (BF10 = 0.001), and moderate evidence
against a dependency between disambiguator position and target type in the absence of
both interaction terms above (BF10 = 0.14). That is, even when the noisiness of the data
and the small effect sizes expected by the literature are taken into account, the data are
most compatible with the absence of any predicted effects in this region.
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Table 2.8: Informative priors used for Bayes factor analysis of the disambiguator region in
Experiment 1, derived from self-paced reading studies of other reanalysis effects.

Effect Distribution

Intercept N (0.00, 0.20)

Disambiguator (Late) N (0.01, 0.01)

Meaning (Subord.) N (0.01, 0.01)

Target (Homonym) N (0.00, 0.20)

Disambig. × Meaning N (0.01, 0.01)

Disambig. × Target N (0.01, 0.01)

Meaning × Target N (0.01, 0.01)

Dis. × Mng. × Tgt. N (0.01, 0.01)

2.3.2.2 Target

Residual log response latencies on the target are presented in Figure 2.2 and
Table 2.9.Themodel fitted to these latencies is reported in Table 2.10. I observe amain effect
of disambiguator position, such that targets receive faster latencies in a neutral context
than after disambiguation, β̂ = -0.02, -0.03, -0.01, 95% CRI = (., I) also observe a small just-
credible main effect of target type, such that homonyms were generally read slower, β̂ =
0.01, 0.00, 0.02, 95% CRI = (., A)ll interactions are estimated close to zero, suggesting that
these main effects are not meaningfully different across conditions.

Indeed, marginal comparisons reveal that neutral contexts were credibly faster
than pre-disambiguation to much the same extent for dominant senses of polysemes, δ̂
= -0.04, P (δ < 0) = 0.97, subordinate senses of polysemes, δ̂ = -0.04, P (δ < 0) = 0.96,
dominant meanings of homonyms, δ̂ = -0.04, P (δ < 0) = 0.98, and subordinate meanings
of homonyms, δ̂ = -0.05, P (δ < 0) = 0.99. Of the accounts considered in Table 2.5, this
overall pattern of slight difficulty on pre-disambiguated targets unmediated by meaning
dominance is, again, most compatible with those which expect no incremental commit-
ment to either polysemes or homonyms.

As above, to quantify the evidence these findings provide for or against my crit-
ical hypotheses, I computed various BF10 Bayes factors. In this case, to set informative
priors, I drew on the effect sizes for specification costs reported in existing self-paced read-
ing studies for homonyms (Binder & Rayner, 1998) and polysemes (Foraker & Murphy,
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Figure 2.2: Residual log response latencies on the target in Experiment 1, by condition.
Error bars represent bootstrapped 95% confidence intervals around the mean.

Table 2.9: Conditional means and measures of spread for the target in Experiment 1. Stan-
dard errors are reported over raw response latencies, and bootstrapped 95% confidence
intervals are reported over the critical measure, residualized log response latencies.

Target Meaning Position RT SE Resid. Log RT 95% CI

Polysemy M1 Early 386 9 -0.03 (-0.05, -0.01)

Polysemy M1 Late 382 11 -0.07 (-0.09, -0.05)

Polysemy M2 Early 383 8 -0.03 (-0.06, -0.01)

Polysemy M2 Late 373 9 -0.07 (-0.10, -0.05)

Homonymy M1 Early 400 12 -0.01 (-0.03, 0.01)

Homonymy M1 Late 376 8 -0.05 (-0.07, -0.03)

Homonymy M2 Early 407 22 0.00 (-0.02, 0.03)

Homonymy M2 Late 386 11 -0.05 (-0.07, -0.02)
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Table 2.10: Bayesian linear mixed-effects model fit to residual log response latencies on
the target in Experiment 1.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.04 0.01 (-0.05, -0.03)

Disambiguator (Late) -0.02 0.01 (-0.03, -0.01)

Meaning (Subord.) -0.00 0.00 (-0.01, 0.01)

Target (Homonym) 0.01 0.00 (0.00, 0.02)

Disambig. × Meaning -0.00 0.00 (-0.01, 0.01)

Disambig. × Target -0.00 0.00 (-0.01, 0.01)

Meaning × Target 0.00 0.00 (-0.01, 0.01)

Dis. × Mng. × Tgt. -0.00 0.00 (-0.01, 0.01)

2012). The resulting priors are listed in Table 2.11, and correspond to weak expectations
for a general penalty of about 0.005 in residualized log latencies for all pre-disambiguated
polysemes, and about 0.01 for pre-disambiguated homonyms just in subordinate meaning
conditions.

The resulting analysis indicates extreme evidence for the absence of the pre-
dicted three-way interaction (BF10 < 0.001).

2.3.2.3 Spillover

Summed residual log response latencies in the spillover region following the
target are presented in Figure 2.3 and Table 2.12.Themodel fit to these latencies is reported
in Table 2.13. I observe again a main effect of disambiguator position, larger in this region,
such that targets receive faster latencies in a neutral context than after disambiguation, β̂ =
-0.09, 95% CRI = (-0.13, -0.05).This again seems to reflect some cost for reading some targets
in a specifying context. I also observe again amain effect of target type, such that spillovers
after homonyms receive in general slower latencies than spillovers after polysemes, β̂ =
0.06, 95% CRI = (0.02, 0.09). Here, notably, the three-way interaction approaches a credibly
non-zero estimate, β̂ = -0.01, 95% CRI = (-0.04, 0.01).

Marginal comparisons suggest that this interaction reflects asymmetry in
the strength of the penalty for targets in a specifying context. Spillovers after pre-
disambiguated homonyms are associated with a large cost particularly when homonyms
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Table 2.11: Informative priors used for Bayes factor analysis of the target in Experiment 1,
derived from self-paced reading studies on lexical access for homonymy and polysemy.

Effect Distribution

Intercept N (0.00, 0.20)

Disambiguator (Late) N (−0.02, 0.01)

Meaning (Subord.) N (0.01, 0.01)

Target (Homonym) N (0.00, 0.20)

Disambig. × Meaning N (−0.01, 0.01)

Disambig. × Target N (0.00, 0.01)

Meaning × Target N (0.01, 0.01)

Dis. × Mng. × Tgt. N (−0.01, 0.01)

were pre-disambiguated to their subordinate meaning, δ̂ = -0.20, P (δ > 0) = 0.99, and
somewhat less when to their dominant, δ̂ = -0.13, P (δ < 0) = 0.99. This difference
drives a trending marginal interaction of position and meaning for the homonyms, δ̂ =
-0.07, P (δ < 0) = 0.85, a canonical subordinate selection effect. In contrast, spillovers
after polysemes are associated with a consistent cost when the polysemes were pre-
disambiguated, independent of whether they are disambiguated to dominant, δ̂ = -0.21,
P (δ < 0) = 0.99 or subordinate meanings, δ̂ = -0.18, P (δ < 0) = 0.99, leaving the marginal
interaction of position and meaning estimated near zero, δ̂ = 0.03, P (δ < 0) = 0.30. These
differences are suggestive of the presence of a canonical subordinate selection penalty
in homonyms but not polysemes, as would be predicted by accounts which expect that
homonyms, but not polysemes, receive incremental commitment (see Table 2.5).

Bayes factor analysis was performed with priors based on spillover effect sizes
in Binder and Rayner (1998) and Foraker and Murphy (2012) (Table 2.14), suggesting anec-
dotal evidence against the predicted three-way interaction (BF10 = 0.58).

2.3.3 Discussion

Results from self-paced reading reflect only some of the critical results of Fra-
zier and Rayner (1990). Critical reanalysis effects were not observed in the disambiguation
region. The best-supported hypotheses expect that homonyms will be specified sentence-
medially, and thus that late disambiguation should sometimes be associated with reanaly-
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Figure 2.3: Summed residual log response latencies in the spillover region following the
target in Experiment 1, by condition. Error bars represent bootstrapped 95% confidence
intervals around the mean.
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Table 2.12: Conditional means and measures of spread for the the spillover region follow-
ing the target in Experiment 1. Standard errors are reported over the sum of raw response
latencies in the region, and bootstrapped 95% confidence intervals are reported over the
critical measure, summed residualized log response latencies.

Target Meaning Position Sum RT SE Sum Resid. Log RT 95% CI

Polysemy M1 Early 1264 31 0.03 (-0.03, 0.09)

Polysemy M1 Late 1213 44 -0.18 (-0.24, -0.13)

Polysemy M2 Early 1246 30 0.04 (-0.02, 0.09)

Polysemy M2 Late 1158 30 -0.15 (-0.21, -0.10)

Homonymy M1 Early 1129 28 0.09 (0.05, 0.14)

Homonymy M1 Late 1067 27 -0.04 (-0.09, 0.01)

Homonymy M2 Early 1134 26 0.15 (0.11, 0.21)

Homonymy M2 Late 1045 25 -0.05 (-0.10, -0.00)

Table 2.13: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the spillover region in Experiment 1.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.02 0.02 (-0.05, 0.02)

Disambiguator (Late) -0.09 0.02 (-0.13, -0.05)

Meaning (Subord.) 0.01 0.01 (-0.01, 0.03)

Target (Homonym) 0.06 0.02 (0.02, 0.09)

Disambig. × Meaning -0.00 0.01 (-0.03, 0.02)

Disambig. × Target 0.01 0.01 (-0.02, 0.03)

Meaning × Target 0.00 0.01 (-0.02, 0.02)

Dis. × Mng. × Tgt. -0.01 0.01 (-0.04, 0.01)
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Table 2.14: Informative priors used for Bayes factor analysis of the spillover in Experiment
1, derived from self-paced reading studies on lexical access for homonymy and polysemy.

Effect Distribution

Intercept N (0.00, 0.20)

Disambiguator (Late) N (−0.03, 0.01)

Meaning (Subord.) N (−0.01, 0.01)

Target (Homonym) N (0.00, 0.20)

Disambig. × Meaning N (0.01, 0.01)

Disambig. × Target N (0.03, 0.01)

Meaning × Target N (0.01, 0.01)

Dis. × Mng. × Tgt. N (−0.01, 0.01)

sis costs. In turn, those reanalysis costs are not expected for polysemes, which by hypoth-
esis remain underspecified and never require reanalysis. However, I observed only weak
evidence of any sort of cost for late disambiguation, and although this was numerically
more robust for homonyms, Bayes factor analysis concluded evidence was on the whole
in favor of uniformity across target types and meaning dominance.

Evidence from latencies on the target and spillover was more in line with pre-
vious studies. Although no differences across target types or meanings were observed on
the target itself, at the spillover I found some evidence for subordinate selection costs
for homonyms only, driving a small near-credible three-way interaction, as expected if
homonyms but not polysemes received a committed interpretation online.

Some studies have observed similar subordinate selection costs on polysemes,
concluding that polysemes may be specified upon first encounter when context makes a
particular sense salient (Lowder & Gordon, 2013; Brocher et al., 2016, 2018). Unlike those
studies, I observed these costs only for homonyms. This could be a product of differing
degrees of bias in the items: as noted in the discussion of norming above, this set of pol-
ysemes were on the whole less biased than the homonyms, and previous investigations
have found these kind of general competition effects for polysemeswithout a bias (Brocher
et al., 2018). It could also reflect a task difference: perhaps these SPR readers were less likely
to engage in this hypothetically-optional specification than readers in those eyetracking
studies.
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The effect here which is more radically inconsistent with the eyetracking liter-
ature is the lack of costs on late material disambiguating to a subordinate meaning for
homonyms, i.e. the lack of a canonical garden-path effect (cf. Duffy et al., 1988; Rayner
and Frazier, 1989; Frazier and Rayner, 1990, etc.). This is especially unexpected given that
evidence on the spillover following the target suggests that incremental commitment was
taking place. In an effort to more directly compare my results to previous observations, I
conducted a post-hoc analysis which examined participants’ behavior in just the first half
of the study—by later exposures, participants’ reading may have been driven by famil-
iarity with the stimuli in a way which previous studies had avoided by collecting fewer
observations. Summed residual log response latencies in the disambiguating adjunct, split
by experiment half, are presented in Figure 2.4. Analysis of behavior in the first half suf-
fers from lack of power, and indeed a linear mixed-effects model finds no credible effects.
However, marginal comparisons reveal that late disambiguation was about twice as costly
for homonyms—whether dominant, δ̂ = 0.13, P (δ > 0) = 0.84, or subordinate, δ̂ = 0.11,
P (δ > 0) = 0.81—than for polysemes—whether dominant, δ̂ = 0.06, P (δ > 0) = 0.66, or
subordinate, δ̂ = 0.05, P (δ > 0) = 0.66. This fueled a positive but not credibly non-zero
interaction of disambiguator position and target type, β̂ = 0.02, 95% CRI = (-0.04, 0.08);
Bayes factor analysis following the procedure described above yields “extreme” evidence
for the presence of this interaction term in the model (BF10 > 1000). This sample more
closely resembles the patterns reported in the literature, seeming to diagnose a higher like-
lihood of reanalysis following homonyms, although I still fail to observe an asymmetry by
meaning dominance. The failure to find asymmetry here could be the result of inaccurate
dominance norms, or measurement noise induced by the self-paced reading task, or else
perhaps these participants selected lexical entries for the target more stochastically than
in previous samples. Whatever the explanation for the lack of definition in the effect with
homonyms, the presence of these costs in late disambiguation regions suggests reanalysis
costs particular to homonyms, and so is in line with delayed specification for polysemes.

The fact that this distinction collapsed as the experiment continued into the sec-
ond half suggests that comprehension patterns regarding commitment and reanalysis were
subject to additional variation as comprehenders began to be familiar with the stimuli and
procedure. Although strategic performance is a central focus of this study, without par-
ticular hypotheses or expectations about these kinds of effects of experience, I decline to
interpret this effect in any detail.
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Figure 2.4: Summed residual log response latencies in the disambiguation region in Exper-
iment 1, by condition. Error bars represent bootstrapped 95% confidence intervals around
the mean.

On the whole, the self-paced reading data collected in Experiment 1 is weakly
consistent with patterns observed in previous reading studies on polysemy, and the ac-
counts they have argued for. Polysemes in neutral contexts are less likely to receive a
complete interpretation than homonyms in neutral contexts, as evinced by a relative lack
of difficulty during later disambiguation, although here this emerges only in the first half
of participants’ exposure to the test items, and was not subject to asymmetry conditioned
on meaning dominance. I have also found partial evidence that when contextual support
for a given sense is available, comprehenders are more likely to specify a homonym than
a polyseme, with associated selection costs surfacing on reading behavior in the spillover.
On the whole, these data exemplify the noise and temporal delays that have often been
associated with self-paced reading experiments compared to eyetracking (Witzel et al.,
2012). In the next experiment, I will probe for similar effects in a Maze task, to determine
to what extent the timeline of polysemy resolution can be affected by task demands.
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2.4 Experiment 2

In my second experiment, I investigated reading of this same set of stimuli in an
A-Maze task, where incremental representations of sentential meaning are by hypothesis
more useful than in normal day-to-day reading. In Experiment 1, I partially replicated a
typical finding from the literature, that comprehenders appeared more likely to postpone
decisions about the sense of a polyseme, reflected in the relative absence of costly re-
analysis effects and subordinate selection effects for polysemes compared to homonyms.
If the time course of decision-making in lexical comprehension is sensitive to task pres-
sures, we might expect to find that participants in the Maze task treat polysemes more like
homonyms, resolving to a full interpretation at the first opportunity. In particular, items
with polysemes would be subject to reanalysis penalties when they receive late subordi-
nate disambiguation, just like homonyms. Otherwise, if lexical processing decisions are
insulated from this kind of non-linguistic contextual effect, we would expect to continue
to observe those penalties only for homonyms.

2.4.1 Method

2.4.1.1 Participants

Another 48 native English speakers were recruited from the same Prolific and
student pools as Experiment 1 in spring 2020, using the same criteria for participation.
All participants again were of US nationality, except for two student participants raised in
Canada.

2.4.1.2 Materials

The same 64 test items used in Experiment 1 served as the target sentences in
the Maze task. Foils, which would have made nonsensical continuations of the sentences
at each word, were prepared using the methods outlined in Boyce et al. (2020), by gener-
ating high-surprisal continuations using the Gulordava et al. (2018) language model and
replacing repetitive or too-plausible foils by hand. Foils were matched across dominant
and subordinate meanings of target words, and order was transposed in early and late
disambiguation conditions so that, e.g., across all four conditions, participants would en-
counter a polyseme target paired with the same foil. Example foil strings for the target
sentences in Table 2.1 are given in 2.15.
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Table 2.15: Foil strings from Experiment 2 corresponding to the target sentences in Table
2.1.

Polysemy

Early Disambiguation Late Disambiguation

x-x-x intend in job lips discover
obtain kid conducted add

extension.

x-x-x kid conducted add
extension intend in job lips

discover obtain.

Homonymy

Early Disambiguation Late Disambiguation

x-x-x come fit detail sir thinks
begin kept ours indecision Need.

x-x-x kept ours indecision Need
come fit detail sir thinks begin.

About 60% of foils were syntactically ill-formed. In the remaining 40% of cases,
foils were syntactically possible continuations which were nevertheless less plausible than
their corresponding targets due to semantic context alone. For instance, in one practice
item, participants encountered the choice between dropped and welfare after the context
The referee had. Correctly choosing target dropped should not have posed much difficulty,
but it did require participants to draw on something more than a syntactic representation
of the context.

2.4.1.3 Procedure

The experiment was also prepared in Ibex, and deployed on IbexFarm. Partici-
pants proceeded through all Maze sentences word-by-word, by providing binary forced-
choice responses on their keyboards. To motivate attentive participation in the difficult
task, the interface displayed a counter of howmany words in a row the participant had an-
swered correctly. Participants who navigated through the sentence correctly were shown
the same binary forced-choice comprehension questions used in Experiment 1. In the event
that a participant picked a foil, the trial would end prematurely, the participant would be
alerted to their mistake, their counter would reset, and they would still be shown this
comprehension question.

Other than the mechanics of the Maze task, presentation, form assignment, and
randomization was carried out as in Experiment 1. The same fillers, practice, and burn-in
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items were used. This procedure was estimated to take about 60 minutes.

2.4.1.4 Regions and analysis

1337 test trials in which a participant responded incorrectly to a Maze decision
or a comprehension question were excluded from analysis of response latencies. The re-
maining sample includes data from 1735 test trials. Maze decision errors were analyzed
separately as a secondary measure of incremental difficulty, but revealed no patterns of
interest. Critical response latency measures and their analysis were computed using the
same procedures as in Experiment 1.

2.4.2 Results

2.4.2.1 Disambiguator

Summed residual log response latencies in the disambiguating region are pre-
sented in Figure 2.5 and Table 2.16. The model fit to these latencies is reported in Table
2.17. Unlike Experiment 1, I observe several credibly non-zero fixed effects. First, I observe
a main effect of disambiguator position, such that late disambiguating adjuncts elicited
faster latencies, β̂ = -0.24, 95% CRI = (-0.31, -0.17). This effect is consistent with some base-
line difficulty processing the early adjuncts, perhaps due to some cost associated with
encountering a pronoun before any plausible antecedent. I also observed a main effect of
meaning, such that disambiguating adjuncts are generally read slower when consistent
with a subordinate interpretation of the target, β̂ = 0.08, 95% CRI = (0.01, 0.16).

Crucially, the model also estimated an interaction between disambiguator posi-
tion and meaning, such that late disambiguation to the subordinate meaning of a target
is associated with particularly slow latencies, β̂ = 0.08, 95% CRI = (0.02, 0.13). Marginal
comparisons confirm that this interaction is credibly non-zero for polysemes (δ̂ = 0.38,
P (δ > 0) = 0.99), although it is only approaching credibility for homonyms (δ̂ = 0.23,
P (δ > 0) = 0.93). This is the kind of pattern typically observed for only homonyms in
previous literature. Referring back to Table 2.5, it is most compatible with an account that
suggests that polysemes and homonyms both receive rapid incremental commitments.
Even after a neutral context, in the Maze participants were apparently willing to specify
a sense for a polyseme, and later subordinate disambiguation often required reanalysis.

As above, to quantify the evidence these findings provide for or against my crit-
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Figure 2.5: Summed residual log response latencies in the disambiguation region in Exper-
iment 2, by condition. Error bars represent bootstrapped 95% confidence intervals around
the mean.
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Table 2.16: Conditional means and measures of spread for the disambiguation region in
Experiment 2. Standard errors are reported over the sum of raw response latencies in the
region, and bootstrapped 95% confidence intervals are reported over the critical measure,
summed residualized log response latencies.

Target Meaning Position Sum RT SE Sum Resid. Log RT 95% CI

Polysemy M1 Early 6199 165 0.38 (0.25, 0.51)

Polysemy M1 Late 5433 130 -0.36 (-0.47, -0.24)

Polysemy M2 Early 6268 168 0.35 (0.21, 0.50)

Polysemy M2 Late 5861 171 -0.04 (-0.16, 0.09)

Homonymy M1 Early 7142 350 0.13 (-0.03, 0.29)

Homonymy M1 Late 6259 132 -0.40 (-0.53, -0.28)

Homonymy M2 Early 7067 150 0.24 (0.10, 0.39)

Homonymy M2 Late 6850 164 -0.10 (-0.25, 0.05)

Table 2.17: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the disambiguation region in Experiment 2.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept 0.03 0.03 -0.04 0.10

Disambiguator (Late) -0.24 0.04 -0.31 -0.17

Meaning (Subord.) 0.08 0.04 0.01 0.16

Target (Homonym) -0.05 0.05 -0.14 0.05

Disambig. × Meaning 0.08 0.03 0.02 0.13

Disambig. × Target 0.03 0.03 -0.03 0.10

Meaning × Target 0.02 0.04 -0.06 0.10

Dis. × Mng. × Tgt. -0.02 0.03 -0.08 0.04
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ical hypotheses, I computed variousBF10 Bayes factors. In all region analyses for Experi-
ment 2, informative priors were adopted from the same sources as reported in the analysis
of Experiment 1, with expected parameter weights tripled given previous observations
of how effect sizes in Maze results compare to effect sizes in self-paced reading (Witzel
et al., 2012). The resulting analysis indicates anecdotal evidence against the presence of
the three-way interaction predicted by some accounts (BF10 = 0.55), but strong evidence
for a general interaction between position and meaning in the absence of the three-way
interaction term (BF10 = 22.15).

2.4.2.2 Target

Residual log response latencies on the target are presented in Figure 2.6 and
Table 2.18. The model fitted to these latencies is reported in Table 2.19. In addition to a
credibly positive intercept, indicating more difficulty at this position than predicted by
length and sentence position alone, I observed two credibly non-zero main effects. First, a
small positive effect of disambiguator position, such that targets received slower latencies
in a neutral context than after disambiguation to a dominant meaning, β̂ = 0.04, 95% CRI =
(0.02, 0.06). This is of interest given the opposite pattern observed in Experiment 1. Where
that pattern in the self-paced reading task may suggest the presence of occasional costly
specification, this effect in the Maze task is compatible with the possibility that a costly
specification process was launched regardless of the context. This small additional cost in
neutral contexts may reflect more difficulty in the absence of contextual information, as
has been found in previous work on homonyms (Duffy et al., 1988; Rayner & Frazier, 1989),
and as would be expected in a model of selection among competingmeanings, because less
evidence from context would provide less of an advantage to either candidate sense.

Second, I observed a larger main effect of target type, such that homonyms gen-
erally received slower latencies than polysemes, β̂ = 0.09, 95% CRI = (0.06, 0.12). As this is
a comparison across items, I refrain from over-interpreting it; there are many reasons why
one set of words may have prompted a higher baseline degree of difficulty than another.

If homonyms and polysemes are behaving alike in the Maze, we also expect to
find subordinate selection costs for both targets with early disambiguation. This would
manifest here as a general interaction of disambiguator position and meaning, but that
effect is estimated at zero in this region, β̂ = 0.00, 95% CRI = (-0.02, 0.03). Marginal compar-
isons suggest the predicted subordinate selection effect does not hold for either polysemes
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Figure 2.6: Residual log response latencies on the target in Experiment 2, by condition.
Error bars represent bootstrapped 95% confidence intervals around the mean.

(δ̂ = 0.00, P (δ < 0) = 0.49) or homonyms (δ̂ = 0.03, P (δ < 0) = 0.33).
Bayes factor analyses indicate strong evidence against the presence of the pre-

dicted three-way interaction (BF10=0.07), and strong evidence against a general inter-
action between position and meaning in the absence of the three-way interaction term
(BF10=0.07).

2.4.2.3 Spillover

Summed residual log response latencies in the spillover region following the tar-
get are presented in Figure 2.7 and Table 2.20.Themodel fitted to these latencies is reported
in Table 2.21. Here, I observed a main effect of meaning dominance, such that spillover re-
sponse latencies are slower in sentences following a target in a subordinate specifying
context, β̂ = 0.04, 95% CRI = (0.00, 0.08). An additional interaction between disambiguator
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Table 2.18: Conditional means and measures of spread for the target in Experiment 2.
Standard errors are reported over raw response latencies, and bootstrapped 95% confidence
intervals are reported over the critical measure, residualized log response latencies.

Target Meaning Position RT SE Resid. Log RT 95% CI

Polysemy M1 Early 999 30 0.05 (0.01, 0.10)

Polysemy M1 Late 1103 39 0.15 (0.11, 0.20)

Polysemy M2 Early 1074 39 0.10 (0.05, 0.15)

Polysemy M2 Late 1150 38 0.19 (0.14, 0.23)

Homonymy M1 Early 1256 53 0.27 (0.22, 0.32)

Homonymy M1 Late 1253 41 0.31 (0.26, 0.35)

Homonymy M2 Early 1234 35 0.29 (0.24, 0.34)

Homonymy M2 Late 1332 52 0.35 (0.30, 0.41)

Table 2.19: Bayesian linear mixed-effects model fit to residual log response latencies on
the target in Experiment 2.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept 0.29 0.03 0.15 0.22

Disambiguator (Late) 0.04 0.01 0.02 0.06

Meaning (Subord.) 0.01 0.01 -0.01 0.03

Target (Homonym) 0.09 0.02 0.06 0.12

Disambig. × Meaning 0.00 0.01 -0.02 0.03

Disambig. × Target -0.01 0.01 -0.03 0.01

Meaning × Target -0.00 0.01 -0.03 0.02

Dis. × Mng. × Tgt. 0.00 0.01 -0.02 0.02
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Figure 2.7: Summed residual log response latencies in the spillover region in Experiment
2, by condition. Error bars represent bootstrapped 95% confidence intervals around the
mean.

position andmeaning, β̂ = -0.04, 95% CRI = (-0.08, -0.01), reflects the fact that the difference
between dominant and subordinate meanings did not arise in late disambiguation condi-
tions, where there were no meaning-driven differences at the spillover. This pattern may
indicate the presence of subordinate selection effects at a short delay in the Maze. These
delayed subordinate selection effects are present in the spillover for polyseme targets (δ̂
= 0.22, P (δ < 0) = 1.00) and for homonym targets (δ̂ = 0.12, P (δ < 0) = 0.95). This pat-
tern is broadly in line with the predictions of either a maximal commitment account or an
account where polysemes are delayed only in neutral contexts, per Table 2.5. Finally, the
three-way interaction approaches a credibly positive estimate, β̂ = 0.03, 95% CRI = (-0.00,
0.06), apparently driven by the fact that polysemes display a more prominent subordinate
selection effect than homonyms in this region, counter expectations about lexical access
for polysemes.
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Table 2.20: Conditional means and measures of spread for the the spillover region follow-
ing the target in Experiment 2. Standard errors are reported over the sum of raw response
latencies in the region, and bootstrapped 95% confidence intervals are reported over the
critical measure, summed residualized log response latencies.

Target Meaning Position Sum RT SE Sum Resid. Log RT 95% CI

Polysemy M1 Early 2972 95 -0.02 (-0.11, 0.07)

Polysemy M1 Late 3081 99 0.16 (0.09, 0.24)

Polysemy M2 Early 3149 111 0.20 (0.10, 0.29)

Polysemy M2 Late 2921 96 0.06 (-0.03, 0.14)

Homonymy M1 Early 2808 81 0.21 (0.12, 0.30)

Homonymy M1 Late 2781 79 0.23 (0.15, 0.31)

Homonymy M2 Early 2982 89 0.34 (0.24, 0.43)

Homonymy M2 Late 2803 89 0.31 (0.22, 0.40)

Table 2.21: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the spillover region in Experiment 2.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept 0.10 0.04 0.03 0.17

Disambiguator (Late) 0.01 0.02 -0.03 0.05

Meaning (Subord.) 0.04 0.02 0.00 0.08

Target (Homonym) 0.09 0.05 -0.00 0.18

Disambig. × Meaning -0.04 0.02 -0.08 -0.01

Disambig. × Target -0.01 0.02 -0.04 0.02

Meaning × Target -0.00 0.02 -0.03 0.04

Dis. × Mng. × Tgt. 0.03 0.02 -0.00 0.06
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Bayes factor analyses indicate strong evidence against the presence of the pre-
dicted three-way interaction (BF10=0.06), and strong evidence against a general inter-
action between position and meaning in the absence of the three-way interaction term
(BF10=0.02).

2.4.3 Discussion

Results from the Maze task differed in several ways from the more familiar pat-
terns observed in the eyetracking literature and partially reflected in self-paced reading.
Most relevant to my predictions, in the Maze I observed a cost for late subordinate disam-
biguation of polysemy, comparable to what I observed for homonyms. This diagnoses the
presence of mid-sentence commitments to a particular polyseme sense in neutral contexts.
Indeed, latencies on the target word are consistent with the onset of a costly specification
process upon encountering a polyseme, regardless of its context. It would thus appear that
the tendency to delay the specification of a polyseme in typical reading can be bypassed
in an unnatural reading task where earlier specification would be useful.

Moreover, when this early specification occurs, it closely resembles the profile
of more canonical lexical ambiguity resolution. Where the results of Experiment 1 were
suggestive of stochastic homonym reanalysis effects during disambiguation to dominant
and subordinate meanings, in Experiment 2 both homonyms and polysemes showed costs
specific to subordinate meaning, as expected under models of lexical ambiguity follow-
ing Rayner and Frazier (1989). In Experiment 2, it would appear that upon encountering
either a homonym or a polyseme in a neutral context, comprehenders engaged in full spec-
ification of its meaning, in which item-specific biases guided comprehenders more often
towards a dominant meaning, so that later disambiguation to a subordinate meaning re-
quired reanalysis more frequently than later disambiguation to the dominant meaning.

These results fall in line with other recent proposals that task effects may mod-
ulate how comprehenders deploy processing mechanisms in real time (Pickering et al.,
2006; Logačev & Vasishth, 2016). They are, to my knowledge, the first evidence that this
goal-oriented modulation can adjust the process of lexical access. As such, they provide
strong support that what has been previously characterized as default conservativity in
processing may be less of a pre-determined heuristic, and more of a consequence of strate-
gic allocation of resources depending on a task-specific notion of benefit. I extend this
reasoning in the general discussion.
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In requiring the choice of a sense-making continuation at each word in a tar-
get sentence, this experiment also provided precise localization of the effects during the
processing of polysemy and homonymy in a specifying context with an unnatural reading
task. I take these data to support the validity of my linking assumptions for interpreting re-
sponse latencies in the Maze task. Two effects that were contingent on exposure or merely
trending for homonyms in SPR emerged as more robust here: costly late subordinate dis-
ambiguation in a neutral context and costly subordinate selection in a biasing context.
Nevertheless, the slowdown during subordinate selection, in both studies, is somewhat
delayed compared to what has been observed in those eyetracking studies and in other
investigations of homonyms in the Maze (Forster et al., 2009), emerging not on the tar-
get word but in the predicate which followed. These results thus broadly add to previous
claims that the Maze allows for more precise estimation of difficulty in incremental read-
ing than self-paced reading (Witzel et al., 2012), but perhaps cast doubt on the idea that
they can be expected to compare directly to results from monitoring eye movements.

In order to demonstrate that the effects of interest here are the consequence of
general differential resource allocations across tasks, and not merely the by-product of
some anomalous properties of homonymy and polysemy, I extended the current approach
to another area of linguistic meaning in which comprehenders are expected to eventually
specify the sense of a word in order to comprehend its containing sentence, but may not
need to do so in order to construct an incremental parse—distributivity.

2.5 Distributivity in incremental comprehension

We turn now to another case study using the Maze to study task effects in incre-
mental comprehension, moving beyond lexical processing to the resolution of systematic
implicit ambiguities in the relation of verbs to plural subjects. In a sentence like Bernadette
and Jackie washed two cars, work in formal semantics has distinguished at least three pos-
sible readings (Roberts, 1987; Landman, 2000; Nouwen, 2012; Brasoveanu, 2013; Champol-
lion, 2020). On a distributive interpretation, Bernadette and Jackie washed two cars each,
so that four cars werewashed in total. On a collective interpretation, Bernadette and Jackie
washed two cars together, so that both were involved in washing each car. Finally, on a
cumulative interpretation, Bernadette and Jackie merely must have done some, less spec-
ified, combination of car-washing so that two cars were washed in the end. I will focus
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on the first two here, which are by assumption cleanly disambiguated by the presence
of adverbs each and together. Within the theoretical semantics literature, the dominant
account of the difference between these two interpretations is a distinction in structure,
whereby distributive sentences contain a phonetically-silent operatorD in their syntactic
and semantic representation which mediates the relationship between the individuals in
a plural subject and the events described by a predicate. In the absence of the distribu-
tive operator, it is assumed that the sentence entails the subjects’ collective participation.
Whether or how comprehenders may resolve the ambiguity between these two readings
in real time language comprehension is not predicted by this theoretical semantic account,
but perhaps a minimal augmentation of it to form a processing prediction would posit that
comprehenders may, but do not necessarily have to, posit a more complex structural rela-
tionship between individuals and events when confronted with a verb which describes a
potentially distributive event.

Existing studies on the incremental comprehension of such sentences have
sought to relate the processing of distributivity ambiguities to general models of ambi-
guity resolution in sentence processing. Under the hypothesis that decisions of linguistic
representation must be resolved when they are encountered, Frazier et al. (1999) posited
that, if distributivity ambiguities are indeed structural, a comprehender must commit
to either a distributive or a collective reading upon initial representation of the verb
(e.g., at washed). Assuming that simpler, collective readings will be favored as the initial
interpretation of events predicts costly reanalysis when a late disambiguating adverb
each is read after the object of the verb, as compared to late collective disambiguation
with together. In an eyetracking experiment, Frazier et al. found evidence for exactly this:
extra difficulty at the spillover region following each in first pass and total reading times,
and greater probability of regressions out.

In recent work, Dotlačil and Brasoveanu (2021) built on this result in two ways
in a pair of self-paced reading experiments. First, they conducted a conceptual replication
of Frazier et al.’s study and found comparable effects with different items and critical ad-
verbs (e.g., individually). Second, they confirmed that the reanalysis effect is limited to
the ambiguities of phrasal distributivity arising for verbs with explicit objects (The girls

(each) slept on a narrow bed.), rather than distributive readings which may arise without
structural distinctions for simpler predicates (The girls slept.).

Despite the consistencies between these two studies, more fine-grained ques-
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tions about the time course of distributive versus collective representations remain ill-
addressed by the existing data. First, it is unclear that online evidence supports the assump-
tion that distributivity requires amore complex representation than collectivity: predicates
which were pre-disambiguated by each trended towards faster reading times for Frazier
et al. (1999), and residual response latencies for together were longer than for individually
in Dotlačil and Brasoveanu (2021). Second, with higher power than Frazier et al. (1999),
the Dotlačil and Brasoveanu (2021) study nevertheless found only a very small reanalysis
effect on the critical target, and somewhat stronger effect on an immediately following
spillover. There may thus be more variability in the timing and bias of commitment to a
collective or distributive reading than extant theories have predicted.

We might also particularly be curious about these effects given the hypothesis
from Pickering et al. (2006) that certain aspects of the particular interpretation of a verb
phrase are not mandatorily resolved before the end of a sentence. It would be surprising,
pre-theoretically, if distinctions of distributivity were mandatory representational deci-
sions but distinctions of verbal aspect were not: both involve the same kinds of interpretive
consequences for, e.g., the number of events that occurred, and the relationship between
those events and their arguments. As a result, we might expect to see the same kind of
flexibility of decision-making for both in normal reading. If there is flexibility, this offers
another chance to examine the ways in which task pressures modulate decision-making.

I take up the investigation of distributive ambiguity across self-paced reading
and the Maze in Experiments 3 and 4. Under the hypothesis that distinctions in linguis-
tic representation are resolved immediately, and assuming that distributive ambiguities
are indeed true structural ambiguities, I expected to replicate previous studies in both
self-paced reading and the Maze. In particular, I expected to observe costs for late disam-
biguation to a distributive reading. Under the hypothesis that some higher-order represen-
tational distinctions may be optionally postponed, and that task demands can control this
decision-making process as observed in Experiments 1 and 2, we expect to see variation
across the two tasks. In particular, I expected to observe costs for late disambiguation to
a distributive reading, and other evidence for immediate interpretation, more strongly in
the Maze than in self-paced reading. My results support the latter hypothesis.
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2.6 Experiment 3

To begin, I aimed to conduct a conceptual replication of Frazier et al. (1999)
and Dotlačil and Brasoveanu (2021) using fixed-windowword-by-word self-paced reading,
to set a baseline for further investigation in the Maze. I based my materials on the test
item sets from Frazier et al. (1999), expanding and systematizing them to increase my
power to detect the effects of interest. I predicted minimally that I would observe their
same evidence for comprehension difficulty when possibly-distributive predicates were
presented in a neutral context followed by distributive disambiguation.

2.6.1 Method

2.6.1.1 Participants

As in Experiment 1, 48 native English speakers were recruited equally from Pro-
lific and a student participation pool in early 2021, and an additional sample of 48 were
added in 2023, using the same criteria for participation. All participants again were of US
nationality, except for one student participant raised in Poland.

2.6.1.2 Materials

The experiment contained 32 critical items with conjoined proper name sub-
jects. 16 items were minimal variants of items from Frazier et al. (1999), and the remainder
were constructed to the same template. All items contained an initial adverbial so that re-
gions of interest were never sentence-initial. Conjoined proper name subjects were always
followed by a predicate containing some countable quantity, most often a direct object in-
troduced with a(n), one, or a larger number. Predicates were always disambiguated by an
adverb together or each. The position and the identity of the disambiguating adverb were
manipulated across four within-item conditions in a 2× 2 design, either coming early (di-
rectly before the verb) or late (after the verb phrase). A sample item is provided in Table
2.22.

Meaning dominance for all predicates in the materials was assessed in a sepa-
rate forced-choice interpretation task with 36 participants recruited from a student pool
according to the same restrictions described above. Participants saw un-disambiguated
versions of the critical predicates, and were asked to select the “most likely meaning” of
the sentence. For instance, participants saw the string Bernadette and Jackie washed two
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Table 2.22: A sample item from Experiments 3 and 4.

Meaning Early Disambiguation Late Disambiguation

together Luckily, Bernadette and Jackie
together washed two cars before

the hose broke.

Luckily, Bernadette and Jackie
washed two cars together before

the hose broke.
each Luckily, Bernadette and Jackie

each washed two cars before the
hose broke.

Luckily, Bernadette and Jackie
washed two cars each before the

hose broke.

cars, and were asked to choose between the responsesThey washed two cars each andThey

washed two cars together.
Results from this norming task indicated reliable preferences for collective inter-

pretations for the majority of items: collective readings were selected on on 73% of trials.
The strengths of these preferences were evaluated by computing 95% confidence inter-
vals using a non-parametric bootstrap around the proportion of responses in line with a
collective preference. Intervals which excluded chance (50%) were taken to diagnose a reli-
able preference. 24 of the 32 predicates evinced a reliable collective preference, 7 predicates
evinced no reliable preference, and 1 predicate (weighed 220 pounds) evinced a reliable dis-
tributive preference. Because not all predicates were reliably collective-biased, secondary
analyses for Experiments 3 and 4 were computed using only the reliable collective items.
Unless otherwise noted, these analyses provided comparable results.

2.6.1.3 Procedure

The experiment was prepared in Ibex, and deployed on PCIbexFarm (Zehr &
Schwarz, 2018). Like Experiment 1, participants proceeded through all items using non-
cumulative, fixed-window self-paced reading.

Items were followed by binary forced-choice comprehension questions. For half
of the critical items, these were shallow questions that tested the participants’ ability to
recall surface-level aspects of the sentence. For instance, after an item with the predicate
baked several cakes, participants were asked whether the characters were baking “cakes”
or “bread”. For the other half of the critical items, these questions probed the distributivity
of the predicate; for instance, after the item in Table 2.22, participants were asked whether
“two” or “four” cars got washed. As in Experiments 1 and 2, these more detailed questions
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served to ensure that participants had a baseline motivation to completely comprehend
the critical items in both tasks.

Test items were presented in pseudo-randomized order across four Latin-square
lists, balanced within each of my two samples of participants. They were mixed with filler
items from unrelated experiments, 68 containing unambiguous transitive sentences, and
28 containing aspectual ambiguities resolved by a fronted or post-verbal temporal ad-
verbial. To ensure these fillers served as suitable camouflage for the critical items, many
featured similar sentence-initial adverbs. A further 32 unambiguous fillers were designed
to exactly parallel the structure of the critical items. All fillers were also followed by com-
prehension questions. Eight of the unambiguous fillers were presented to participants as
practice items, and another eight were reserved as “burn-in” items, presented in the main
body of the experiment but sequenced before participants were shown the first test item.

After completing all 160 trials, participants completed the same questionnaires
as used in Experiments 1 and 2, before receiving compensation. The procedure in entirety
was estimated to take about 40 minutes.

2.6.1.4 Regions and analysis

221 critical trials in which a participant responded incorrectly to a comprehen-
sion question were excluded from analysis.The remaining sample included data from 2851
critical trials.

Four measures of word-by-word response latencies were computed for the anal-
ysis of critical items, aiming to observe the effects noted in Frazier et al. (1999) and Dotlačil
and Brasoveanu (2021). All measures relied on residual log response latencies, derived from
a linear mixed-effects model fit using the lme4 package in R (R Core Team, 2016; Bates et
al., 2015) to log response latencies for words in all unexcluded trials, with fixed slopes
for number of characters and position in the sentence, and random participant intercepts.
Critical measures were (i) the residual log response latencies on the critical disambiguat-
ing adverb, (ii) the summed residual log response latencies across the first three words of
the predicate, (iii) residual log response latencies on the first word of the spillover region
which was directly after the adverbs in their late position, and (iv) the summed residual
log response latencies across the first three words in that spillover region. Regions are
demonstrated for a sample item in Table 2.23.

For analysis, Bayesian linear mixed-effects models were fitted to these three
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Table 2.23: Regioning used for analysis of items with early and late disambiguation in
Experiments 3 and 4. Note that some items featured predicates longer than three words,
in which case only the first three were analyzed.

Adverb Predicate Spillover

Luckily, Bernadette and Jackie [each] [washed two cars] [before the hose] broke.

Predicate Adverb Spillover

Luckily, Bernadette and Jackie [washed two cars] [each] [before the hose] broke.

Table 2.24: Predictions for Experiments 3 and 4 regarding critical Position × Meaning
interactions under three possible generalizations about the processing of distributivity.
Note that a marginal positive Position×Meaning interaction diagnoses particular cost in
the Late each or Early together condition, while a marginal negative Position × Meaning
interaction diagnoses particular cost in the Late together or Early each condition.

Account
Adverb Predicate

Immediate commitment w/ collective bias + −
Immediate commitment w/ distributive bias − +
Commitment only when pre-specified 0 +/−
Never commitment or no bias 0 0

measures with STAN (Stan Development Team, 2019) using the brms package in R

(Bürkner, 2017, 2018) using weakly-informative priors and other parameters set as
in Table 2.4, with maximal random effects and treatment-coded predictors. Early
disambiguation and together were coded as reference levels.

2.6.2 Results

All 96 participants retained for analysis answered comprehension questionswith
accuracy of greater than 80%. Other recruited participants were excluded from analysis to
ensure a base level of attentive comprehension. Mean accuracy in the final sample was
97.1%. In this section, I report the response latencies in the various regions of interest.
Before doing so, I will highlight the tangible predictions made by a few different possible
generalizations about the interpretation of distributivity, summarized in Table 2.24.

If comprehenders made an immediate commitment to the distributivity of a
predicate, predictions depend on the direction of their bias. If comprehenders are biased to-
wards a collective interpretation, they will commit to it in neutral contexts, driving costly
reanalysis in cases of late disambiguation to a distributive interpretation. In that case, this
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design would observe a positive interaction term at the disambiguating adverb such that
late each drove particularly slow reading. Immediate commitment with a collective bias
would also predict subordinate selection costs at the verb and following regions driven by
difficulty selecting the subordinate reading; here that would be the distributive reading.
This design would then observe a negative interaction term at the predicate/spillover such
that early each drove particularly slow reading at the subsequent predicate

On the other hand, if comprehenders are biased towards a distributive interpre-
tation, costly reanalysis would be observed on late disambiguation to a collective interpre-
tation. This should drive a negative interaction term at the adverb such that late together
drove particularly slow reading. Likewise, wewould predict subordinate selection costs for
selecting the collective reading, as reflected in a positive interaction term at the predicate
and spillover such that early together drove particularly slow reading.

If we imagine that distributivity ambiguities are only resolved when unambigu-
ous, we expect no particular garden-path costs associated with late disambiguation, but
subordinate selection costs on predicates with pre-disambiguation according to whatever
bias we imagine as above. E.g. under a collective bias, we would expect some difficulty
with predicates pre-disambiguated by each, which would be associated with a negative
interaction.

Finally, if there is no consistent bias for onemeaning or another, or if distinctions
between distributive and collective readings are not represented at all during incremen-
tal comprehension, even when disambiguated, we expect no asymmetries of context or
disambiguation, and thus no credible interactions in either region.

The rest of this section will report the patterns of latencies observed in each
region. Distributions of latencies in the various critical regions are displayed in Figures
2.8 and 2.9.

2.6.2.1 Adverb

Residual log response latencies on the critical adverb are presented in Table 2.25.
The model fitted to those latencies is reported in Table 2.26. I observed a main effect of
disambiguator position, such that post-verbal adverbs received slower latencies than pre-
verbal adverbs, β̂ = 0.02, 95% CRI = (0.01, 0.04). Marginal comparisons reveal that this
slowdown was present and of a similar size for both together (δ̂ = 0.05, P (δ > 0) = 1.00)
and each (δ̂ = 0.04, P (δ > 0) = 0.98). I also observed a main effect of meaning, such that
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Figure 2.8: Log response latencies at various positions in Experiment 3, by condition.

Figure 2.9: Summed residual log response latencies in the critical regions of Experiment 3,
by condition.
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Table 2.25: Conditional means and measures of spread for the disambiguating adverb in
Experiment 3. Standard errors are reported over raw response latencies, and bootstrapped
95% confidence intervals are reported over the critical measure, residualized log response
latencies.

Meaning Position RT SE Resid. Log RT 95% CI

together Early 378 7 -0.04 (-0.06, -0.02)

together Late 386 7 -0.03 (-0.05, -0.01)

each Early 379 8 -0.05 (-0.07, -0.03)

each Late 396 9 -0.02 (-0.04, 0.00)

each received faster latencies than together , β̂ = 0.02, 95% CRI = (0.00, 0.03). The predicted
interaction of disambiguator position and meaning, which would be consistent with par-
ticular cost for post-verbal each, was not credibly non-zero, β̂ = -0.00, 95% CRI = (-0.01,
0.01).

As in the previous experiments, Bayes factor analyses were computed over al-
ternative models with informative priors based on expectations from previous findings.
In this case, priors came directly from the observed effects in Dotlačil and Brasoveanu
(2021), Experiment 1. Comparisons between models with and without interaction param-
eters suggest strong evidence for the absence of the predicted interaction (BF10=0.06).

The lack of a credible interaction can only be compatible with stochastic spec-
ification without bias, or else some delay of specification (Table 2.24). The main effect of
disambiguator position could be compatible with either case. On the one hand, if partici-
pants chose to commit to a distributive meaning stochastically without any particular bias,
they would have to engage in reanalysis on some even proportion of the trials for late to-
gether and late each. The slower average reading for late disambiguation could come from
trials which featured this reanalysis. On the other hand, if participants have postponed
a decision about the fine verbal structure, late adverbs could be more costly than early
adverbs because they launch a specification process for the verb. In the latter case, we
would expect to see a trade-off between observing symmetric costs of specification on
the adverb (and spillover) in late disambiguation trials, and observing symmetric costs of
specification on the predicate in early disambiguation trials.
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Table 2.26: Bayesian linear mixed-effects model fit to residual log response latencies on
the disambiguating adverb in Experiment 3.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.05 0.01 -0.07 -0.03

Disambiguator (Late) 0.02 0.01 0.01 0.04

Meaning (each) 0.02 0.01 0.00 0.03

Disambig. × Meaning -0.00 0.01 -0.01 0.01

Table 2.27: Conditional means and measures of spread for the predicate region in Exper-
iment 3. Standard errors are reported over summed raw response latencies, and boot-
strapped 95% confidence intervals are reported over the critical measure, summed residu-
alized log response latencies.

Meaning Position Sum RT SE Sum Resid. Log RT 95% CI

together Early 1197 21 -0.00 (-0.05, 0.04)

together Late 1144 18 -0.11 (-0.15, -0.07)

each Early 1193 21 0.02 (-0.03, 0.07)

each Late 1131 22 -0.11 (-0.16, -0.07)

2.6.2.2 Predicate

Summed residual log response latencies in the predicate region are presented
in Table 2.27. The model fitted to those latencies is reported in Table 2.28. I observe a
negative main effect of disambiguator position, β̂ = -0.05, 95% CRI = (-0.07, -0.03), such that
predicates are read slower when they are pre-disambiguated. I observe no other effects of
note, including the absence of a credible interaction with meaning, β̂ = -0.00, 95% CRI =
(-0.03, 0.02), and Bayes factor analysis suggests anecdotal evidence against the presence of
any interaction (BF10=0.49).

The cost for pre-disambiguated predicate is the mirror-image of the cost ob-
served above for late disambiguation on the adverb itself. I entertained the idea that the
late disambiguation cost was a result of late, adverb-triggered selection between appar-
ently equibiased collective and distributive interpretations. This opposite pattern of costs
on the predicate is compatible with that proposal, as a signature of the same costly selec-
tion process, running here on the predicate given the presence of a specifying context.
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Table 2.28: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the predicate region in Experiment 3.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.08 0.02 -0.12 -0.03

Disambiguator (Late) -0.05 0.01 -0.07 -0.03

Meaning (each) 0.00 0.01 -0.03 0.03

Disambig. × Meaning -0.00 0.01 -0.03 0.02

2.6.2.3 First Spillover

Residual log latencies at the first word of the spillover region are presented in
Table 2.29. The model fitted to those latencies is reported in Table 2.30. I observed no cred-
ibly non-zero effects in this region. A main effect of position is approaching credibility as
a negative estimate, β̂ = -0.01, 95% CRI = (-0.02, 0.00), indicating faster processing in con-
ditions with late disambiguation, where this region followed the disambiguating adverb,
and slower processing in early disambiguation conditions, where this region followed a
pre-disambiguated predicate. Again, I do not observe a credible interaction, β̂ = 0.00, 95%
CRI = (-0.01, 0.01), and Bayes factor analysis suggests moderate evidence for the absence
of the predicted interaction (BF10=0.13).

The above examination of the earlier regions in the sentence revealed that both
predicates with early disambiguation and late adverbs were found to exhibit some process-
ing costs. It may be the case that those costs are spilling over somewhat into this region,
which makes it hard to interpret any effects here. If anything, at this position it appears
that the slowdown associated with interpreting a predisambiguated predicate had a more
influential spillover effect than the slowdown associated with interpreting a late adverb.

2.6.2.4 Full Spillover

Summed residual log latencies across the full spillover region are presented in
Table 2.31. The model fitted to those latencies is reported in Table 2.32. I observe a credibly
negative main effect of disambiguator position, β̂ = -0.03, 95% CRI = (-0.05, -0.01), indicat-
ing faster comprehension following late disambiguating adverbs compared to following
pre-disambiguated predicates, in line with the trend observed on the first position. As in
all other regions, I observe an interactionwhose estimate is not credibly non-zero, β̂ = 0.01,
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Table 2.29: Conditional means and measures of spread for the first word of the spillover
region in Experiment 3. Standard errors are reported over raw response latencies, and
bootstrapped 95% confidence intervals are reported over the critical measure, residualized
log response latencies.

Meaning Position RT SE Resid. Log RT 95% CI

together Early 369 7 -0.05 (-0.07, -0.03)

together Late 360 6 -0.08 (-0.10, -0.06)

each Early 374 11 -0.06 (-0.08, -0.04)

each Late 358 6 -0.07 (-0.09, -0.05)

Table 2.30: Bayesian linear mixed-effects model fit to residual log response latencies on
the first word of the spillover region in Experiment 3.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.01 0.01 -0.03 0.01

Disambiguator (Late) -0.01 0.01 -0.02 0.00

Meaning (each) 0.00 0.01 -0.01 0.02

Disambig. × Meaning 0.00 0.01 -0.01 0.01
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Table 2.31: Conditional means and measures of spread for the full spillover region in Ex-
periment 3. Standard errors are reported over summed raw response latencies, and boot-
strapped 95% confidence intervals are reported over the critical measure, summed residu-
alized log response latencies.

Meaning Position Sum RT SE Sum Resid. Log RT 95% CI

together Early 1159 19 -0.16 (-0.20, -0.11)

together Late 1138 18 -0.20 (-0.24, -0.16)

each Early 1177 23 -0.13 (-0.18, -0.09)

each Late 1119 16 -0.21 (-0.25, -0.17)

Table 2.32: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the full spillover region in Experiment 3.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.13 0.02 -0.17 -0.08

Disambiguator (Late) -0.03 0.01 -0.05 -0.01

Meaning (each) -0.00 0.01 -0.03 0.02

Disambig. × Meaning 0.01 0.01 -0.02 0.03

95% CRI = (-0.02, 0.03). Bayes factor analyses suggest moderate evidence for the absence
of the predicted interaction (BF10=0.18).

As above, given the presence of independent costs which may spill over from
the pre-spillover content regardless of the position of the disambiguator, it is difficult to
interpret costs in this region. However, the effect seems to indicate that the costs observed
above for pre-disambiguated predicates aremore liable to spill over than the costs observed
for late disambiguating adverbs.

2.6.3 Discussion

The results of Experiment 3 are not consistent with the findings of previous
work, which has argued for rapid specification of distributivity ambiguities according to a
preferential bias for collective interpretations. The latencies from self-paced reading show
no evidence of any particular selection or late disambiguation cost for distributive inter-
pretations, which is surprising given the results of Dotlačil and Brasoveanu (2021). It is

64



possible that experiments with sample sizes in the neighborhood of this one and Dotlačil
and Brasoveanu (2021) lack the power to reliably estimate what may be a small effect
through a noisy measure like self-paced reading. It is also possible that there is simply
more variance across participants in the comprehension of these sentences than previ-
ously considered.

Whatever the reason may be, having been unable to observe the systematic
penalties we expect for late distributive disambiguation, I call into question whether the
distributivity of a predicate is always mandatorily determined at the verb. Results from
this experiment are consistent with a variable specification process, comparable to pol-
ysemy: specification costs that occur on pre-disambiguated verbs seem to trade off with
specification costs triggered by late adverbs, without any evidence for reanalysis triggered
by a more complicated disambiguation. A proposal of immediate specification without a
collective bias would be closer to previous results, and similarly predicts no discernable
interactions, but it would expect no particular costs for late adverbs, and thus cannot ex-
plain the observed trade-off. Nor could a more extreme proposal of complete lack of online
specification, which would expect no particular effects of position.

The proposal of a temporary delay in specification leaves room for insight from
the Maze. If comprehenders in less demanding reading tasks do not engage systematically
in early decision-making for distributivity, we may expect that task demands can encour-
age them to do so to a greater degree.

2.7 Experiment 4

In my fourth experiment, I investigated reading of the same set of distributivity
stimuli as Experiment 3 in an A-Maze task. In Experiment 3, I found that comprehen-
ders may not generate incremental commitments about the distributivity of a predicate as
systematically as previously observed. Based on my observations about the processing of
polysemy in Experiment 2, participants in the Maze task may be more likely to adopt early
commitments for distributive ambiguities as well. In particular, we should see reanalysis
penalties emerge here for late disambiguation to a distributive meaning.
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Table 2.33: Foil strings from Experiment 4 corresponding to the target sentences in Table
2.22.

Early Disambiguation Late Disambiguation

x-x-x Congressed jobs Morals
election bailey yeah pope health

hear lieu proud.

x-x-x Congressed jobs Morals
bailey yeah pope election health

hear lieu proud.

2.7.1 Method

2.7.1.1 Participants

48 native English speakers were recruited from the same Prolific and student
pools in early 2021, using the same criteria for participation as the previous experiments.
All participants were of US nationality.

2.7.1.2 Materials

The same 32 test items used in Experiment 3 served as the targets in the Maze
task. Corresponding foils were generated as in Experiment 2, matching foils across condi-
tions and transposing order in early and late disambiguation cases so that critical adverbs
within one item were always seen paired with the same foil. Example foil strings for the
target sentences in Table 2.22 are given in 2.33.

As before, some foils were syntactically impossible continuations, while others
were syntactically possible, but impossible in semantic context.

2.7.1.3 Procedure

The experiment was prepared in Ibex, and deployed on PCIbexFarm (Zehr &
Schwarz, 2018). Maze trials proceeded as described in Experiment 2, followed by the com-
prehension questions described above for Experiment 3. Other than the mechanics of the
Maze task, presentation, form assignment, and randomization was carried out as in Ex-
periment 3. The same fillers, practice, and burn-in items were also used. This procedure
was estimated to take about 60 minutes.
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Figure 2.10: Log response latencies at various positions in Experiment 4, by condition.

2.7.1.4 Regions and analysis

427 critical trials in which a participant responded incorrectly to aMaze decision
or a comprehension question were excluded from analysis of response latencies. The re-
maining sample included data from 1109 critical trials. Maze decision errors were analyzed
separately as a secondary measure of incremental difficulty, but revealed no patterns of
interest. Critical response latency measures and their analysis were computed using the
same procedures as in Experiment 3.

2.7.2 Results

I now report the response latencies in the various regions of interest. Distribu-
tions of latencies in the various critical regions are displayed in Figures 2.10 and 2.11.

2.7.2.1 Adverb

Residual log response latencies on the critical adverb are presented in Table 2.34.
The model fitted to those latencies is reported in Table 2.35. I observed a main effect of
disambiguator position, such that post-verbal adverbs received faster latencies than pre-
verbal adverbs, β̂ = -0.11, 95% CRI = (-0.14, -0.09). This suggests some baseline cost for
pre-verbal disambiguation, the reverse of what was observed in Experiment 3. Post-hoc
investigation of marginal comparisons reveals that this holds for both together , δ̂ = -0.34,
P (δ < 0) = 0.99, and each, δ̂ = -0.11, P (δ < 0) = 0.99.

The estimated effect of disambiguator meaning is not credibly non-zero, but
trends towards each receiving slower latencies than together , β̂ = 0.02, 95% CRI = (-0.01,
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Figure 2.11: Summed residual log response latencies in the critical regions of Experiment
4, by condition.
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Table 2.34: Conditional means and measures of spread for the disambiguating adverb in
Experiment 4. Standard errors are reported over raw response latencies, and bootstrapped
95% confidence intervals are reported over the critical measure, residualized log response
latencies.

Meaning Position RT SE Resid. Log RT 95% CI

together Early 1263 54 0.14 (0.09, 0.18)

together Late 864 23 -0.20 (-0.23, -0.17)

each Early 970 24 0.06 (0.03, 0.10)

each Late 877 23 -0.04 (-0.08, -0.01)

Table 2.35: Bayesian linear mixed-effects model fit to residual log response latencies on
the disambiguating adverb in Experiment 4.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.01 0.01 (-0.03, 0.02)

Disambiguator (Late) -0.11 0.01 (-0.14, -0.09)

Meaning (each) 0.02 0.01 (-0.01, 0.05)

Disambig. × Meaning 0.06 0.01 (0.04, 0.08)

0.05). Post-hoc investigation of marginal comparisons reveals that this is driven by cred-
ible costs for post-verbal each, δ̂ = 0.16, P (δ > 0) = 0.99, while pre-verbally, each is read
credibly faster than together , δ̂ = -0.08, P (δ < 0) = 0.98. This contrast is in line with ex-
pectations for greater difficulty for late each due to the presence of some reanalysis cost,
and is reflected in a credible positive estimate for the interaction of disambiguator posi-
tion and meaning, β̂ = 0.06, 95% CRI = (0.04, 0.08). Bayes factor analysis with priors based
on Dotlačil and Brasoveanu (2021) adjusted for typical Maze effect sizes concludes that
these results provide extreme evidence for the presence of the expected interaction (BF10

> 1000). This apparent garden-path interaction is consistent with early commitment gov-
erned by a collective bias.

2.7.2.2 Predicate

Summed residual log latencies in the predicate region are presented in Table
2.36. The model fitted to those latencies is reported in Table 2.37.
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Table 2.36: Conditional means and measures of spread for the predicate region in Exper-
iment 4. Standard errors are reported over summed raw response latencies, and boot-
strapped 95% confidence intervals are reported over the critical measure, summed residu-
alized log response latencies.

Meaning Position Sum RT SE Sum Resid. Log RT 95% CI

together Early 4017 76 0.15 (0.05, 0.25)

together Late 2287 63 0.14 (0.07, 0.22)

each Early 3836 83 -0.02 (-0.11, 0.08)

each Late 2221 66 0.09 (0.02, 0.17)

I observed a main effect of disambiguator meaning, such that predicates asso-
ciated with each received faster latencies than predicates associated with together , β̂ =
-0.06, 95% CRI = (-0.10, -0.02). Marginal comparisons reveal that this is driven by a cred-
ible difference in conditions with pre-verbal disambiguation, δ̂ = -0.18, P (δ < 0) = 0.99,
while predicates which have not yet been disambiguated at this point show no credible
difference, δ̂ = -0.06, P (δ < 0) = 0.87, as expected. This difference drove a positive interac-
tion term approaching credibility, β̂ = 0.03, 95% CRI = (-0.01, 0.07). The cost for processing
preceding disambiguation with together is broadly consistent with the costs for together
observed on the pre-verbal adverbs themselves. Of the generalizations reviewed in Table
2.24, this is most compatible with models with early specification and a distributive bias,
and unexpected given the apparent collective bias driving garden-path effects on late ad-
verbs.

Bayes factor analysis concludes that these results provide very strong evidence
against the presence of the expected interaction, but this is presumably because the main
effect of meaning is in the opposite direction from what was observed in Dotlačil and
Brasoveanu (2021) (BF10 = 0.01).

2.7.2.3 First Spillover

Residual log latencies at the first word of the spillover region are presented in
Table 2.38.Themodel fitted to those latencies is reported in Table 2.39. I observe no credible
main effects of disambiguator position, β̂ = 0.00, 95% CRI = (-0.02, 0.03), or meaning, β̂ =
0.01, 95% CRI = (-0.01, 0.03), but a credibly-positive interaction term, β̂ = 0.04, 95% CRI =
(0.02, 0.06) Post-hoc marginal comparisons revealed that this was a cross-over interaction,

70



Table 2.37: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the predicate region in Experiment 4.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept 0.02 0.04 (-0.06, 0.11)

Disambiguator (Late) 0.03 0.03 (-0.02, 0.09)

Meaning (each) -0.06 0.02 (-0.10, -0.02)

Disambig. × Meaning 0.03 0.02 (-0.01, 0.07)

Table 2.38: Conditional means and measures of spread for the first word of the spillover
region in Experiment 4. Standard errors are reported over raw response latencies, and
bootstrapped 95% confidence intervals are reported over the critical measure, residualized
log response latencies.

Meaning Position RT SE Resid. Log RT 95% CI

together Early 902 24 -0.05 (-0.09, -0.02)

together Late 827 17 -0.12 (-0.15, -0.09)

each Early 854 25 -0.09 (-0.13, -0.06)

each Late 957 30 -0.01 (-0.05, 0.03)

reflecting that in conditions with pre-verbal disambiguation this region was read faster
after each than after together , δ̂ = -0.06, P (δ < 0) = 0.97, while in conditions with post-
verbal disambiguation, this region was read slower after each than after together , δ̂ = 0.10,
P (δ > 0) = 0.99. This is consistent with both major patterns observed in other regions, in
which the computation of collective readings seemed to be more difficult than distributive
readings, in the pre-verbal baseline, but post-verbal distributive disambiguation comes
with a particular cost.

Bayes factor analysis suggests extreme evidence for the predicted interaction
(BF10 = 135.61). These patterns remain consistent with the presence of the predicted re-
analysis costs associated with late distributive disambiguation.

2.7.2.4 Full Spillover

Themodel fitted to summed residual log latencies across the full spillover region
is reported in Table 2.41. Unlike the first spillover, I observe a near-credible main effect of
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Table 2.39: Bayesian linear mixed-effects model fit to residual log response latencies on
the first word of the spillover region in Experiment 4.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.06 0.02 (-0.10, -0.02)

Disambiguator (Late) 0.00 0.01 (-0.02, 0.03)

Meaning (each) 0.01 0.01 (-0.01, 0.03)

Disambig. × Meaning 0.04 0.01 (0.02, 0.06)

Table 2.40: Conditional means and measures of spread for the full spillover region in Ex-
periment 4. Standard errors are reported over summed raw response latencies, and boot-
strapped 95% confidence intervals are reported over the critical measure, summed residu-
alized log response latencies.

Meaning Position Sum RT SE Sum Resid. Log RT 95% CI

together Early 2768 52 -0.15 (-0.23, -0.08)

together Late 2750 52 -0.19 (-0.26, -0.12)

each Early 2626 45 -0.26 (-0.33, -0.20)

each Late 2832 57 -0.09 (-0.16, -0.01)

disambiguator position, such that this region received slower latencies when following
a predicate with post-verbal disambiguation, β̂ = 0.03, 95% CRI = (-0.00, 0.07). This was
driven by a continued cost for late each (vs. early each), δ̂ = 0.19, P (δ > 0) = 0.99, while
patterns for together reflected the opposite effect, δ̂ = -0.05, P (δ > 0) = 0.23. This was
reflected in a positive interaction between disambiguator position and meaning, β̂ = 0.06,
95% CRI = (0.02, 0.10), continuing the pattern from the first position of the spillover. Bayes
factor analysis suggests moderate evidence for the predicted interaction (BF10=8.05).

2.7.3 Discussion

The results of Experiment 4 demonstrate broad evidence for the specification
of collective vs. distributive interpretations during the processing of verbs with plural
subjects. Critical evidence comes from extra costs associated with late distributive disam-
biguation that emerge after each follows a predicate, which I interpret as a distributivity
garden path. These patterns match what was found by Frazier et al. (1999) in eyetracking,
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Table 2.41: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the full spillover region in Experiment 4.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Intercept -0.10 0.03 (-0.17, -0.03)

Disambiguator (Late) 0.03 0.02 (-0.00, 0.07)

Meaning (each) -0.02 0.02 (-0.07, 0.02)

Disambig. × Meaning 0.06 0.02 (0.02, 0.10)

and Dotlačil and Brasoveanu (2021) in self-paced reading, but notably mismatch the ab-
sence of such effects for these stimuli in my self-paced reading data from Experiment 3.
Whatever the reason for the absence of reanalysis effects in Experiment 3, their presence
here is another indication of motivated early commitment in the Maze.

Of secondary interest, I also replicated an unexpected difference between col-
lective and distributive interpretations of these predicates: on the predicate and in the
spillover region, I found evidence that constructing a collective reading incurs particular
costs.This is at odds with preferences of interpretation when the distinction is ambiguous:
in my norming data, collective readings were by far preferred to distributive readings. And
response latencies in the Maze suggested that collective readings were often considered
first, prompting a high likelihood of reanalysis when late distributive disambiguation was
encountered. Rather than costs of selecting a collective meaning against a distributive bias,
this slowdownmight diagnose independent costs of interpreting a collectivemeaning.This
is interestingly at odds with hypothetical structural complexity: in formal semantics, it is
generally the distributive reading which is treated as derived, and the collective as basic.
I do not challenge this structural proposal, but suggest that collective readings may be
independently costly for other reasons more closely related to interpretation, such as the
effort required to represent a pair of individuals acting as a group. More work with ad-
ditional comparisons would be necessary to evaluate this kind of hypothesis. Regardless
of the nature of the cost, I note that this is an interesting case of an apparent interpretive
default towards a seemingly more difficult computation.
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2.8 General discussion

Evidence from the processing of polysemy and distributivity in the Maze task
supports the hypothesis that task motivations can motivate earlier commitments to lexical
and relational meanings during incremental comprehension. I conclude by highlighting
open questions about the nature of deferred selection, before discussing considerations for
a theory of the interface between these taskmotivations and interpretive decision-making,
and connecting the present results to work on how other factors of the environment may
influence processing behavior.

2.8.1 Deferring decisions

I have concluded in this chapter that comprehenders somehow avoid making an
immediate commitment about a particular aspect of meaning during incremental process-
ing in a few cases, particularly polysemous nouns and distributivity ambiguities, in the
absence of informative contexts, in standard (non-Maze) comprehension tasks. Evidence
for this deferment comes from the absence of canonical garden-path and subordinate se-
lection effects; that is, we have evidence for these cases that comprehenders do not select
a single analysis.

We have less evidence about what exactly they do in the absence of selection,
a question which has been of critical interest in the literature on the interpretation of
polysemy since Frazier and Rayner (1990). The most plausible answers are either that (i)
comprehenders do activate all maximally-detailed meanings as usual but do not select
between them until a later date, or (ii) comprehenders avoid generating a plurality of
meanings by adopting only a less-detailed underspecified representation (see especially
Frisson and Pickering, 1999 and subsequent review in Frisson, 2009). The data reviewed
here for polysemy cannot distinguish between these possibilities, although I add to a body
of work that demonstrates that at least when a polyseme receives a fully specified in-
terpretation, its senses do compete and interact much like the meanings of a homonym
(Klein & Murphy, 2001; Klepousniotou et al., 2008; Foraker & Murphy, 2012; Lowder &
Gordon, 2013; Fishbein & Harris, 2014; Brocher et al., 2016, 2018). On the other hand, the
observation of deferred interpretation for distributivity may not lend itself so easily to
an underspecification-type account, at least in that formal semantics has not generally
proposed representations which are compatible with both collective and distributive in-
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terpretations, although see Schwarzschild (1994) for one exception.
Although they cannot be distinguished here, temporary parallel consideration

and underspecification make different predictions about the availability of possible inter-
pretations during the period of deferment before selection takes place. The latter chapters
of this dissertation will present a better opportunity to probe for the rapid consideration
of those interpretations in other cases of deferred selection, and largely concur that possi-
ble interpretations do become available to the comprehender far in advance of selection,
ruling against an underspecification account for at least those phenomena. I will not rule
on whether rapid generation of meanings in also occurring in the cases of this chapter,
but hope that it might be investigated further in future work.

2.8.2 Risk-taking in strategic decision-making

For both of the linguistic phenomena studied here, I have provided evidence that,
depending on the demands of a task, comprehenders may violate a typical heuristic for
minimal effort. This heuristic has been proposed to explain the online underspecification
of polysemes in neutral contexts, replicated in Experiment 1, and it plausibly underpins
the lack of online commitment to the fine details of event structure in my Experiment
3. The intuition I have advanced, taken from Forster et al. (2009), is that the violation
of that heuristic in my Maze experiments is crucially connected to the utility of a fixed
interpretation for leftward context.

I posit the relationship betweenminimal commitment and the utility of full com-
mitment can be better understood if we re-frameminimal commitment from a fixed heuris-
tic to a derived optimization of cost and benefit within a given environment. Incremental
parsing of any stimulus which is perceived through time poses a difficult problem (Hale,
2011). Any representational commitments which are made before the offset of the stim-
ulus run the risk of being incorrect and requiring costly revision of some sort. On the
other hand, delaying the representation of early portions of the stimulus while waiting
for more information can be costly, because surface-level features of the input may be
difficult to maintain and integrate at a long distance. A rational parser, then, should find
some medium between eagerness and reticence, choosing to risk the formation of a rep-
resentation from incomplete evidence only in order to avoid the potential failures or costs
of integration at a long time delay.

I suggest that minimal commitment during incremental comprehension can be
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derived as a result of this typical state of affairs.While (some) grammatical representations,
like the distinction between two distinct lexical items, offer enough utility that they are
worth taking a risk on, more abstract interpretive distinctions, like the difference between
two senses of a polyseme, may require reanalysis more often than they are worth. This
is a more flexible hypothesis than a traditional linguistic/post-linguistic interpretational
divide, and so it should be adopted cautiously, but by doing so here, we may come to a
better understanding of the role of task effects.

Under this account, task demands will not encourage comprehenders to violate
a stored heuristic, but instead can be understood to merely change the environment that
determines our calculations of cost and benefit.TheMaze task introduces exceptional costs
for delayed decision-making, and exceptional benefits for early commitments. To the first
point, it seems certain that the dynamics of the forced-choice decision task slow partic-
ipants down and require participants to divert cognitive resources towards task-related
decision-making, and so information about the stimulus may decay more rapidly than in
everyday comprehension. To the second point, as discussed by Forster et al. (2009), the
decision-making portion of the Maze is intuitively aided by a maximally informative left-
ward context. Decisions to commit to an interpretation for all incoming content are one
way to maximize the information contained in that context. The combination of these fac-
tors can explain why the scale seems to tip towards commitment earlier in the Maze than
typical reading.

Nevertheless, I note that neither of these claims has been independently val-
idated. More work examining the precise motivations and demands instantiated by the
Maze will be necessary to develop a complete understanding of the pattern of early com-
mitment observed here.

Looking towards the future, I expect that more detailed models of participants’
adaptation to this new environment, perhaps specified using domain general approaches
to rational sequential decision-making like reinforcement learning (Sutton & Barto, 2018),
will be of use in further theorizing. Even a simple computationalmodel could help generate
testable predictions, not only about the optimal timing for parsing decisions in various
kinds of environments, but also about the dynamics of how participants progress towards
that hypothetical local optimum.
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2.8.3 Cross-linguistic and individual differences in comprehension

Cast in this way, we can see task-related differences in the timecourse of rep-
resentational decision-making as part of a larger family of related effects on processing
decisions from what may be described as the “parsing environment,” broadly construed.
For instance, distinctions across languages in the time course of representational decision-
making are well known: e.g., different levels of phonological systematicity across English,
French, and Japanese have been argued to induce different strategies for lexical segmen-
tation and access across their native comprehenders (Cutler et al., 1986; Cutler & Norris,
1988; Otake et al., 1993). In the same vein, and closer to the focus of this study, recent work
on the time course of aspect commitments across languages has uncovered language-by-
language variation in the point at which comprehenders will generate a firm represen-
tation of a verb’s aspect. Across several reading studies (O. Bott, 2013; O. Bott & Hamm,
2014; O. Bott & Gattnar, 2015), O. Bott and colleagues have demonstrated that in Russian,
where aspect is morphologically specified to a high degree of precision, decisions about,
e.g., telicity are made directly within the verb region, whereas in English, where there are
fewer explicit cues, decisions are postponed until all arguments of the verb have been en-
countered, and in German, where telicity in the simple past is entirely unmarked, decisions
can be postponed until the sentence boundary. We might reasonably consider all of these
to be strategies in service of optimizing the trade-off between risk and representation.

Work on individual differences in low-level processing behaviors has also en-
gaged with the question of adaptation to a “parsing environment,” in particular, adaptation
to the changing availability of cognitive resources across the human lifespan (see Stine-
Morrow et al., 2006, for a comprehensive review). For instance, Rayner et al. (2006) ob-
served that older adults are more likely to skip words during comprehension. Ruling out
explanations related to oculomotor control, they concluded that older readers are more
willing to take the risk of incorrectly representing the sentence and incur potential re-
reading costs later, perhaps to compensate for age-related differences in working memory
span (Soederberg Miller & Stine-Morrow, 1998).

With further concerted efforts in theorizing and modeling, I see the potential
to integrate the findings in these other literatures with the task effects evidenced in this
study, in service of a general model of processing optimization in a given environment.
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Chapter 3

Considering and cancelling scalar

implicatures

Formal linguistic theory makes a split between strings which afford multiple
interpretations because of representational ambiguity and strings which afford multiple
interpretations only because of uncertainty about the intended message. In this chapter, I
will discuss the processing of a paradigmatic case in the latter camp, assertions featuring
the quantifier some.Themultiple meanings of these assertions have a different nature from
e.g. the homonyms and polysemes discussed in the last chapter. Nevertheless, I consider
this to be another case of indeterminate meaning, and so I ask similar questions about
the status of that meaning during incremental comprehension (when do we select a single
interpretation?), and generally seek to explore this as a test case to better understand how
comprehenders solve the general problem of decision timing.

Main contributions come from a detailed literature review and new evidence
from two experiments using self-paced reading and the Maze. Although there is some de-
bate in the literature, I will assert that known patterns here seem to reflect a process of
Rapid Consideration Without Selection, such that comprehenders postpone a determin-
istic analysis of some as long as they can, even as they use the likelihood of different
interpretations to reason about upcoming input. My own evidence is broadly in line with
this picture, finding no evidence for the garden-path effects and subordinate selection
costs which would be predicted if a single meaning were selected immediately. Given that
comprehenders appear to defer selection, evidence for the rapid availability of distinct
interpretations suggests that comprehenders may generate and maintain multiple inter-

78



pretations in parallel at some stages of comprehension.
A canonical assertion featuring some is given in (5). Some, like all quantifiers, re-

lates the set of individuals who satisfy the predicate in its restrictor (things which are bot-
tles of hand sanitizer) to the set of individuals who satisfy the predicate in its nuclear scope
(things which are scented). On one interpretation, a sentence like (5) asserts that there is
at least one member of the restrictor who satisfies the nuclear scope; i.e. at least some of
the bottles of hand sanitizer are scented. I’ll call this, as is standard, the “lower-bound(ed)”
reading. On another interpretation, the sentence can be taken to have a stronger mean-
ing, asserting not only that there is at least one member of the restrictor who satisfies the
nuclear scope, but also that not all of the members of the restrictor satisfy the nuclear
scope. I.e. merely some of the bottles of hand sanitizer are scented. This interpretation
has not only a lower bound (at least one), but also an upper bound (not all); I’ll call it the
“upper-bound(ed)” reading.

(5) Some of the bottles of hand sanitizer are scented.

Since Grice (1975), one standard analysis of such cases is that some entails the weaker,
lower-bound reading only, and the stronger, upper-bound reading can be derived based
on the principles of well-formed communication. Because speakers typically adhere to a
pressure to be as informative as possible, when a speaker makes a notably weak assertion,
they “implicate” from their avoidance of a stronger alternative (i) that they do not believe
the stronger assertion would have been true, and from here, generally, (ii) that they be-
lieve the stronger assertion is not true. As a result, an upper-boundmeaning can be derived
without positing any ambiguity about the lexical meaning of some. Crucially, this makes
the correct prediction that when certain features of the context disrupt this derivation, the
upper-boundmeaning is less likely—e.g. when the stronger alternative isn’t relevant to the
conversation (e.g. Zondervan et al., 2008), or when the speaker might lack the evidence to
make the stronger assertion (e.g. Goodman and Stuhlmüller, 2013), among other cases (De-
gen, 2015). The upper bound for some, together with a variety of other cases where weak
lexical items implicate the negation of a stronger scalar associate, is classed in particular
as a “scalar implicature”.

The major alternative to this analysis agrees that there is an optional strength-
ened upper-bound meaning for weak scalar items like some, derived by negation of the
stronger alternative all, but contends that this takes place within the semantic interpre-
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tation proper of sentences like (5), where comprehenders may postulate a silent operator
responsible for negating certain alternatives of its prejacent (e.g. Chierchia, 2004; Fox,
2007). While this is associated with a variety of different formal claims, it is worth not-
ing, as do Chemla and Singh (2014a, 2014b), that a semantic theory of scalar implicature
ultimately still imagines that a comprehender must engage in pragmatic reasoning to de-
cide between a simple interpretation contingent on the lexical semantics of a weak scalar,
and an enriched interpretation derived by some additional mechanism. For the cases I will
focus on in this chapter, differences in the predictions for processing accounts depend
more on linking assumptions between competence and performance than the choice of
a Gricean vs. null-operator analysis.1 In the chapter, I will sometimes discuss the upper-
bound meaning as if it is uncontroversially the output of Gricean reasoning, but unless
otherwise noted, my conclusions would be similar if working within a null-operator ap-
proach. I stress that I see nothing about the results I will discuss that argues directly for
one competence theory over the other.

The chapter will proceed as follows. First, in the following section (§3.1), I will
present an overview of the literature on the processing of some, arguing that a coher-
ent picture emerges if we allow for the idea that awareness of a potential upper-bound
meaning may drive expectations in online comprehension long in advance of a costly and
resource-dependent selection process. This approach, dubbed “Rapid Consideration With-
out Selection,” helps make sense of an asymmetry observed in Bergen and Grodner (2012),
where comprehenders seem to derive facilitatory expectations from the consideration of
an upper-bound meaning without demonstrating difficulty when an upper-bound mean-
ing must be rejected. After an interlude where I explore what kinds of expectations could
derive this asymmetry (§3.2), I present a design for a reading study to shore up our empir-
ical understanding of the asymmetry (§3.3), which is then carried out in Experiment 5 in
self-paced reading (§3.4) and Experiment 6 in the Maze (§3.5). The continued absence of
reanalysis effects, even in the Maze, suggests that online selection of enriched meaning is
indeed avoided for some, and in section 3.6 I discuss and relate this to the task-dependent
reanalysis patterns observed in Chapter 2 before concluding.

1This is particularly the case because I do not follow the assumption that a Gricean account of upper-bound
meanings should expect upper-boundmeanings to require amulti-step derivation over complete propositional
meanings before they can be considered during incremental comprehension, see discussion in Chemla and
Singh (2014a, 2014b) and §3.1.3.
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3.1 The processing of scalar implicature

The existing literature on the timecourse of some enrichment has focused largely
on questions of the cost and immediacy associated with the enriched meaning: is the
upper-bound meaning of some available for a comprehender to consider immediately, or
does it emerge only as the result of a costly enrichment process? While early and influen-
tial evidence from judgment tasks was taken to diagnose a late, costly enrichment process,
evidence from event-related potentials and visual world eyetracking experiments demon-
strates that the enriched meaning can nevertheless rapidly influence lexical integration
and referential prediction. In this section, I will review the status of this literature, at-
tempting to make sense of the apparent contradictions by making a distinction which is
often collapsed in this work. I will assume that the process of arriving at an upper-bound
interpretation for some requires both the generation of an upper-bound meaning, and the
selection of that upper-bound meaning. While comprehenders seem to generate enriched
meanings quite early, the available evidence is consistent with a delay in selection, i.e. a
period of online indecision, before a decision process where inhibiting the un-enriched
meaning requires time and executive resources. Reading time experiments provide a cru-
cial role in testing the predictions of this account, motivating the present study using
reading methods to study cancellation.

3.1.1 Delayed influence of enriched meanings in judgment tasks

One of the simplest ways to examine the timecourse of some enrichment is
to observe the dynamics of question responses that require the comprehender to select
the upper-bound meaning. The method follows a standard subtractive logic: if responses
which require the upper-bound meaning exhibit different patterns than responses which
do not require the upper-bound meaning, we can take those differences as the signature
of some process related to enrichment. Indeed, studies of this type, beginning with L. Bott
and Noveck (2004), have uniformly observed that responses associated with an upper-
bound interpretation of some are slower to arrive, and more dependent on the availability
of executive resources, than responses associated with an unenriched, lower-bound inter-
pretation.

Data from these tasks has generally been used to argue that upper-bound mean-
ings emerge after complete comprehension of the stimulus via a costly additional step
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of Gricean reasoning. Here, I will argue for the existence of an alternative interpreta-
tion, which takes costs associated with enriched meaning to diagnose late, costly selection
rather than late, costly generation.

The exact mechanisms of the designs in these studies have varied widely, but all
involve administering binary judgments of “true” vs. “false” (or “felicitous” vs. “infelici-
tous”) to a sentence, either using world knowledge or a visually-represented context. For
instance, in L. Bott and Noveck (2004), participants were instructed and trained to use only
an upper-bound or a lower-bound interpretation of some as they provided a truth value
for critical sentences like (6a) or various control sentences which would be insensitive
to the manipulation (6b-f)2. Rejections of critical sentences in the upper-bound training
condition arrived almost 600ms later than acceptances in the lower-bound training condi-
tion, or indeed other correct rejections of control sentences (see also van Tiel et al., 2019
for similar results in a training paradigm with visual context verification). Participants in
the upper-bound training condition were also quite inaccurate on the critical sentences,
only achieving rejection rates of 60%, while their performance on controls matched the
other group (80–90% accurate). L. Bott and Noveck (2004) also find the same delays when
comparing free, untrained responses to the same prompts: rejections of critical sentences
(consistent with an upper-bound meaning) are associated with slower responses than ac-
ceptances (consistent with a lower-bound meaning), a response time asymmetry which
does not hold in control conditions (see also van Tiel and Schaeken, 2017 and van Tiel et
al., 2019 for similar results in a free-response paradigm with visual context verification).

(6) Stimuli from L. Bott and Noveck (2004)

a. Some elephants are mammals.

b. Some mammals are elephants. (True)

c. Some elephants are insects. (False)

d. All elephants are mammals. (True)

e. All mammals are elephants. (False)

f. All elephants are insects. (False)

For theoretical reasons, it was appealing for L. Bott and Noveck (2004) and subsequent
researchers to attribute these costs and resource-dependent outcomes to the stepwise so-

2The task itself was completed in French. The stimuli listed are the authors’ English translations of their
material.
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cial calculations hypothesized to underlie a conversational implicature. Nevertheless, one
should hesitate to take response time evidence as bearing on the interpretive process per
se. The process of rejecting a some statement which is inconsistent with an upper-bound
meaning indeed depends on the generation of an upper-bound meaning, but it also de-
pends on the selection of that meaning to the exclusion of the lower-bound meaning
(which would lead to a different, positive response). Without further evidence, we can-
not be sure which of these stages is the source of the difficulty observed here.

And whether difficulty should be attributed to generation or selection, slower
response times and reduced accuracy alone are not sufficient to demonstrate the presence
of an additional costly processing step. Participants may also be strategically trading off
on speed for improved accuracy due to differences in difficulty within a single process.
These possibilities can be teased apart with a deadline procedure, wherein participants’
responses are demanded at specific points along the temporal region of interest, allow-
ing researchers to model the time-accuracy function in detail (Reed, 1973). McElree (1993)
used this paradigm to argue that delays in response time associated with dispreferred ar-
gument frame were due to variable difficulty instead of an extra stage of serial processing.
Although average response times in a grammaticality judgment task were slower when a
frequently-transitive verb was presented in an intransitive frame, participants were able
to respond correctly at short intervals when forced to, incompatible with a model where
argument frames are checked serially, one-at-a-time. In comparison, in McElree and Grif-
fith (1995), the paradigm provided evidence for a two-stagemodel where some information
influences decision-making at a delay. For responses in a grammaticality judgment task
associated with thematic violations, as compared to simple syntactic violations, accuracy
at the earliest deadlines was sharply reduced, consistent with later-initiating and slower-
accumulating processing dynamics.

To better determine whether later enrichment responses were indeed the re-
sult of an obligatory temporal delay, L. Bott et al. (2012) applied a deadline procedure to
examine the time-accuracy function for trained upper-bound vs. lower-bound readings
of some in a world-knowledge verification task. Their results support the presence of a
delay, comparable to McElree and Griffith (1995): participants begin exhibiting accurate
truth-value judgment responses for lower-bound some a few hundred milliseconds before
upper-bound some, consistent with later-initiating and slower-accumulating processing
dynamics. An early predominance of incorrect acceptance of critical sentences suggest
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that during this lag, the upper-bound-trained participants were responding based on an
initial lower-bound interpretation. Indeed, mouse-tracking data from in the same design
shows that participants initiate movements towards a lower-bound-consistent response
in this window (Tomlinson et al., 2013).

Convergent evidence for a costly path towards the upper-bound reading
comes from dual-task paradigms, where participants performed world-knowledge or
depicted-context verification under cognitive load. For instance, De Neys and Schaeken
(2007) had participants memorize a complex dot pattern (Bethell-Fox & Shepard, 1988)
before each world-knowledge verification trial, known to demand executive functioning
resources (Miyake et al., 2001). Participants were prompted to reproduce the dot pattern
after their verification response. The authors observed a small but significant reduction
in upper-bound-consistent responses from 79% of easy-pattern control trials to 73%
of critical harder-pattern trials, while control conditions were unaffected (see also
Dieussaert et al., 2011, and replication with depicted contexts in Marty et al., 2013; Marty
and Chemla, 2013; van Tiel et al., 2019). Such evidence that comprehenders arrive at
enriched meanings for some less frequently when executive function is taxed has been
taken to as evidence that executive function is somehow required to derive the enriched
meaning.

Pursuing the hypothesis that this is a generation-level effect, researchers at-
tempted to locate exactly which component of generation was responsible for these costs.
One attractive possibility was that enriched, upper-bound meanings engender costs due
to the relative complexity of the upper-bound meaning itself. While a lower-bound mean-
ing for some requires only the existence of some element of the restrictor which satisfies
the nuclear scope, an upper-bound meaning requires the existence of a complement set
whose members do not satisfy the nuclear scope. Another possibility was that such costs
were associated with the hypothetical steps of an implicature derivation, in which an al-
ternative to some must be identified (all) and negated (not all) before being added to the
sentential meaning (some but not all). Natural language affords a useful comparison case
in the string only some: here, the same meaning is instantiated (requiring the existence
of a complement set with members for whom the nuclear scope is false). Moreover, the
same derivational steps, by reasonable assumption, should underlie the comprehension of
only some: only is generally taken to be a focus particle associated with a prejacent lin-
guistic expression, and entail that all contextual alternatives to the prejacent would make
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the utterance false (e.g. Rooth, 1985). When the prejacent is some, then, comprehension
presumably involves identification and negation of the all alternative.

Nevertheless, response behaviors reflecting difficulty for pragmatically-derived
upper-bounded some can be observed above and beyond the costs associated with only

some. In the second response deadline experiment reported in L. Bott et al. (2012), Bott
and colleagues observed that accurate judgment responseswhich are dependent on trained
upper-bound some are associated with a short delay compared to accurate responses de-
pendent on only some. Likewise, Marty and Chemla (2013) found that upper-bound re-
sponses for only some were not reduced under cognitive load in the same way as those
in the critical some condition. These costs suggest there is difficulty associated with the
pragmatically-enrichmed meaning in judgment tasks above and beyond the calculation of
an upper-bound meaning through the identification and negation of an alternative quan-
tifier.

The major differences that remain between a pragmatically-enriched some and
only some are twofold: (a) the theory-internal difference between strengthening via rea-
soning about the act of communication and strengthening via the entailments of only,
and (b) the context-dependence of the strengthened meaning; e.g. pragmatic enrichment
is context-dependent and prompts comprehender uncertainty.3 That is, in the face of the
evidence of some delay specific to pragmatically-enriched some, it would seem to be ei-
ther an effect of costly generation through social reasoning, or an effect of costly selection
due to comprehender uncertainty. Without particular evidence that the delay is associated
with communicative reasoning, the latter seems like a more attractive explanation for the
remaining variance (Marty and Chemla, 2013; see also Khorsheed et al., 2022 for useful
discussion).

Nicely, this explanation affords an operationalization quite similar to the sub-
ordinate selection effect on the reading times of biased homonymous nouns in contexts
which prompt an infrequent interpretation (see Pacht and Rayner, 1993 for a review, and
also discussion in §2.2). A context-dependent meaning for an ambiguous string may en-
gender cognitive effort simply as a result of a conflict between a pre-contextual bias for
one meaning and the use of contextual cues.4

3Of course, (a) only applies on a Gricean theory of scalar implicature, and not silent-operator theories,
which are largely indistinguishable from positing a silent only. Difference (b) holds regardless of your pre-
ferred account of implicature.

4This parallel is probably overly strong, as there may be unprobed differences in the dynamics of the

85



Table 3.1: Summarizing generalizations and conclusions from the judgment literature on
some-enrichment.

Generation of UB meaning Selection of UB meaning
Timing Difficulty Timing Difficulty

Verification responses are delayed when consistent with upper-bound meaning.
(e.g. L. Bott and Noveck, 2004; L. Bott et al., 2012; Tomlinson et al., 2013)

- - When prompted Entails a slower
decision process

Verification responses consistent with upper-bound meaning are reduced under
cognitive load. (e.g. De Neys and Schaeken, 2007; Dieussaert et al., 2011)

- - When prompted Requires executive
resources

Delays, resources required for only some verification are smaller.
(e.g. L. Bott et al., 2012; Marty and Chemla, 2013)

- - - Time, resources are
required due to LB
inhibition

Adopting this interpretation of the truth-value judgment studies reviewed
above, I summarize the relevant generalizations and associated conclusions in Table 3.1.
Notice that, given this interpretation, we would take these tasks as evidence only for the
difficulty of post-stimulus selection of the enriched meaning. Further evidence that a
late-selection approach is preferable to a late-generation approach will come in the next
section.

3.1.2 Earlier influence of enriched meanings in lexical integration and refer-

ence prediction

Indeed, in contrast to the original interpretation of the studies above, evidence
from event-related potentials (ERPs) and visual world reference-resolution experiments
suggests that comprehenders in fact rapidly activate and exploit enriched meanings dur-
ing online comprehension. The contrast is most apparent in a pair of ERP studies which
examine stimuli of the same form as L. Bott and Noveck (2004): Nieuwland et al. (2010)
and Hunt et al. (2013). Both studies examined the envelope of the N400 response, taken
to index lexical integration difficulty compatible with the absence of facilitatory expecta-

difficulty. E.g. metonymy in biased contexts admits a subordinate access effect much like homonymy (Lowder
and Gordon, 2013, see also Ch. 2 of this dissertation), and yet L. Bott et al. (2016), in another deadline study,
observe no evidence that dominant (literal) meanings ofmetonyms precede subordinate (figurative)meanings,
in contrast to the delay for upper-bound some observed in L. Bott et al. (2012).
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tions, on a critical noun of an assertion featuring some. Nieuwland et al. (2010) observed
larger N400 responses for nouns in the nuclear scope which are incompatible with upper-
bounded some (i.e. nouns which would only generate world-knowledge-consistent asser-
tions with lower-bounded some) (7a), compared to those which are compatible with the
upper-bounded meaning (7b).

(7) Stimuli from Nieuwland et al. (2010)

a. Some people have lungs… (inconsistent with upper-bounded some)

b. Some people have pets… (consistent with upper-bounded some)

Hunt et al. (2013) supplemented the earlier findings of Nieuwland et al. (2010) with vi-
sual contexts, allowing them to keep the linguistic signal identical, but manipulate truth
in context across conditions. On stimuli where the critical noun is the restrictor of parti-
tive some, they replicated the critical N400 when the noun creates an assertion which is
incompatible with the upper-bounded reading of some. But crucially, they also compared
the ERP on this noun when it creates an assertion which is incompatible with either read-
ing of some. The authors observed a stairstep pattern: totally incompatible nouns yielded
the largest N400 response, followed by the upper-bound incompatible nouns, followed by
the upper-bound compatible nouns.

(8) Stimulus from Hunt et al. (2013)

The student cut some of the steaks…

(context: only some steaks cut, all steaks cut, or no steaks cut)

In both studies, the critical N400 on upper-bound inconsistent stimuli is found to be vari-
able between participants. Nieuwland et al. (2010) observe the effect only for participants
highly skilled in pragmatic reasoning (scoring highly on the Communication scale of the
Autism-SpectrumQuotient questionnaire, Baron-Cohen et al., 2001), and Hunt et al. (2013)
observe the effect only for participants whose offline verification responses are consistent
in their preference for the upper-bounded meaning of some.

On the whole, ERP results suggest that at least some comprehenders consider
the potential enriched meaning of some early enough to make upper-bound consistent
predictions about critical nouns a few positions later. In particular tasks, comprehenders
may even activate upper bound meanings as part of the out-of-context lexical entry of
some. Barbet and Thierry (2018) report the results of what we might call a “homogeneity
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Stroop task,” where participants had to respond “Yes” when all letters of a presented word
were uppercase. ERP envelopes revealed a Stroop-like N450 response, thought to index
the presence of conflicting information, when participants were presented with the word
all in mixed case, as would be expected if the lexical meaning of all were competing with
the necessary response of not all. However, the authors observed the same N450 response
when participants were presented with the word some in uniform uppercase, as would
only be expected if the lexical meaning of some were competing with the necessary re-
sponse of all. The authors note that this would be unexpected if early processing of some

activated only the lower-bounded meaning, as this has no necessary conflict with an all

response. This would seem to indicate that participants in the task associated the word
some immediately with a potential upper-bounded meaning, although we might hesitate
to compare this task directly with incremental sentence comprehension.

In comparison to the consistency of delayed costly judgment responses on one
hand, and early anticipation in the ERP record on the other hand, studies which examine
reference prediction effects in visual-world eyetracking have been the source of many
conflicting conclusions, and remain a hotbed of debate for researchers interested in the
timecourse of pragmatic reasoning. I will argue here that these results are most in line with
the relatively rapid online use of upper-boundmeaning to anticipate reference. Y. T. Huang
and Snedeker (2009a, 2011), pioneering the use of this method in this literature, provided
early evidence that comprehenders had only delayed access to upper-bounded meanings.
They tracked comprehenders’ gaze between two individuals that could be described by
the head noun of a relative clause inside a definite nominal expression, a scenario where
the relative clause is presumed to provide a further description which uniquely picks out
a target individual. Relative clauses then contained a critical quantifier or numeral (9). In
their critical condition, the stimulus described an individual that had some of a restrictor.
Until comprehenders heard the restrictor, the instructions would be compatible with two
individuals, e.g. a girl who had all of the soccer balls, and a girl who had only some of
the socks. By hypothesis, as soon as participants can relate some to its alternative all and
compute the potential enriched meaning given use of the weaker alternative,5 they should
begin anticipating reference to the girl who has only some of the socks (cf. similar effects
of anticipatory use of prenominal adjectives in Sedivy et al., 1999 et sequens). In control

5Note that this enrichment is not a scalar implicature in the strictest sense, although it would be reasonable
to derive it fromGricean reasoning over potential descriptions given the pressure to describe a unique referent.
See Breheny et al. (2013) for further discussion.
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conditions, the unambiguous meaning of all, the upper-bounded meaning of two, or either
upper- or lower-bounded meaning of three was sufficient to pick out a unique individual.
Gaze data revealed that participants anticipated the target referent equally in all conditions
besides some, where no pre-restrictor anticipation effect was apparent (Y. T. Huang &
Snedeker, 2009a) until the ambiguous region was extended in a follow-up study, revealing
a delay of approximately 800ms (Y. T. Huang & Snedeker, 2011).

(9) Stimuli from Y. T. Huang and Snedeker (2009a)

Point to the girl that has {some, all, two, three} of the socks.

However, early studies from other research groups, using slightly different designs, were
unable to replicate this evidence for delayed use of the upper-bounded meaning, report-
ing near-immediate anticipatory looks equivalent to all conditions (Grodner et al., 2010;
Breheny et al., 2013). In subsequent attempts to probe this inconsistency in results (De-
gen & Tanenhaus, 2016; Y. T. Huang & Snedeker, 2018), researchers demonstrated that
delays in anticipatory looking depend on the presence of trials where the distribution of
critical objects is referred to using expressions other than some and all (i.e. the use of nu-
merals). Degen and Tanenhaus (2016) suggested that the apparent delay is the result of
flexible constraint-based processing of some, whereby the ease of interpreting some in the
intendedway is depressed by the presence of salient alternatives besides all (i.e. the numer-
als). Y. T. Huang and Snedeker (2018) weighed this explanation against another possibility,
that in studies with little referential variation, participants may have pre-associated de-
picted individuals with partial sets and the expression some. In follow-up naturalness and
production experiments, the latter authors challenged the offline evidence supporting the
Degen and Tanenhaus (2016) explanation, demonstrating that some remained felicitous
and frequent for their participants even when numeral alternatives are salient in context.
Their evidence thus suggests that the Grodner et al. (2010) and Breheny et al. (2013) null
findings are best thought of as showing task-specific facilitation of the enriched meaning
of some, and the delays observed in other studies (Y. T. Huang & Snedeker, 2009a, 2011;
Degen & Tanenhaus, 2016; Y. T. Huang & Snedeker, 2018) are characteristic of a slower,
real-time process of enrichment.

Nevertheless, a final recent development in the literature has once again raised
the possibility that the oft-observed delay may still be the result of task effects. Sun and
Breheny (2020) reasoned, in line with some evidence in Degen and Tanenhaus (2016), that
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the discrepancy between some and all could be an illusion caused by facilitated processing
of all in the Huang and Snedeker design. For instance, as they demonstrated in an initial
offline judgment experiment, comprehenders have a basic preference for the use of all
with large sets (like the target set in the all condition in e.g. Y. T. Huang and Snedeker,
2009a) and a basic dispreference for the use of all with sets with a cardinality of two (like
the competitor set in the all condition in e.g. Y. T. Huang and Snedeker, 2009a). When they
eliminated these factors which may have facilitated the processing of all in that condition,
they observed that both all and some conditions featured the same delay relative to the nu-
meral conditions. They attribute this delay to the dependence of both target meanings on
comparison between the domain of a quantifier and the set of individuals which satisfy the
nuclear scope. (The useful upper-bounded readings of numerals don’t require this effort in
the same conditions, as matching referents can be identified merely through rapid subiti-
zation of the objects in their posession.) Furthermore, they argued that the upper-bound
reading of some was considered quite rapidly by their participants, pointing to evidence
that comprehenders in the some condition began checking the unpossessed members of
potential domains just as rapidly as comprehenders in the all condition, informationwhich
would only be relevant for the upper-bounded meaning of some.6

This new evidence for early consideration of an upper-bound meaning for some

brings the visual world and ERP effects somewhat into alignment. Both suggest that the
upper-boundmeaning of some is considered quickly in online processing, and begins influ-
encing predictive processes within the next few words. The stair-stepped N400 responses
of Hunt et al. (2013) suggest that upper-bound consistent continuations are anticipated
more strongly than continuations consistent with only a lower-bound interpretation, but
that even the latter continuations are expected to some degree when compared to com-
pletely infelicitous options. Likewise, the quantification-driven gaze patterns of Sun and
Breheny (2020) suggest that comprehenders begin considering the possibility of an upper-
bound meaning early, and can exploit its potential contrastive value for reference pre-
diction as early as in controls featuring all—however, in neither case does this prediction
show up to the overwhelming degree demonstrated in cases like Grodner et al. (2010),
which we may be able to comfortably consider a figment of strategic task performance

6The lower-bounded meaning of some would be satisfied by the presence of any members of the domain
among a character’s possessions. If participants were only considering this meaning during their early pro-
cessing, looks to the unpossessed objects, what Sun and Breheny (2020) called the “residual set,” should be
somewhat delayed.
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Table 3.2: Summarizing generalizations and conclusions from the ERP and visual world
literature on some-enrichment.

Generation of UB meaning Selection of UB meaning
Timing Difficulty Timing Difficulty

N400 responses signal some integration difficulty for nouns that mismatch
upper-bound meanings. (Nieuwland et al., 2010; Hunt et al., 2013)
Influences lexical
prediction within a
few words

- - -

Anticipatory gaze patterns reflect use of upper-bound meaning around 800ms after
some. (e.g. Y. T. Huang and Snedeker, 2011; Sun and Breheny, 2020)
Influences referent
prediction within
800ms, influences
other looking
behavior even faster

Requires the same
multiple-set
comparison as all

- -

(Y. T. Huang & Snedeker, 2018). While consideration is rapid, no evidence suggests that
dominance or selection of this meaning is immediate.

I summarize the relevant generalizations and associated conclusions in Table
3.2. Notice that this is taken as evidence regarding the timecourse of generation, unlike
the generalizations in Table 3.1.

3.1.3 Reconciling late verification and early prediction

How, then, do we reconcile these two sets of observations? On the one hand, re-
sponses consistent with the upper-bound meaning of some in a truth-value judgment task
are dependent on slow and effortful processing. On the other hand, upper-boundmeanings
of some can begin influencing lexical prediction and reference anticipation rather quickly.
The solution cannot be a hypothesis of strategic variation in behavior, because we can,
in fact, observe both effects in the same experiment. Degen and Tanenhaus (2016) noted
that in their visual-world eyetracking experiments, responses to a truth-value judgment
prompt that were consistent with an upper-bound meaning for some consistently arrived
later than those which were consistent with a lower-bound meaning for some, even in
experiments where participants’ gaze patterns revealed early awareness and exploitation
of an upper-bound meaning. Again, following Y. T. Huang and Snedeker (2018), it may
be the case that any exceptionally early use of the upper-bound meaning was the con-
sequence of verbal pre-coding for the depicted referents, but it is still notable that early
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online awareness of an upper-bounded meaning could co-exist with a response delay pur-
ported to diagnose a post-stimulus process of costly enrichment.

As suggested by Degen and Tanenhaus (2016), and hinted at above, this picture
can be comfortably resolved if we consider generation of the enriched meaning and selec-
tion of the enriched meaning for a forced-choice response separately. If we trust the online
evidence, a participant in the critical condition of a truth-value judgment study has indeed
had the chance to activate an upper-bound meaning for some well before their response is
elicited, but the response requires that they take into consideration only this upper-bound
meaning.That is, if a lower-bound meaning has been activated at all—and the partial facil-
itation of continuations only compatible with a lower-bound reading in Hunt et al. (2013)
suggests it has—it must be inhibited or ignored. If the lower-bound meaning is somehow
more dominant, due to its context-independence, or weaker entailments, inhibiting it will
be harder than whatever inhibition would be required to ignore an upper-bound meaning
and select a lower-bound meaning. The inhibition and selection required by a response
prompt would not necessarily have any expected fingerprint in the critical lexical predic-
tion and referential anticipation evidence. While it is indeed reasonable that in the course
of free sentence interpretation comprehenders will select a single meaning for a some ut-
terance at some point, we have no evidence in the studies reviewed above that participants
are engaging in such a commitment in the early online window under investigation.

On this approach, the major difference between what we might call a
“pragmatically-dependent response cost” and the subordinate selection cost observed
online for homonyms (Rayner & Frazier, 1989) is simply that for homonymy, the
selection process which engenders the difficulty is carried out among potential lexical
representations during immediate online processing, and thus visible in reading behavior,
while for pragmatic enrichments, the selection process is carried out among potential
sentence representations at some later stage, possibly only when cued, and thus most
obvious in response behavior. To be clear, proposing late selection does not pretend that
an enriched meaning is not rapidly under consideration during online reading: indeed,
evidence suggests that it must be. It simply imagines that cognitively effortful selection
between the lower-bound and upper-bound meaning, and the associated inhibition of
whatever is not selected, is not an obligatory part of the immediate processing of some.

Before moving on, I’d like to clarify two points. First: I have adopted without
much worry the claim that the upper-bound meaning for somemay be considered without
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particular cost compared to similarly-complex meanings that don’t arrive via enrichment,
like only some or even all. I have considered that for the comprehender, this might essen-
tially resemble the process of deciding between pre-stored meanings for a homonym.This
is in sharp contrast with the picture expected in most experimental pragmatic work on
the topic. After all, the substantive contribution of Grice was to take the burden of mean-
ing multiplicity away from the grammar for cases like some. I do not question a Gricean
derivation of the upper-bounded meaning, but I would like to point out that positing a
Gricean derivation for the meaning does not entail that comprehenders must engage in
social reasoning to postulate that meaning every time they encounter some. In general,
a claim for a pragmatic source of meaning at the level of competence need not assume
that meaning is gated behind a costly pragmatic process in performance. A pragmatically
competent language learner can rely on a single logical meaning for some, while still ex-
ploiting their experience with the word to begin weighing its two possible interpretations
immediately whenever they encounter it. Much the same point has been demonstrated in
the processing of regular polysemy, where certain senses of a word can be derived from a
“literal” meaning together with a rule—e.g. the “producer-for-product metonymy” of us-
ing “Dickens” to refer to that author’s works—yet comprehenders can apparently access
these meanings without extra derivational processing during online reading (Frisson and
Pickering, 1999; L. Bott et al., 2016).

Secondly: although we don’t see such a case here, it is possible for response
time delays to co-occur with delays in the use of information during incremental com-
prehension. Take for instance the case of verbal thematic structure, where we seem to
observe a universal delay in availability to all components of sentence processing. Just as
thematic information seems to influence participant responses in a judgment task at some
delay (McElree & Griffith, 1995), it has a delayed effect on, for instance, online predictive
structure-building: the argument structure of a verb is apparently not accessed quickly
enough to contravene predictions for an object position in e.g. filler-gap processing, so-
called “hyper-active gap filling” (Omaki et al., 2015, pace Staub, 2007). We can thus imagine
at least three situations where information appears to be accessed at a delay in response
behavior: (a) the information is not associated with any cost, but simply a higher stochas-
tic rate of failed retrieval—e.g. considering infrequent vs. frequent argument frames in
McElree (1993); (b) the information is indeed available only at a delay, as it requires the
completion of an extra process—e.g. accessing thematic vs. syntactic information in McEl-
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ree and Griffith (1995) and Omaki et al. (2015); and (c) the information is itself available
early, but an exhaustive selection process engenders a costly delay. I argue here that prag-
matic enrichment is an example of case (c).

One complication to this picture comes from the observation that different kinds
of pragmatic enrichment do not exhibit consistent processing effects. For instance, com-
parable response delays aren’t observed in judgment tasks with free choice or conditional
perfection inferences (Chemla & Bott, 2014; van Tiel & Schaeken, 2017). In a recent line
of work, van Tiel and colleagues have demonstrated that evidence for processing costs
varies even within the domain of scalar implicatures (van Tiel et al., 2019; van Tiel and
Pankratz, 2021; Sun et al., 2023; see Khorsheed et al., 2022 for review). On the one hand, de-
lays for responses consistent with upper-bound meanings are substantial for many other
weak scalar items besides some, e.g. or, might, most (van Tiel et al., 2019), as well as weak
adjectives like content, passable, warm (van Tiel & Pankratz, 2021). On the other hand, for
many weak scalar items, costs are reliably absent, e.g. scarce, low (van Tiel et al., 2019),
cool, and mediocre (van Tiel & Pankratz, 2021). In fact, exceptional items also show a
lack of resource-dependence in a cognitive load task (van Tiel et al., 2019), and no lag
in enrichment-based behavior in visual-world gaze patterns or incremental forced refer-
ential prediction (Sun et al., 2023), although in this latter case we might not have expected
a lag to begin with (Sun & Breheny, 2020).

Noticing that the only cases where difficulties are observed are with weak pos-
itive scale items, van Tiel and colleagues have hypothesized that such difficulties are re-
lated to an interaction between scalar implicature and polarity. The proposal is as follows:
enriched meanings of statements with weak positive scale items feature the negation of
a stronger positive scale item. Administering a judgment to sentences with an explicit
(not above) or “implicit” (below) negative meaning has long been observed to come at a
delay (Clark & Chase, 1972), at least without supporting context (cf. Nieuwland and Ku-
perberg, 2008). Administering a judgment to sentences with enriched weak positive scale
items, then, would also undergo such a cost. In contrast, enrichment of weak negative
scale items requires the negation of a negative meaning, equivalent to a positive meaning
and thus perhaps thus easier to process than an un-negated negative, if you believe that
negative valence, and not negation as an operator, drives the classic negative delay effects
(see Sherman, 1976). Nevertheless, this negativity-based proposal would incorrectly ex-
pect the same costs for verification of only some, given the negation introduced by only,
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whereas we see evidence that enriched-some verification remains more costly than only

some verification (L. Bott et al., 2012; Marty & Chemla, 2013).
Accounting for the scale-specific variation in processing costs remains troubling

under the ambiguity resolution account discussed above, but not impossible. If costs in
verification paradigms arise as a symptom of the difficulty of inhibiting a favored un-
enriched meaning, and if the un-enriched meaning is less favored in cases like low and
mediocre, then we could derive the absence of costs. Offline judgment studies (e.g. van
Tiel et al., 2016) do find wide variation in endorsement rates for implicatures, and low to
low but not depleted and similar cases are indeed among the most endorsed, but so is some

to some but not all: more work is needed to determine whether degrees of bias could indeed
explain the spectrum of processing costs.

3.1.4 The outlook from reading time experiments

Against the background presented in the previous sections, reading time studies
offer a unique opportunity to observe the timing of some-enrichment during a less directed
task. They are also the one paradigm where researchers have examined the interpretation
of some at a wider time window, looking for consequences of an enriched upper-bound
meaning beyond the some assertion itself. On the whole, results from these studies fail to
provide consistent evidence that readers require a costly generation process to access the
upper-boundedmeaning of some. Nevertheless, they add to the ERP and visual-world stud-
ies reviewed above in demonstrating that upper-bounded meanings are activated quickly
enough to influence processing of later material.

As in the visual-world paradigm, early research on some in reading found evi-
dence consistent with an immediate but costly enrichment process. Breheny et al. (2006)
instantiated what has come to be the typical design for such a study, investigating read-
ing times at some and immediately following positions while manipulating whether the
context supports an upper-bounded reading. Researchers also typically examine the pro-
cessing of context-sensitive only some as a control: a context-dependent slowdown at
some—but not only some—in upper-bound-consistent contexts would be taken to index
an immediate costly enrichment process. Breheny et al. (2006) manipulated support for
the upper-bound reading by introducing explicit narrative-internal questions, as in (10).
(Stimuli are presented here in translation, as the study itself was conducted in Greek.) For
validation that scalar enrichment is sensitive to relevance manipulations via such ques-
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tions, see e.g. Zondervan et al. (2008).

(10) Stimuli from Breheny et al. (2006), Experiment 3 (critical segment in bold)

a. Upper-bound:Mary asked John whether he intended to host all his relatives in
his tiny apartment. John replied that he intended to host some of his relatives.
The rest would stay in a nearby hotel.

b. Neutral:Mary was surprised to see John cleaning his apartment and she asked
the reason why. John told her that he intended to host some of his relatives.
The rest would stay in a nearby hotel.

Breheny and colleagues observed that, in a segmented self-paced reading task, the seg-
ment containing some was read 100ms slower in the upper-bound context, taking this as
evidence of costly enrichment. Although a control condition with only some was shown
to participants, the authors declined to analyze reading times at some for this condition,
presumably because the extra particle was present within the critical segment.

Bergen and Grodner (2012) improved somewhat on the quality of the evidence
for costly enrichment in a later word-by-word self-paced reading study in English. Rather
than manipulating the relevance of the upper bound in context, they controlled the avail-
ability of the upper-bound reading by manipulating the characterized knowledgeability of
the speaker (11). As scalar enrichment here depends on the assumption that the speaker
has the competence to have asserted all (see e.g. Goodman and Stuhlmüller, 2013 and
Tsvilodub et al., 2023 for offline validation), slowdowns particular to the knowledgeable-
speaker condition may index enrichment costs. Indeed, at the quantifier itself, and the
three words immediately following it, Bergen and Grodner observed that self-paced read-
ing times are delayed by roughly 20ms in this condition. Controls featuring only some

in the same window showed no comparable effect. They attributed this delay to context-
specific generation of the upper-boundmeaning, blocked when the prerequisites for scalar
enrichment were not met.

(11) Stimuli from Bergen and Grodner (2012) (critical segments in bold):

a. Knowledgeable:Atmy clients request, I meticulously compiled the investment
report. Some of the real estate investments lost money. The rest were success-
ful despite the recent economic downturn.

b. Neutral: At my clients request, I skimmed the investment report. Some of the
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real estate investments lost money. The rest were successful despite the recent
economic downturn.

While both these studies would suggest immediate and costly enrichment, a trio of stud-
ies aiming to replicate the original Breheny et al. (2006) finding failed to observe the
same penalties at some (Politzer-Ahles & Fiorentino, 2013; S. Lewis, 2013; Hartshorne &
Snedeker, 2014). Politzer-Ahles and Fiorentino (2013) ran a quite close self-paced reading
replication in English, standardizing the contextualmanipulation to a comparison between
a contextual all question vs. a contextual any question, where the former should support
an upper-bound reading. Nevertheless, they found no differences at some across contexts.
In a quite similar eyetracking-while-reading experiment, S. Lewis (2013) introduced im-
plicit all vs. any questions via the intentions of a protagonist, and again observed no dif-
ferences at some, in any eye-movement measure. Finally, in another self-paced reading
study Hartshorne and Snedeker (2014) attempted to control the availability of the upper-
bound reading bymanipulating themonotonicity of the immediate semantic environment,
following evidence that scalar implicatures are largely not computed in downward entail-
ing environments like the antecedent of a conditional (e.g. Chierchia et al., 2001 re: or).
While this might be expected to be a particularly strong manipulation, as it relies on an
interaction between enrichment and grammatical context, Hartshorne and Snedeker again
observe no differences in the reading profile of some in either of the two experiments they
report, or the many replications mentioned in their discussion.

Evidence is thus split as regards a contextually-gated, immediate, and costly en-
richment process during reading. To date, there has not been an attempt in the literature
to untangle the exact factors which control the difference in findings between Breheny
et al. (2006) and Bergen and Grodner (2012) on one hand, and the null effects of Politzer-
Ahles and Fiorentino (2013), S. Lewis (2013), and Hartshorne and Snedeker (2014) on the
other. Nevertheless, given the preponderance of null observations, and the relatively more
precise manipulations and measurements used in the studies which produced null obser-
vations, it seems most likely that the purported costly enrichment process is not charac-
teristic of typical reading.

While the nature of the initial comprehension processes at some remains unclear,
reading time studies have consistently found evidence that context modulates considera-
tion of the upper-bound reading by the following clause. All five of the studies discussed
above also probe reading times at a following elliptical referring expression like the rest,
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which would most naturally refer to a complementary subset of the restrictor quantified
by the critical some—e.g. in (10), those relatives who John will not be hosting, or in (11),
those investments which did not lose money. Breheny et al. (2006) and subsequent authors
assume that the interpretation of the rest depends on a partition of the restrictor which
will already have been made salient to the extent that participants have considered an
upper-bound reading of some. Across the board, all observe that reading times at the rest
are controlled by their contextual manipulations: faster following some given an upper-
bound-consistent contextual question (Breheny et al., 2006; Politzer-Ahles & Fiorentino,
2013; S. Lewis, 2013), a knowledgeable speaker (Bergen & Grodner, 2012), or an upward-
entailing environment (Hartshorne & Snedeker, 2014). In no case is the relevant effect
observed following only some, after which the rest always evokes relatively fast reading
times, consistent with the expectation that it always has an upper-bound reading which
makes the complement set salient.

This finding offers two interesting conclusions. First, it validates that these con-
textual manipulations did modulate the degree to which an upper-bound reading was
considered. Second, it offers some evidence that this consideration has accumulated with
some substance by the reading of material which follows some a few positions later, con-
sistent with what was observed in comprehenders’ ERPs and anticipatory gaze behav-
ior. Hartshorne and Snedeker (2014) suggest that this effect is somewhat late-emerging,
finding that it does not emerge when probed directly after the quantified noun phrase
(a temporal lag of about 900ms), although Politzer-Ahles and Fiorentino (2013) found no
evidence that lag time affected the size of their effect in this way.7

Notice that it would be incorrect to take effects at the rest to diagnose costly
reanalysis, and therefore the timing of selection and commitment. The presence of a com-
plement set is just as possible regardless of whether an enriched meaning of some is inter-
preted, as the lower-bounded meaning for some does not entail the absence of a comple-
ment. As a result, we still have only evidence for the timecourse of consideration of the
enriched meaning, not its selection.

The critical evidence to support an incremental commitment would be the costly
7Interestingly, Hartshorne and Snedeker (2014) investigated cases where the rest was within the same sen-

tence as some, in a coordinate or the consequent of a conditional, while Politzer-Ahles and Fiorentino (2013)
uniformly investigated cases where a sentence boundary intervened. This may be a case where optionally-
delayed enrichment processing is flexible within a sentence, but likely to be taken care of at sentence bound-
aries, cf. the case of sense selection for polysemes (Frisson, 2009; Foraker & Murphy, 2012).
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processing of somematerial which is incompatiblewith the enrichedmeaning, and thereby
requires cancellation. A brief note in Bergen and Grodner (2012) offers the only known
evidence as to the presence of such an effect. In addition to passages with codas containing
the rest, Bergen and Grodner also had participants read passages with codas which affirm
the absence of a complement, i.e. which affirm that all members of the restrictor satisfy
the nuclear scope (12).

(12) Cancellation stimulus from Bergen and Grodner (2012):

a. At my clients request, I meticulously compiled the investment report. Some of
the real estate investments lost money. In fact, they all did because of the recent
economic downturn.

Much in contrast with their effect at the rest, the authors observed no effect of speaker
knowledgeability at any point in the reading of these cancellation-prompting codas, de-
clining to analyze the result. If this lack of an effect is systematic, it would suggest that
selection between lower-bound and upper-bound readings of some is indeed absent during
typical reading, despite evidence that upper-bound readings have been activated.

I summarize the relevant generalizations and associated conclusions in Table 3.3.
Failures to consistently observe reading costs in implicature-supporting environments,
together with evidence for downstream effects within a few words, add to the studies
reviewed in Table 3.2, suggesting that upper-bound meanings can enter quickly into con-
sideration without particular cost. The tentative cancellation finding, in turn, is consonant
with the interpretation of the response time literature presented in Table 3.1, suggesting
that costly specification of enriched meanings is not volunteered during online reading,
but instead adopted only when necessary for further reasoning.

3.1.5 Decoupling consideration from selection

Going forward, as a shorthand, I will refer to the view developed here as the
hypothesis of Rapid ConsideRation Without Selection, as summarized in (13).

(13) Rapid ConsideRation Without Selection

Optional enrichments derived from pragmatic principles are considered within the
process of incremental comprehension, and drive expectations for future input gra-
diently, modulated by the amount of evidence which supports the enrichment. Se-
lection and commitment to an enriched meaning does not happen in the course of
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Table 3.3: Summarizing generalizations and conclusions from the reading literature on
some-enrichment.

Generation of UB meaning Selection of UB meaning
Timing Difficulty Timing Difficulty

Reading times don’t reflect difficulty at some in upper-bound contexts.
(e.g. Politzer-Ahles and Fiorentino, 2013; S. Lewis, 2013)

- Not costly (or else
difficult to observe)

- -

Reading times refect facilitation at the rest in upper-bound contexts
(e.g. Breheny et al., 2006; Bergen and Grodner, 2012)
Influences reference
processing before
900ms

- - -

Reading times don’t reflect difficulty upon cancellation in upper-bound contexts.
(Bergen & Grodner, 2012)

- - Not until much later -

normal comprehension, unless prompted, at which point it may be difficult for a
given construction when a context-independent bias favors the un-enriched mean-
ing of that construction.

We can contrast this with two simpler alternatives which don’t decouple consideration
from selection, StRictly Offline EnRichment (14) and Rapid EnRichment (15). These
are admittedly overly naive, but they will help us see why this decoupling is necessary.

(14) StRictly Offline EnRichment

Comprehenders do not consider pragmatic enrichment during online comprehen-
sion. Enriched meanings are considered and selected only once the basic logical
meaning of the input has been fully established, in an offline process, when neces-
sary.

(15) Rapid EnRichment

As comprehenders encounter material which might be pragmatically enriched,
they select between an un-enriched and an enriched meaning based on contex-
tual support, much like the process of homonymy resolution.

Strictly Offline Enrichment is a priori quite implausible, and indeed does not hold up well
when we consider the robust evidence from ERP and visual world studies for expecta-
tions based on upper-bound meaning for some before clause offset, reviewed in §3.1.2.
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These cases of rapid expectations based on upper-bound meanings receive a more natural
account if selection of an upper-bound meaning has already occurred, per Rapid Enrich-
ment, as does the consistent evidence for complement reference facilitation in reading
studies, reviewed in §3.1.4.

Indeed, on the whole, Rapid Enrichment faces just a few challenges given the
current empirical landscape. First, there is inconsistent evidence for any homonym-like
process of costly selection in incremental processing, as also reviewed in §3.1.4. Breheny
(2019) suggests that this is not so damning; if we follow the corpus evidence presented in
Degen (2015), lower-bound and upper-bound interpretations of some are about equally as
likely in real contexts, and per e.g. Duffy et al. (1988), selecting an interpretation for an
equibiased ambiguity is not inherently costly when context supports one interpretation.

A more serious obstacle is how to account for the delays and resource-
contingencies observed for upper-bound-based responses in judgment tasks, as reviewed
in §3.1.1. On the one hand, if an upper-bound interpretation has already been selected at
stimulus offset, what is responsible for the delay? On the other hand, how is selection of
an upper-bound meaning especially contingent on executive resources if the ambiguity in
these cases is equibiased? One recourse here is to explain these factors as consequences
of properties of the generated meaning which are unrelated to the presence of the
implicature itself, like the account based on negativity costs advanced by van Tiel et al.
(2019), but as noted, these face difficulty in accounting for the contrasts between some

and only some observed by L. Bott et al. (2012) and Marty and Chemla (2013).
The most critical place where Rapid Enrichment and Rapid Consideration With-

out Selection diverge, however, is their predictions vis-à-vis reanalysis effects. Because
Rapid Enrichment explains within-clause facilitation effects as the consequence of early
selected upper-boundmeaning, it expects that any downstream content incompatible with
upper-bound meaning should be associated with costly reanalysis as comprehenders re-
vise their decision, much as observed for homonymy. Rapid Consideration Without Se-
lection, however, holds that early facilitation effects are strictly the result of pre-selection
consideration, that some does not receive a selected interpretation online, and thus that
comprehenders will be under no obligation of reanalysis when faced with later disam-
biguation. We have some data from Bergen and Grodner (2012) that suggests an absence
of costly reanalysis, validating Rapid Consideration Without Selection. My own data pro-
vides a further test case which I will take as stronger evidence for Rapid Consideration
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Without Selection.8 Starting in §3.3, I will lay out how the experiments in this chapter
were designed to build on that result, so as to evaluate these critical predictions and arbi-
trate between these two hypotheses.

First, in the next section, I will pause for a moment to consider how exactly we
might model gradient facilitation of expected content without comparable difficulty with
unexpected content, as Rapid Consideration Without Selection seems to require.

3.2 Interlude: No Worries If Not

The above discussion suggests a remarkable generalization about comprehen-
ders’ behavior in the period after the introduction of some, which I’ll call affectionately
No WoRRies If Not (16).

(16) No WoRRies If Not

In contexts favoring interpretation X of an element which may mean X or Y ,
comprehenders exhibit:

a. facilitation with X-compatible continuations

b. but no difficulty with Y -compatible continuations

In particular, this is the state of affairs suggested by the null effect of context on reanal-
ysis costs in Bergen and Grodner (2012): the same change in context causes facilitation
of continuations consistent with an upper-bound meaning, but no change in the reading
of continuations which necessitate a lower-bound meaning. More robust evidence for the
slightly more general phenomenon that expectations conditioned on a likely parse do not
preclude expectations conditioned on an unlikely parse comes from the partial facilitation
of lower-bound consistent continuations in the Hunt et al. (2013) ERP study.

8I note at this point that all critical argumentation will be made about the timeline of selection of the
upper-bound meaning in contexts which support it. In these contexts, we have good evidence that upper-
boundmeaning is considered rapidly due to evidence from ERP, visual world, and reading time facilitations on
complement reference, but we also have good evidence that selection is delayed, from late-occuring selection
costs in judgment latencies and the absence of garden-path effects in reading. We lack this quality of evidence
for selection of lower-bound meaning in contexts which support that meaning: it is unclear the extent to
which upper-bound meaning is considered here during online comprehension, only that is considered less
than in upper-bound-biased contexts. Likewise, there is no evidence for garden-path effects in such contexts,
but a shift from lower-bound to upper-bound meaning may simply proceed additively without requiring
reanalysis, so it is unclear how to interpret this fact. It thus remains possible that lower-bound readings could
be selected early in contexts which support them, although we will remain more focused on the timecourse
of interpretation in the other conditions. I thank Jess Law for the encouragement to clarify this point.

102



I have so far simply said that this is incompatible with the idea of early selection,
as selection would entail costly reanalysis in the latter case.The facilitation therefore must
come from some kind of pre-selection consideration of the potential meanings, sensitive to
context. But more must be said here. A natural formalization of this pre-selection consid-
eration would be a model based on distributional probability. In such a model, facilitation
effects would be achieved as comprehenders reason over multiple interpretations of their
current input and pre-allocate resources based on the conditional probability of various
continuations. As interpretationX becomes more likely, more resources are pre-allocated
towards expectation of X-consistent content, which is in turn integrated more quickly
than it would have been in contexts whereX was less likely. Such a model closely resem-
bles the landmark proposals of e.g. Hale (2001) and Levy (2008), where consideration of
a possible syntactic parse X drives expectations for possible continuations proportional
to their conditional probability given X . However, note that these models in their ba-
sic form predict reanalysis-like costs for Y -consistent continuations as X becomes more
likely: this is indeed exactly how Levy (2008) models classic garden-path effects without
assuming commitment to a single parse.

But the facts, at least those known to us now, suggest that facilitation for X-
consistent input need not result in difficulty for Y -consistent input. So, in order to capture
No Worries If Not, a classic probabilistic model won’t do.

The spitefulness of these models is essentially a result of a resource limitation:
because there is only a single unit of probability to distribute, if the probability of analysis
X and its likely continuations rises, the probability of analysis Y and its likely continu-
ations must fall. Any system with substantial resource limitations would recapitulate the
same dependency, even if it were unmoored from probability, so long as increasing expec-
tation of X-based continuations required decreasing the expectation of Y -based continu-
ations.

We need not assume such stringent resource limitations in our modeling of
context-based expectations. Even if there is a finite pool of “activation” which the com-
prehension mechanism draws upon to anticipate certain likely continuations, if the mech-
anism does not exhaust that pool at all times, then it would be able to increase resources
committed to a certain likely continuation by drawing on the stockpiled pool, without
necessarily decreasing the resources committed to an unlikely continuation. Could such a
system, which doesn’t use all resources at its disposal, be rational? Consider the behavior
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of an investor with a million dollars of capital and an imaginary set of 100 possible invest-
ments.Theywill not, generally, have the full million invested at any givenmoment, or seek
to invest some in all 100 possible ventures. There are two good reasons for this: first, many
investments are unlikely to yield profits, and second, they may have uses for their money
beyond investment. If the resources used to anticipate certain continuations in incremental
comprehension likewise come from some pool of general cognitive resources (say, atten-
tion) which can also be consumed by processes outside the comprehension mechanism,
then a rational comprehender would use those resources for expectation when they will
be useful, and otherwise leave them in reserve.

To demonstrate that resource-rich models are able to capture No Worries If Not
patterns better than resource-limited models, I will walk through a toy example based
on the Bergen and Grodner (2012) design. Comprehenders will encounter the word some,
which has a possible lower-bound or a possible upper-bound meaning, in either a neutral
context or an upper-bound biased context, and then they will encounter the word rest or
the word all. I will assume that comprehenders are already aware of (simplified) distri-
butional differences in the targets based on various meanings of some: an upper-bound
meaning entails that rest will appear next, while a lower-bound meaning might be fol-
lowed by either rest or all with equal likelihood. The two toy models will both attempt to
distribute points of activation based on likely interpretations of some and likely upcoming
tokens, and when a token receives more pre-activation, it will be read faster. The major
difference between the resource-limited model and the resource-rich model is the total
number of points of activation they may distribute: the resource limited model has 200
and the resource-rich model has at least 400.

I begin by working through the predictions of the resource-limited model. After
encountering some in the neutral context, the model will commit 200 points of activation
to predicting continuations, the total amount of resources available. Those 200 points will
be allocated based on reasoning about the meaning of some: since there’s no bias here, 100
will be allocated to anticipate continuations based on the upper-bound meaning (all thus
expecting rest), and 100 will be allocated to anticipate continuations based on the lower-
bound meaning (half expecting rest, half all). Rest is ultimately facilitated by 150 points of
pre-activation, while all has 50 points.

In the biased context, the resource-constrained model will allocate its 200 points
differently: given stronger anticipation for the upper-boundmeaning, 75%will be allocated
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based on the upper-bound, all expecting rest. The remaining 25% will be allocated based
on the lower-bound, split between rest and all. In this case, rest is more pre-activated than
it was in the baseline, at 175 points, but all is less so, at 25 points. This incorrectly predicts
greater facilitation with rest and greater difficulty on all in this context.

The resource-rich model here differs across conditions not only in its propor-
tional distribution of resources, but also in its absolute amount of resources devoted to
pre-activation. Imagine that the model invests 200 points in expectations for every useful
cue it receives. In the neutral context, it receives only one useful cue, that some is present in
the input. Allocating 200 points, it will distribute these to rest and all just like the resource-
constrained model, yielding 150 points for rest and 50 points for all. The biased context for
some is another piece of useful information that changes expectations, meriting another
200 points of activation. Now a total of 400 points will be allocated in this case, 75% based
on the upper-bound, expecting rest, and the remaining 25% based on the lower-bound,
split between rest and all. As a result, rest concludes with much more pre-activation than
in the baseline, 350 points, while all has not changed, ending again with 50 points. These
predictions match the No Worries If Not effect: greater facilitation with rest without any
added difficulty for all.9

To the extent that we observe credible No Worries If Not patterns, then, we
have evidence for a stage of anticipatory processing which is best modeled by a resource-
rich system of interactive expectations. In the remainder of this chapter, I will present
two experiments which aim to determine whether these patterns are indeed present with
regard to the interpretation of some.

3.3 The present study: Extending Bergen & Grodner (2012)

The present study aims to bring more evidence to bear on the timecourse and
costs associated with the generation and selection of the upper-bound meaning of some,

9Note that this outcome depends on the total allocation of resources. If resources were not at least doubled,
all would have been subject to some loss in activation, and if resources were more than doubled, all would in
fact gain in activation compared to the neutral context, expecting even more facilitation. To make this model
generate testable predictions, we would have to specify exactly how resources are allocated. While the vague
“cue”-based approach adopted in the text above depends on the implausible assumption of discrete units of
information, one more rigorous approach would be to use an information-theoretic operationalization, such
that the amount of resources invested is inversely proportional to the entropy of the probability distribution
over potential meanings. This is intuitively reasonable: the more you think you know the future, the more
resources you should commit to exploiting that expectation.
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in particular by expanding on the design set out by Bergen and Grodner (2012). This par-
ticular design is chosen for a few reasons. First, while there have been two failed attempts
to replicate the context-based relevance manipulations of Breheny et al. (2006) (Politzer-
Ahles & Fiorentino, 2013; S. Lewis, 2013), I am not aware of any attempts to replicate
Bergen and Grodner’s speaker knowledge manipulations. Perhaps that effect is more ro-
bust. Second, their study is the only case in the literature where cancellation was probed.
Testing for reanalysis effects offers a critical test for the presence of selection in online
reading, and it seems wise to begin where an attempt has already been made. However,
there is at least one feature of their design which makes interpreting their cancellation
findings challenging. In this section, I will go into detail about the parameters of their de-
sign, this potential confound, and how the materials for the present study were created to
improve on the design.

3.3.1 The original design

Bergen and Grodner constructed twenty-four first-person narratives featuring
an initial context-setting sentence (S1), a target sentence featuring some (S2), and a coda
consistent with one of the potential meanings of some (S3). Critical data came from a
subset of four conditions derived by crossing Context, the knowledge of the speaker as
communicated in S1 (Knowledgeable vs. Neutral), and InfoRmation Status, the nature
of the potential upper-bound meaning as communicated in S2 (Implicature vs. Entailment,
i.e. some vs. only some).10 All four of these critical conditions were displayed before an S3
which remained consistent with an upper-boundedmeaning by reference to a complement
set via the rest or the others. In two supplementary conditions, using only the Implicature
(some) targets, they also investigated the processing of an S3 which mandated a lower-
bound interpretation of the target quantifier by asserting that indeed the nuclear scope
of S2 was true for all members of the quantified domain, again across the Knowledgeable
and Neutral contexts. All the building blocks which make up one sample item are laid out
in (17).

(17) The full design of Bergen and Grodner (2012)
10By their terminology, these were “full-knowledge” vs. “partial-knowledge” contexts and “scalar” vs. “fo-

cused” triggers.
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Context
Knowledgeable I carefully inspected the new shipment of jewelry.
Neutral I helped unload the new shipment of jewelry.

Information Status
Implicature Some of the gold watches were fakes.
Entailment Only some of the gold watches were fakes.

Coda
Affirmation The rest were real, but the company is still planning to sue.
Cancellation In fact, they all were, so the company is planning to sue.

The authors expected implicature calculation to occur most regularly in the Knowledge-
able contexts, and to be largely blocked in the Neutral contexts, because derivation of the
upper-bound meaning requires an assumption that the speaker would know if it would be
appropriate to use “all”. Contexts were normed in a likelihood rating study with twenty
participants to ensure they reliably modulated this particular assumption.

The resulting twenty-four item sets across six conditions were presented to
forty-two participants in a Latin square, using word-by-word self-paced reading task
followed by true/false comprehension questions.This makes for a total of 168 observations
per condition, or four observations per condition per participant and seven observations
per condition per item set, before exclusions. One goal of the present study is to improve
on this power, as it is not up to current standards for convincingly demonstrating a
reading time effect in the ballpark of 10ms. E.g. Vasishth et al. (2022) present an instructive
power simulation suggesting that somewhere around 1600 observations per condition
(in their case, 200 participants and 16 items over 2 conditions) would be ideal to observe
strong evidence for a reading time effect of 16–81ms in the Bayesian mixed-effects
regression analytical pipeline I will use here. While the experiments reported here will
not quite meet that threshold, they will approach it far more closely than the original
study.

Bergen and Grodner focused their analysis on two critical regions: the critical
target some and the positions which followed, and the complement set expression (e.g.
the rest) and the positions which followed. In the first case, they observed a predicted
effect similar to Breheny et al. (2006), a small penalty in response latencies at some after
the Knowledgable context vs. the Neutral context, not observed in the somewhat-faster
Entailment controls, attributed to the cost of generating (and/or selecting) an enriched
upper-bound meaning of some. In the second case, they observed a second predicted effect
similar to Breheny et al. (2006), a small benefit in response latencies at the predicate in S3
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following the rest, in the Knowledgeable context vs. the Neutral context, not observed in
the somewhat-faster Entailment controls, attributed to implicature-driven facilitation of
the complement reference.

The connection the authors hypothesized between the effects of generation and
facilitation is supported by a correlational analysis performed on the response latencies
in the critical regions by trial. To prepare for this correlation analysis, the authors first
constructed a model of typical within-trial latency patterns by predicting latencies at the
predicate following the rest from latencies at some in the control Entailment sentences. (In
the general case, response latencies in an early region are positively correlated with later
response latencies, as latency is often quite consistent within a given self-paced reading
trial.) They then applied this model to the critical Implicature sentences, and extracted the
residuals, to retain only the variance which could not be explained by the typical effect
of within-trial consistency. They observe a predicted negative correlation with the resid-
uals, such that longer latencies in the some region predicted faster-than-usual latencies at
the predicate following the rest. This correlation is convincing support for a connection
between costly processing at some to the ease of processing later complement reference,
consistent with the proposal that the penalty at some involves generation of an upper-
bound meaning.

Analysis of the cancellation codas, by comparison, was largely parenthetical in
the paper as published. Very little effect of the Context manipulation was observed. Again,
if we believe that the costs at some indexed a process that included selection of the upper-
bound meaning, we would expect a mirror-image effect for upper-bound-consistent vs.
upper-bound-inconsistent continuations. As the context better supports an implicature,
latencies at the implicature trigger should increase, latencies at a consistent continuation
should decrease due to facilitation, and latencies at an inconsistent continuation should
increase due to costly reanalysis. The presence of facilitation in lieu of reanalysis is more
compatible with amodel where an upper-boundmeaningmay be differentially activated in
the absence of firm commitment. However, the small size of the expected reading time ef-
fect, the inferential fragility of a null result in a null-hypothesis-significance-testing frame-
work, and the solitude of this one attempt to observe the critical effect leave conclusions
uncertain.The present study aims to offer a better opportunity to quantify the evidence for
or against the predicted cancellation effect. In addition to increasing power and applying
modern Bayesian methods, we will also have to address a potential confound obscuring
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detection of a cancellation effect, to which I will now turn.

3.3.2 A potential confound

In a modern theory of scalar implicature derivation in the tradition of Grice, in
cases where speaker competence is in doubt, the implicature featuring an upper-bounded
meaning will be replaced by an “ignorance inference,” essentially that the speaker does not
knowwhether it would be appropriate to use a stronger alternative (e.g. see the derivation
in Chemla and Singh, 2014a). That is, speakers that utter some are essentially either pre-
sumed competent, and thus taken to implicate some but not all, or else taken to implicate
their own ignorance.

This state of affairs is a problem for the design of the cancellation condition in
Bergen and Grodner (2012). The logic of the comparison they examine relies on the high
likelihood of an implicated meaning being present in the Knowledgeable context, and thus
having to be cancelled in S3, while the same S3 in the Neutral context is associated with
no comparable cancellation process. However, the theory of implicature described above
predicts that whenever participants do not compute the upper-bound implicature, they
will calculate speaker ignorance as to all. As a result, in both the Knowledgeable and
Neutral contexts, the Cancellation coda requires participants to cancel an inference that
the context makes particularly likely. Either they infer some but not all and must retract it
in the face of the all assertion, or they infer ignorance and must retract it in the face of the
all assertion. There is no opportunity to selectively estimate the size of any reading time
effect specific to cancellation by comparing these conditions. It indeed is quite possible
that the absence of any difference between the conditions is the result of slowdowns in
both cases rather than an absence of a slowdown in either.

In order to appropriately measure a potential cancellation effect related to an
upper-bound meaning for some, a design must feature, minimally, a condition where the
critical region will be expected to trigger cancellation of that meaning, and a condition
where it will be compatible with all the commitments expected to have been generated
earlier in the sentence. The solution I will adopt here is to set up a more complex mean-
ing, where readers can use contextual information to avoid constructing an upper-bound
meaning for some without necessarily concluding speaker ignorance. I describe how this
is achieved below.
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3.3.3 Materials

I created 40 three-sentence narratives building from the template used in Bergen
and Grodner (2012) with three major differences of design. Like Bergen and Grodner’s
item sets, the narratives always began with an sentence which provided information about
someone’s knowledgeability (S1), manipulating whether they were presented as Knowl-
edgeable or Neutral. However, in this case, the individual introduced is a named third-
party protagonist, distinct from the speaker. In the second sentence (S2), a proposition
containing some (Implicature) or only some (Entailment) is then introduced as a shared
belief of the protagonist and the narrator, using a factive embedding verb like notice or
realize. Finally, in the third sentence (S3), the narrator makes an unembedded assertion
which clarifies whether an upper-bound meaning would be an appropriate inference at
the matrix level of the narrative, either making upper-bound-consistent reference to a
complement set, or directly contradicting an upper-bound meaning by making an all as-
sertion. I’ll refer to these two latter conditions as the Affirmation or the Cancellation of
an upper-bounded meaning. A complete item set is presented in (18).

(18) A sample item set from Experiments 5 and 6
Context

Knowledgeable Petra wrote an article about the company’s response to the scandal.
Neutral Petra heard a bit about the company’s response to the scandal.

Information Status
Implicature She realized that some of the marketing executives were fired.
Entailment She realized that only some of the marketing executives were fired.

Coda
Affirmation The rest suffered a huge pay cut, which seemed fair.
Cancellation In fact, they all were, which seemed fair.

Note that unlike the partially-crossed design of Bergen and Grodner, this study fully
crosses all three factors of interest, resulting in eight critical conditions, including two
where the upper-bound meaning is entailed via only some, but followed by an incompat-
ible Cancellation coda. In such cases, the coda is in fact a global contradiction, and there
should be no way to integrate it with an accurate representation of the narrative to that
point. Entailment plus Cancellation conditions, then, offer the opportunity to observe how
the comprehender handles irreconcilable contradiction, and how this may or may not be
different from difficult but grammatically-permissible reanalysis.

To demonstrate how manipulating the likelihood of an upper-bound meaning
through the knowledgeability of a third-person attitude holder makes it possible to avoid
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the confound described above, I will step through the assumed reasoning an eager com-
prehender might exploit in the conditions of interest to select a meaning for S2.

The first step is to understand the possible pragmatic interpretations of S2, in-
dependently of a particular context. When the narrator attributes to Petra the proposition
that some of the marketing executives were fired, they entail that she holds a belief consis-
tent with at least the lower-bounded meaning, and they also presuppose the truth of at
least the lower-bounded meaning (indicating that they too believe at least that some were
fired). I will assume there are two central dimensions along which relevant alternative
utterances could have varied. First, of course, the narrator has used some, rather than the
stronger all, which would attribute a stronger belief to Petra, and which would thus be
a stronger assertion for the narrator. Second, the narrator has used a factive predicate,
indicating their own belief in the truth of the complement, rather than the weaker option
of merely attributing a belief to Petra using a non-factive epistemic predicate like believe.
The other possible combinations of these elements vary in their strength. Two notable
combinations are stronger assertions than the one in S2. If the speaker wanted to commu-
nicate that Petra believed all executives were fired, and that they shared this belief, they
could have unambiguously communicated this using a factive with all, e.g. Petra realized

that all of the executives were fired. Given they did not do this, the Gricean reasoner can
imagine we are not in that scenario. Alternatively, if the speaker wanted to communicate
any world where Petra believed all executives were fired, without committing to the same
proposition for themselves, they could have used a slightly weaker assertion featuring a
non-factive with all, e.g. Petra believed that all of the executives were fired. (Theywould then
implicate either their own ignorance or belief that not all were fired, given their avoidance
of the stronger factive alternative.) That they did not use this option, then, implicates that
Petra does not believe all executives were fired. Taking these implicatures into account,
realize that some is consistent with six possible scenarios, which involve Petra either be-
ing ignorant or believing some but not all, and which could involve any of the narrator’s
possible positions (all, some but not all, or ignorance).

Now, consider when Petra is portrayed with implied exhaustive knowledge of
the situation. The comprehender should trust that she is not ignorant, and if so could
conclude that she believes some but not all were fired. The narrator’s epistemic status
remains unclear. I will add another assumption, that when the protagonist is painted as
credible, and protagonist beliefs are presented with a factive predicate, comprehenders are
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most likely to imagine that the narrator shares any implicit enrichments of belief licensed
for the protagonist. As a result, an eager comprehender has sufficient evidence to select
an upper-bound interpretation at the matrix level of the narrative, consistent with the
presence of a complement set. If the upper-bound meaning is negated in S3, the eager
comprehender must at this point revise in order to maintain a coherent understanding of
the narrative. They might, for instance, adopt an alternative reading where the narrator
maintains a distinct epistemic stance from the speaker.

Alternatively, consider when Petra is portrayed with implied partial knowledge
of the situation. It is quite possible now that she would be ignorant as to whether all exec-
utives were fired, presumably more likely than her having the exhaustive knowledge that
would license the implicature that she believed some but not all were fired. And in the ab-
sence of a particularly credible protagonist, a comprehender has no particular information
about the narrator’s beliefs: they might share the protagonist’s ignorance, or they might
have knowledge consistent with some but not all or even all. It would be appropriate not
to draw any implicature under this uncertainty, including the weak implicature of speaker
uncertainty. That is, I anticipate that eager comprehenders will be more likely to select the
weaker, lower-bound meaning for S2, while nevertheless allowing for the possibility that
the narrator may have further information.11 In this case, for that eager comprehender,
reference to a complement set will not be particularly facilitated, but no revision would
be necessary if the upper-bound meaning was negated.

We can compare both of these cases, which engender various possibilities for en-
richment, to the expected profile for only some. Because only some entails the upper-bound
meaning of some, that upper-bound meaning becomes a necessary part of the content of
both the protagonist’s beliefs and, due to the factive, the narrator’s beliefs. This is unam-
biguous and context-independent. Regardless of context, an Affirmative coda featuring
complement set reference should be facilitated, and a Cancellation coda should prompt
severe comprehender difficulty, given that input does not permit any coherent interpre-
tation.

The above line of reasoning derives the desired scenario, dissociating selection of
11When stated in this way, this almost sounds as if I am suggesting that comprehenders underspecify a

comprehension decision. This isn’t the case: I am merely suggesting that they might adopt a weak meaning.
Its compatibility withmore possible continuations is a function of its weakness rather than underspecification,
and in this particular case, it is the complexity of the relevant proposition which disassociates the choice of
that weak meaning from the supplementary implicature of ignorance.
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a lower-bound somemeaning from an ignorance implicature. However, to do so it relies on
two assumptions that could be called into question: (i) that comprehenders consider scales
of informativity for embedding verbs and embedded scalar items together to derive po-
tential implicatures in the way sketched, and (ii) that comprehenders reliably attribute an
implicated upper-bound meaning under factive embedding to the level of narrative truth
in particular when an attitude-holder is portrayed as knowledgeable. Given the burden of
these assumptions, before proceeding, I ran a small offline judgment study to verify that
the knowledgeability of the protagonist affected rates of endorsement for the matrix-level
implicature in the way predicted.

3.3.4 Norming

Sixty participants, all native English speakers between the ages of 18 and 40
raised in the US and participating on Prolific, read and administered judgments for the
forty critical items in an questionnaire administered on PCIbex (Zehr & Schwarz, 2018).
In particular, they were asked to judge the likelihood that there was at least one member
of the quantified domain in S2 who did not satisfy the nuclear scope, taken to measure the
likelihood of an upper-bounded meaning. E.g. for the item set in (18), comprehenders were
asked “How likely is it that at least one marketing executive kept their job?” Efforts were
made to use lexical material to pick out the opposite of the nuclear scope predicate rather
than employ negation, to keep the likelihood prompts as simple as possible.The likelihood
judgments were solicited on a four-point scale, where 1 indicated “unlikely” and 4 “likely”.

The narratives were displayed to participants for judgment in one of eight con-
ditions, derived from a 2×2×2 design. In all cases participants saw only the first two sen-
tences of an Implicature version of the narrative, i.e. all items featured some and not only
some, and S3 was never included. As in the intended reading study, participants saw ei-
ther Knowledgeable or Neutral versions of S1, allowing us to observe the expected effect
of context on offline implicature endorsement. But in addition to the critical manipulation,
I varied two aspects of the design, to help probe whether the intended use of factive pred-
icates with third-person protagonists would affect the potency of the knowledgeability
manipulation. Items were varied in the Individual whose knowledge was manipulated
in S1 (1st-person vs. 3rd-person), and the Embedding of the critical implicature trigger in
S2 (Matrix vs. Embedded). This allowed comparison of the knowledgeability effect across
four potential designs: in addition to the original first-person matrix-level implicature de-
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sign of Bergen and Grodner (2012) as a control, we can examine the effect in the third-
person factive-embedding design proposed above, as well as first-person embedding and
third-person matrix designs which adopted partial qualities of the proposed design. For
demonstration, the four versions of the Knowledgeable condition for the item in (18) as
used in the norming experiment are presented in (19). Sentences were revealed one at a
time in a cumulative self-paced reading format, intended to encourage careful reading of
both sentences, with the final button press revealing the likelihood prompt.

(19) The conditions used in the norming task for E5–6
1st, Matrix I wrote an article about the company’s response to the scandal.

Some of the marketing executives were fired.
1st, Embed I wrote an article about the company’s response to the scandal.

I realized that some of the marketing executives were fired.
3rd, Matrix Petra wrote an article about the company’s response to the scandal.

Some of the marketing executives were fired.
3rd, Embed Petra wrote an article about the company’s response to the scandal.

She realized that some of the marketing executives were fired.

Prompt How likely is it that at least one marketing executive kept their job?

Responses are summarized in Figure 3.1. The data was fit to a cumulative-link ordinal
mixed-effects model using brms (Bürkner, 2017, 2018), with sum-coded predictors, non-
default normalizing priors of N (0, 1) for slopes and N (0, 5) for the three thresholds, and
with parameters initialized at 0, estimated across 6 chains of 10,000 iterations (including
2,000 iterations of warmup).The fixed effects of the resulting posteriormodel are presented
in Table 3.4. We observe that narratives with Neutral characters were on the whole associ-
ated with reduced endorsement of the upper-bound meaning, β̂ = -0.08, 95% CRI = (-0.14,
-0.03), as expected, a replication of the competence effect on implicature endorsements
previously observed in e.g. Goodman and Stuhlmüller (2013) and Tsvilodub et al. (2023).
95% CrIs for the value of all other main effects and interactions did not exclude 0. Planned
marginal comparisons reveal that the Knowledgeability manipulation yielded a credible
difference in the expected direction for, in fact, all hypothetical designs besides the original
template of Bergen and Grodner. That is, we observe robust context effects for narratives
featuring 1st-person subjects with factive embedding, δ̂ = -0.19, P (δ < 0) = 0.96, 3rd-
person subjects without embedding, δ̂ = -0.20, P (δ < 0) = 0.97,12 and crucially 3rd-person

12This would be surprising if you believed participants were indeed tracking a 3rd-person character’s
knowledge and a speaker’s matrix-level assertions separately. However, we could understand this effect if
comprehenders are assuming the speaker has at least the same amount of knowledge as the relevant charac-
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Figure 3.1: Response distributions from the norming task for Experiments 5 and 6

subjects with factive embedding, δ̂ = -0.18, P (δ < 0) = 0.96. For 1st-person characters
without embedding, the effect is in the same direction, but weaker, to the extent that it is
not credibly non-zero, δ̂ = -0.11, P (δ < 0) = 0.85. As for the overall likelihood of an impli-
cature in each design, inspection of the plots reveals that endorsements were somewhat
weaker for the intended narratives featuring 3rd-person subjects with factive embeddings
compared to 1st-person subjects without embedding, but post-hoc marginal comparisons
in the Knowledgeable condition reveal no credible difference, δ̂ = -0.11, P (δ < 0) = 0.82.

I conclude that the intended design behaves as expected, with a robust sensitivity
to protagonist knowledge, and without any substantial reduction in overall derivation of
an upper-bound meaning. Although the design introduces some undesirable complexity,
it offers a way of handling the confound introduced above, and so it is adopted for the
reading studies that follow.

ter, as would be natural.
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Table 3.4: Bayesian ordinal mixed-effects model fit to 4-point likelihood responses in the
norming task for Experiments 5 and 6. Factor levels in parentheses were coded as positive.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 -2.27 0.13 -2.52 -2.03
Threshold 2|3 -1.02 0.12 -1.25 -0.79
Threshold 3|4 0.27 0.11 0.05 0.50

Context (Neut) -0.08 0.03 -0.14 -0.03
Embedding (Emb) -0.04 0.03 -0.09 0.02

Individual (3rd) -0.03 0.03 -0.10 0.03
Context × Embed -0.01 0.03 -0.06 0.04
Context × Indiv -0.01 0.03 -0.06 0.04
Embed × Indiv -0.02 0.03 -0.07 0.03
C × Emb × Ind 0.01 0.03 -0.04 0.06

3.4 Experiment 5: Scalar implicatures in self-paced reading

For maximal comparability with previous reading time studies (not only
Bergen and Grodner, 2012 but also Breheny et al., 2006; Politzer-Ahles and Fiorentino,
2013; Hartshorne and Snedeker, 2014), these narratives were shown to participants in a
word-by-word self-paced reading task. Before detailing the method, I will briefly review
how reading times on these narratives will speak to the open questions which have
concerned this chapter so far, and the particular predictions of Rapid Consideration
Without Selection.

One critical question is whether upper-bound meanings of sentences with some

are considered online with strength modulated by contextual support. Consistent with
the evidence in all known reading studies to date, Rapid Consideration Without Selection
expects that upper-bound meanings will indeed be active, and will drive the ease of com-
prehension at the nominal expression the rest in Affirmation S3s. In particular, we predict
that just when the upper-bound meaning of some is a potential Implicature, response la-
tencies at this expression and following positions will be faster in Knowledgeable contexts,
which support the implicature.

Next, and most critically, we are interested in determining whether the upper-
bound meaning is selected online with a probability modulated by contextual support.
Rapid Consideration Without Selection expects that this is not the case, and no commit-
ment will arise during the reading of the narrative, such that online reanalysis costs will
not be observed. In particular, we predict that when the upper-bound meaning of some is
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a potential Implicature, response latencies at a region which requires cancellation of that
implicature will not be modulated by contextual support for the implicature. The design
also permits us the opportunity to compare these latencies to cases where the same re-
gion contradicts an upper-bound Entailment. We predict that such cases should provoke
uniformly slower response latencies than cases which require cancellation of an implica-
ture. The major alternative hypothesis, that selection of upper-bound meanings is indeed
happening online, would predict that cancellation in Implicature conditions will be associ-
ated with slower response latencies in Knowledgeable contexts, although presumably still
faster latencies than when the same region contradicts an Entailment.

Finally, we are also concerned with whether the upper-bound meaning comes
under consideration via an immediate and costly generation process, as originally con-
cluded by Breheny et al. (2006). Rapid Consideration Without Selection holds that gen-
eration is more or less immediate, but it does not have a particular view regarding costs.
What evidence we have from reading experiments (Politzer-Ahles & Fiorentino, 2013; S.
Lewis, 2013; Hartshorne & Snedeker, 2014) has suggested that such experiments are not
well-equipped to detect such a cost. Nevertheless, if there were a cost, we might observe
it through a few analytical tools. In the first place, costly generation would predict that
just when the upper-bound meaning of some is a potential Implicature, response latencies
at some and following positions will be slower in Knowledgeable contexts, which support
the implicature. By the same token, because we expect response latencies at the rest in
S3 to reduce as a function of the activation of the upper-bound meaning, costly gener-
ation would predict that across all trials, the size of this reduction should be correlated
with slower latencies at some, as observed by Bergen and Grodner (2012). As a footnote, if
context-dependent cancellation costs were observed as entertained above, costly genera-
tion expects that they should also be correlated with slower latencies at some.

3.4.1 Method

The design and analysis plan for Experiments 5 and 6 were pre-registered (https:
//doi.org/10.17605/OSF.IO/4ZJD6), including the plan for norming as carried out above.13

All materials, data, and analysis scripts are available for review in anOSF repository (https:
//osf.io/6t7jd/?view_only=14948ba7eea14373b3df62cd790207df).

13The study was planned first as a Maze study. After observation of the data, this self-paced reading exper-
iment was carried out for the purposes of task comparison. For ease of comparison to prior work, I present
the self-paced reading study first before moving on to the originally-planned Maze study.
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3.4.1.1 Participants

80 native English speakers participated in the experiment on Prolific in early
2023, compensated according to a $12 hourly wage. All participants had US nationality, at
least the equivalent of a high school degree, and a minimum of 20 prior submissions with
an acceptance rate of 90% on the platform. Ages were within the range of 18 to 40 (with a
mean of 31).

3.4.1.2 Procedure

The experiment was prepared in Ibex (Drummond, 2010), and deployed on
PCIbexFarm. For each item, participants read a context sentence presented all at once
(S1), followed by two critical sentences (S2 and S3) presented non-cumulatively in
fixed-window, word-by-word self-paced reading. This particular variety of self-paced
reading was adopted so as to allow the most minimal comparison with the Maze task of
Experiment 6.

Items were followed by binary forced-choice comprehension questions. For one
third of the test items, these probed information presented only in S1 (20a), to encour-
age non-trivial attention to the context sentence. For another third of the test items, these
probed information presented only in S2 (20b). For another sixth of the test items, these
probed miscellaneous information presented only in S3 (20c). In the final sixth of the test
items, these were yes/no questions probing the critical interpretation of some as disam-
biguated in S3 (20d). Accuracy on each type of comprehension question for the 80 par-
ticipants in the final sample is summarized in Table 3.5. A post-hoc analysis comparing
accuracy on questions probing the interpretation of some finds that success in arriving
at the S3-disambiguated meaning did not meaningfully vary across conditions. Although
participants in Entailment + Cancellation conditions were presented with conflicting in-
formation, they reliably adopted responses to these questionswhich reflected the universal
quantification introduced in S3 rather than the upper-bounded quantification introduced
in S2 (>92%).14

(20) Example narratives with comprehension questions from Experiment 5

a. Earlier today, Homer was leading a small group of tourists around the sights
downtown. He figured out that some of the tourists got soaked by the rain

14These answers were counted as correct for the purposes of the accuracy analysis reported in Table 20.
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Table 3.5: Accuracy on comprehension questions in Experiment 5.
Question Target % Correct SE

S1 91% 1%
S2 96% 1%
S3 (Misc.) 96% 1%
S3 (some Interp.) 90% 1%

storm. The rest were dry because they had remembered their umbrellas.

Where were the tourists? {Downtown, The beach}

b. To prepare for his Spanish test, Sherman spent hours studying the new vo-
cabulary items. He figured out that some of the words sounded like they do
in English. The others were totally unfamiliar, which made the test somewhat
challenging.

What language did some of the words resemble? {Russian, English}

c. This morning, Garth took attendance at an important meeting with the man-
ager. He figured out that only some of the company’s accountants were there.
The rest were missing because they had to audit the company’s finances before
the end of the quarter.

Why were the accountants missing? {They had work, They were lazy}

d. As the new librarian, it was John’s resposibility to catalog every book in the
reference section. He noticed that some of the dictionaries were labeled incor-
rectly. The others were labeled appropriately, though a few of them had been
shelved in the wrong place.

Were all the dictionaries labeled correctly? {Yes, No}

Test items were presented in pseudo-randomized order across eight Latin-squared forms,
balanced across our final sample of 80 participants. Information Status was manipulated
as a between-subjects factor, so 40 participants saw test items with some, and 40 partici-
pants saw test items with only some, with each sub-sample distributed across four forms
manipulating the presentation of item sets across Context and Coda manipulations. Test
items were mixed with 70 filler items from various sources, including the 40 six-sentence
narratives from Experiment 8, and 20 additional six-sentence narratives constructed to
resemble those item sets. A final 10 three-sentence filler items were constructed to cam-
ouflage the test items from this experiment, and exemplify the Information Status con-
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dition that was not used in the test items for each participant. That is, participants who
encountered the 40 test items with only some also saw 10 filler items with some, and vice
versa. These fillers all finished with Cancellation-type S3s, so that each participant always
saw at least some sentences with contradicted entailments, and some sentences with can-
celled implicatures. All fillers were also followed by comprehension questions.Three of the
six-sentence fillers were presented to participants as practice items, and four six-sentence
fillers and two three-sentence fillers were reserved as “burn-in” items, presented at the
beginning of the main body of the experiment before participants were shown the first
critical item.

After completing all 110 trials, participants completed short exit questionnaires
on their experience in the study, and demographic information regarding their language
history, before receiving compensation. The procedure in entirety was estimated to take
about 35 minutes.

3.4.1.3 Analysis

208 test trials in which a participant responded incorrectly to a comprehension
question or a software error prevented accurate latency collection were excluded from
analysis. The remaining sample includes data from 2992 critical trials.

Seven measures of word-by-word response latencies were computed for the
analysis of test items. All measures relied on log-transformed response latencies, either
summed or averaged per word within critical multi-word regions adopted from Bergen
and Grodner (2012). The seven critical measures were: in S2, (i) summed log RTs at some

of, (ii) summed log RTs within a first spillover region containing the following two words,
e.g. the marketing, and (iii) summed log RTs within a second spillover region containing
the following two words, e.g. executives were; in Affirmation S3s, (iv) summed log RTs
within the two-word sentence-initial nominal instantiating reference to the complement
set, e.g. the rest, and (v) average log RTs within the variable-length predicate which fol-
lowed, e.g. suffered a huge pay cut; and in Cancellation S3s, (vi) summed log RTs within the
sentence-initial adverbial in fact, and (vii) summed log RTs within the three-word clause
which followed, instantiating all affirmation, e.g. they all were. While the large number of
regions examined amplifies the possibility of over-interpreting illusory systematicities in
reading behavior, and collapsing latencies within multi-word regions leads to imprecise
measures, expectations for the timing of effects of interest were not precise enough to
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allow a more targeted analysis plan.
For analysis, Bayesian linear mixed-effects models were fitted to these seven

measures with Stan (Stan Development Team, 2019) using the brms package in R (Bürkner,
2017, 2018) with principled weakly-informative priors, maximal random effects structures,
and sum-coded predictors. Neutral protagonists, Entailment status for the upper-bounded
meaning, and Cancellation codas were coded as positive. Weakly-informative non-default
priors were adopted for fixed effects,N (0, 1), and the intercept,N (6.5n, 1), where n is the
number of words in the region (if summed) and 6.5 is the average log-ms response latency
typically observed in self-paced reading, per Nicenboim et al. (2022). Models were fit on
6 chains of 10,000 iterations (including 2,000 warmup interations), with all other brms

parameters left to their defaults. I take model parameters whose 95% credible intervals
(CRIs) do not contain 0 to indicate noteworthy effects. All models reported feature R̂ =

1.00 for the parameters of interest.

3.4.2 Results

All 80 participants retained for analysis answered comprehension questionswith
accuracy of greater than 75%, and recorded average response latencies of 1000ms or more
on the context sentence. Other participants who had been recruited were excluded from
analysis to ensure a base level of attentive comprehension. Mean accuracy in the final
sample was 93%. In this section, we report the response latencies in the various regions of
interest.

3.4.2.1 S2 Regions

Average log response latencies in the three critical regions of S2 at and follow-
ing some are presented in Figure 3.2 and Table 3.6. Posterior values for β̂ and σβ from our
model along with 95% CRIs are provided for fixed parameters of interest in Table 3.7. We
observe no main effects or interactions which are credibly non-zero in any of the three re-
gions. This includes the predicted interaction of Context and Information Status, expected
to diagnose a penalty in Knowledgeable contexts specific to Implicature conditions, but
estimated close to zero at some of , β̂ = -0.00, 95% CRI = (-0.02, 0.01), the first spillover
region, β̂ = 0.00, 95% CRI = (-0.01, 0.02), and the second spillover region, β̂ = -0.01, 95%
CRI = (-0.03, 0.01). Examination of marginal contrasts in the Implicature conditions re-
veals that Neutral contexts did not credibly yield expected faster latencies at some of , δ̂ =
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Figure 3.2: Average per-word log response latencies in the critical regions of S2 in Exper-
iment 5, by condition. Error bars represent bootstrapped 95% confidence intervals around
the mean.

0.00, P (δ < 0) = 0.57, the first spillover region, δ̂ = -0.01, P (δ < 0) = 0.63, or the second
spillover region, δ̂ = -0.04, P (δ < 0) = 0.88, although the final region approaches credi-
bility. An unexpected difference associated with Information Status is present across all
three regions, such that these regions were read slower in Entailment conditions, but this
does not emerge as credibly non-zero in the model in any region.

To assess the informativity of these findings with regard to our particular hy-
potheses, I computed Bayes factors between models which contained a term which corre-
sponded to a particular hypothesized effect, and reduced models without that term, BF10

(Schad et al., 2022; Nicenboim et al., 2022). Informative priors for the models used in Bayes
factor analysis were adopted from the model parameters reported in Bergen and Grodner
(2012) (Table 3.8), corresponding to the weak expectation for a penalty of about 15ms par-
ticular to Implicature-triggering some in contexts with a Knowledgeable speaker. In the
taxonomy of Lee and Wagenmakers (2013), results of the subsequent Bayes factor anal-
ysis indicate “moderate evidence” for the absence of the predicted interaction at some of

(BF10 = 0.32) and in the first spillover region (BF10 = 0.16), and “anecdotal evidence” for
its absence in the second spillover region (BF10 = 0.43). That is, although differences in
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Table 3.6: Conditional means and measures of spread for the S2 regions in Experiment 5.
Standard errors are reported over summed raw response latencies, and bootstrapped 95%
confidence intervals are reported over average per-word log response latencies.

Info. Status Context Sum RT SE Avg. Log RT 95% CI

so
m
e
of

Entail Know 520 9 5.48 (5.45, 5.50)

Entail Neut 543 20 5.49 (5.46, 5.51)

Implic Know 490 8 5.41 (5.38, 5.44)

Implic Neut 500 11 5.41 (5.38, 5.44)

Sp
ill

#1

Entail Know 527 9 5.49 (5.47, 5.52)

Entail Neut 539 16 5.48 (5.45, 5.51)

Implic Know 530 31 5.42 (5.39, 5.45)

Implic Neut 503 9 5.41 (5.38, 5.45)

Sp
ill

#2

Entail Know 583 15 5.56 (5.53, 5.58)

Entail Neut 587 15 5.55 (5.52, 5.58)

Implic Know 626 70 5.49 (5.46, 5.53)

Implic Neut 562 14 5.47 (5.44, 5.51)
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Table 3.7: Bayesian linear mixed-effects models fit to summed log response latencies in the
critical regions of S2 in Experiment 5. Factor levels in parentheses were coded as positive.

Effect Posterior β̂ Posterior σβ 95% CRI

so
m
e
of

Intercept 10.89 0.07 (10.75, 11.03)
Context (Neut.) 0.00 0.01 (-0.02, 0.02)
Info. Status (Implic.) -0.07 0.07 (-0.22, 0.08)
C × IS -0.00 0.01 (-0.02, 0.01)

Sp
ill

#1

Intercept 10.89 0.08 (10.75, 11.04)
Context (Neut.) -0.01 0.01 (-0.03, 0.01)
Info. Status (Implic.) -0.07 0.08 (-0.22, 0.08)
C × IS 0.00 0.01 (-0.01, 0.02)

Sp
ill

#2

Intercept 11.03 0.09 (10.86, 11.20)
Context (Neut.) -0.01 0.01 (-0.03, 0.01)
Info. Status (Implic.) -0.07 0.09 (-0.24, 0.10)
C × IS -0.01 0.01 (-0.03, 0.01)

Table 3.8: Informative priors used for Bayes factor analysis of the S2 regions in Experiment
5, derived from Bergen and Grodner’s self-paced reading results.

Effect Distribution

Intercept N (13.00, 0.10)

Context (Neut.) N (0.00, 0.01)

Info. Status (Implic.) N (0.04, 0.01)

C × IS N (−0.02, 0.01)

response latencies were sometimes slightly in the direction expected, they were on the
whole more compatible with a model which expected no particular increases in latency in
the Knowledgeable-protagonist Implicature condition.

3.4.2.2 Affirmation Regions

Average log response latencies in the two critical regions of Affirmation S3s are
presented in Figure 3.3 and Table 3.9. Posterior values for β̂ and σβ from our model along
with 95% CRIs are provided for fixed parameters of interest in Table 3.10.We again observe
no main effects or interactions which are credibly non-zero in any region, although a few
near-credible trends are of interest. We observe a near-credible negative main effect of
Context at the rest, β̂ = -0.03, 95% CRI = (-0.05, 0.00), and the following predicate, β̂ = -
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Figure 3.3: Average per-word log response latencies in the critical regions of Affirmation
S3s in Experiment 5, by condition. Error bars represent bootstrapped 95% confidence in-
tervals around the mean.

0.01, 95% CRI = (-0.02, 0.00), in the opposite direction of the facilitatory effect expected
for Implicature conditions, suggesting that in Knowledgeable contexts, references to the
complement set were read somewhat more slowly. At the predicate, this was qualified by
a near-credible interaction of Context and Information Status, β̂ = -0.01, 95% CRI = (-0.02,
0.00). Examination of marginal contrasts revealed that the slowdown in Knowledgeable
conditions was driven by a large slowdown in Implicature conditions, δ̂ = -0.03, P (δ < 0)

= 0.97, with no corresponding slowdown in the Entailment conditions, δ̂ = 0.00, P (δ < 0)

= 0.50. While an Implicature-specific Context effect was expected, the direction here is not
as predicted by any theory, or matching any previous study—I do not take it to be an effect
of interest.

A trend for slower reading in Entailment conditions continues here, without
emerging as credibly non-zero.

I again computed BF10 Bayes factors to determine the strength of evidence for
or against the expected interaction, here specifying priors based on the facilitation effects
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Table 3.9: Conditional means and measures of spread for the critical regions of Affirmation
S3s in Experiment 5. Standard errors are reported over summed raw response latencies,
and bootstrapped 95% confidence intervals are reported over average per-word log re-
sponse latencies.

Info. Status Context Sum RT SE Avg. Log RT 95% CI

th
e
re
st

Entail Know 626 16 5.63 (5.59, 5.68)

Entail Neut 600 15 5.60 (5.56, 5.64)

Implic Know 577 17 5.54 (5.49, 5.58)

Implic Neut 577 16 5.52 (5.47, 5.57)

Pr
ed

ic
at
e

Entail Know 887 54 5.55 (5.52, 5.59)

Entail Neut 854 29 5.55 (5.52, 5.59)

Implic Know 861 40 5.52 (5.47, 5.56)

Implic Neut 824 32 5.48 (5.44, 5.53)

Table 3.10: Bayesian linear mixed-effects models fit to summed log response latencies in
the critical regions of Affirmative S3s in Experiment 5. Factor levels in parentheses were
coded as positive.

Effect Posterior β̂ Posterior σβ 95% CRI

th
e
re
st

Intercept 11.13 0.08 (10.98, 11.29)
Context (Neut.) -0.03 0.01 (-0.05, 0.00)
Info. Status (Implic.) -0.08 0.08 (-0.24, 0.07)
C × IS 0.01 0.01 (-0.02, 0.04)

Pr
ed

ic
at
e Intercept 5.52 0.04 (5.44, 5.60)

Context (Neut.) -0.01 0.01 (-0.02, 0.00)
Info. Status (Implic.) -0.02 0.04 (-0.10, 0.05)
C × IS -0.01 0.01 (-0.02, 0.00)
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Table 3.11: Informative priors used for Bayes factor analysis of Affirmative S3s in Experi-
ment 5, derived from Bergen and Grodner’s self-paced reading results.

Effect Distribution

Intercept N (13.00, 0.10)

Context (Neut.) N (0.01, 0.01)

Info. Status (Implic.) N (0.01, 0.01)

C × IS N (0.02, 0.01)

observed in Bergen and Grodner (2012) (Table 3.11). The resulting analysis indicates anec-
dotal evidence against the expected interaction at the rest (BF10 = 0.97) and moderate
evidence against it at the following predicate (BF10 = 0.14).

3.4.2.3 Cancellation Regions

Average log response latencies in the two critical regions of Cancellation S3s
are presented in Figure 3.4 and Table 3.12. Posterior values for β̂ and σβ from our model
along with 95% CRIs are provided for fixed parameters of interest in Table 3.13. We again
observe no main effects or interactions which are credibly non-zero in any region. This
includes the predicted interaction of Context and Information Status, expected to diag-
nose difficulty in Knowledgeable contexts specific to Implicature conditions, at in fact, β̂
= -0.01, 95% CRI = (-0.03, 0.02) and on the following clause, β̂ = 0.01, 95% CRI = (-0.03,
0.06). A near-credible negative main effect of Context was observed in the direction of the
effect expected for Implicature conditions at in fact, β̂ = -0.02, 95% CRI = (-0.04, 0.01), and
the following clause, β̂ = -0.03, 95% CRI = (-0.07, 0.01), suggesting that in all Knowledge-
able contexts, cancellation-cuing content was read somewhat more slowly. Examination
of marginal contrasts in the Implicature conditions reveals that Neutral contexts did not
credibly yield expected faster latencies at in fact, δ̂ = -0.05, P (δ < 0) = 0.88 or the follow-
ing clause, δ̂ = -0.03, P (δ < 0) = 0.67. Finally, a trend for slower reading in Entailment
conditions continues here, still without emerging as credibly non-zero.

I again computed BF10 Bayes factors to determine the strength of evidence for
or against the expected interaction, here, in the absence of known pragmatic reanalysis
effects, specifying priors based on the homonymy reanalysis effects observed in Experi-
ment 1 (Table 3.14). The resulting analysis indicates moderate evidence against expected
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Figure 3.4: Average per-word log response latencies in the critical regions of Cancellation
S3s in Experiment 5, by condition. Error bars represent bootstrapped 95% confidence in-
tervals around the mean.

Table 3.12: Conditional means and measures of spread for the critical regions of Can-
cellation S3s in Experiment 5. Standard errors are reported over summed raw response
latencies, and bootstrapped 95% confidence intervals are reported over average per-word
log response latencies.

Info. Status Context Sum RT SE Avg. Log RT 95% CI

in
fa
ct

Entail Know 580 12 5.57 (5.54, 5.61)

Entail Neut 599 19 5.57 (5.53, 5.62)

Implic Know 558 13 5.52 (5.47, 5.56)

Implic Neut 546 14 5.49 (5.44, 5.54)

al
l-C

la
us

e

Entail Know 830 16 5.54 (5.50, 5.57)

Entail Neut 822 20 5.52 (5.48, 5.55)

Implic Know 788 20 5.46 (5.42, 5.51)

Implic Neut 780 20 5.45 (5.41, 5.49)
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Table 3.13: Bayesian linear mixed-effects models fit to summed log response latencies in
the critical regions of Cancellation S3s in Experiment 5. Factor levels in parentheses were
coded as positive.

Effect Posterior β̂ Posterior σβ 95% CRI

in
fa
ct

Intercept 11.08 0.08 (10.92, 11.23)
Context (Neut.) -0.02 0.01 (-0.04, 0.01)
Info. Status (Implic.) -0.07 0.08 (-0.22, 0.08)
C × IS -0.01 0.01 (-0.03, 0.02)

al
l-C

la
us

e Intercept 16.47 0.11 (16.25, 16.69)
Context (Neut.) -0.03 0.02 (-0.07, 0.01)
Info. Status (Implic.) -0.10 0.11 (-0.32, 0.12)
C × IS 0.01 0.02 (-0.03, 0.06)

Table 3.14: Informative priors used for Bayes factor analysis of Cancellation S3s in Exper-
iment 5, derived from reanalysis costs observed for homonyms in Experiment 1.

Effect Distribution

Intercept N (11.00, 0.10)

Context (Neut.) N (−0.04, 0.01)

Info. Status (Implic.) N (−0.04, 0.01)

C × IS N (−0.04, 0.01)

interaction at in fact (BF10 = 0.16) and strong evidence against it at the following predicate
(BF10 = 0.06).

3.4.2.4 Within-Trial Correlation

As an additional, post-hoc examination of the data, I replicated Bergen andGrod-
ner’s correlational analysis relating response latencies for the some of region to response
latencies for the various critical regions of S3. Following their procedure, I first fit simple
linear mixed-effects models predicting average latencies in S3 from average latencies in
S2 within the Entailment + Affirmation conditions, where that dependency is presumed to
resemble the standard dependency between any two regions within the same trial (i.e. by
assumption there is no implicature calculation going on). Indeed, these models recorded
the expected positive relationships in the case of the initial regions of S3, β̂ = 0.43, 95%
CRI = (0.35, 0.50) and the second regions of S3, β̂ = 0.37, 95% CRI = (0.31, 0.43). These
models were then used to generate predicted S3 latencies from S2 latencies in the Implica-
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Table 3.15: Bayesian linear mixed-effects models fit to residual response latencies in the
critical regions of S3, using S2 latencies as a predictor, in Experiment 5.

Effect Posterior β̂ Posterior σβ 95% CRI

Re
gi
on

1 Intercept -1.00 0.15 (-1.29, -0.71)
S2 Latency 0.17 0.03 (0.12, 0.23)
Coda (Cancel) -0.04 0.09 (-0.21, 0.13)
S2 × Coda 0.01 0.02 (-0.02, 0.04)

Re
gi
on

2 Intercept -1.46 0.13 (-1.79, -1.21)
S2 Latency 0.26 0.02 (0.22, 0.31)
Coda (Cancel) 0.15 0.08 (-0.00, 0.29)
S2 × Coda -0.03 0.01 (-0.06, -0.00)

ture conditions, and residuals were extracted by comparing these predictions to the actual
values. Final, more complex models were fit to predict these residuals based on the S2
latencies, the Coda condition, and a potential interaction between the two (Table 3.15). I
observe that even after residualization, strong positive relationships between S2 and the
S3 regions remain, e.g. at the initial regions, β̂ = 0.17, 95% CRI = (0.12, 0.23). In the second
region, I observe a near-credible main effect of Coda, β̂ = 0.15, 95% CRI = (-0.00, 0.29),
such that Cancellation continuations were generally associated with slower latencies, and
a small just-credible interaction, β̂ = -0.03, 95% CRI = (-0.06, -0.00), suggesting a slightly
weaker positive relationship between S2 and Coda latencies in Cancellation items, δ̂ = 0.46,
P (δ > 0) = 0.99, compared to Affirmation items, δ̂ = 0.59, P (δ > 0) = 0.99. On the whole,
in this experiment, latencies at some predict latencies later on in the narrative with a slope
which exceeds the pattern observable in the only some conditions.

3.4.3 Discussion

In a self-paced reading study attempting to extend the design of Bergen and
Grodner (2012), I observe none of the effects found in that study. Bayes factors allow us to
quantify the nature and quantity of this evidence, suggesting moderate evidence against
both the generation and the facilitation effects observed there, and somewhere between
strong evidence against to weak evidence in favor of a cancellation effect. These results
are largely in line with the Rapid Consideration Without Selection hypothesis developed
here. For one, the data concurs with the absence of generation effects in the small major-
ity of reading studies that have looked for them. This extends to the failure to replicate
the patterns in their correlational analysis: if reading times on some can’t be attributed
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to a costly generation process, then it follows that there should be no particular special
relationship between latencies on that region and our S3 regions.15 We also continue to
observe no convincing evidence for costly cancellation, even after attempting to surmount
the confound I argue is present in the Bergen and Grodner design. To be specific, models
do not estimate credibly non-zero parameters for the expected interactions, and Bayes fac-
tor analysis reveals evidence for the expected interaction is at best anecdotal, on just one
short region which itself merely serves as a possible early cue to cancellation. Crucially,
the absence of any cancellation cost is as predicted in the absence of selection.

However, a few details resist easy interpretation. In the first place, I do not repli-
cate the facilitation effect observed throughout the literature on complement reference in
implicature-supporting contexts. I can see two possibilities for interpreting the absence of
this effect. On the one hand, it may be possible that comprehenders sometimes are less
motivated to use unselected meanings to anticipate and facilitate later comprehension.
Perhaps rapid consideration is a typical phenomenon, but in this particular sample, either
that consideration or its influence on later processes is withheld for an unknown reason.
On the other hand, in a more particular proposal, it may be possible that the design of this
study has produced a substantially different processing environment than other studies.
The use of factive embedding makes the relevant implicature more complex—perhaps this
level of inference no longer has the same online status as the enrichment of matrix some.
Or perhaps enrichment proceeded as expected, but despite the outcome of my norming
study, this particular enrichment is not as readily modulated by protagonist knowledge-
ability. If any of these latter possibilities are true, we should hesitate to infer anything
from these results about the processing of more standard cases of some, not to mention
implicature in general.

Another troubling observation is the consistent relative difficulty of only some

narratives relative to some narratives. Hypotheses that involve costly generation or selec-
tion of an enriched meaning of some online would expect the opposite effect, with only

some narratives being read relatively faster. Other evidence here suggests those hypothe-
ses are incorrect, and no such costly process happens during incremental comprehension,
but even under the alternative proposal of Rapid Consideration Without Selection, we
would expect parity, not slower reading for only some. And to be sure, none of the pre-

15I have no confident explanation for the residual positive correlation, where we would perhaps expect the
absence of any systematic dependence remaining between S3 residuals and S2 latencies. Perhaps this reveals
that the only some conditions were a poor control in this case, a concern echoed below.
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vious studies reviewed above which used this control have found it to provoke elevated
reading times. It would be reasonable to avoid over-interpreting this trend, as it is only
a trend, and, because this manipulation was between-subjects, it could be attributable to
an accident of sampling. If we sought a more detailed explanation, I would suggest that it
might arise from a problem particular to this design, where only is at the left edge of an at-
titude complement. In this position, the relative linear order of that and only has important
consequences for the interpretation of only: Petra realized that only some executives were

fired has a single meaning, where only negates alternatives to some, but Petra realized only
that some executives were fired now relates only to the alternatives for the entire embedded
clause. Participants are rapidly fallible to this sort of transposition in various comprehen-
sion and judgment tasks, especially when words are short and matched in length (Poppels
& Levy, 2016; Mirault et al., 2018; K.-J. Huang & Staub, 2021). Crucially, considering an
exchange in this particular case could allow participants in the only some condition to res-
cue an interpretation in the case of the contradictions which they encountered with some
regularity. While the string as presented has no coherent interpretation, strings like Petra
realized only that some executives were fired. In fact all of them were. have a quite coher-
ent reading where only highlights the things Petra didn’t realize, which might include in
particular that all the executives were fired. If the presence of these contradictions drove
participants to consider exchanges like this, and generally reduce their confidence in the
input as they have encoded it, this could explain their slowdown on sentences with only.16

On the whole, these unexplained patterns raise some doubt about the possibil-
ity to interpret evidence against costly generation and costly reanalysis. The Maze task
reported in the next section will offer some insight, after which I will return to discuss
what to make of these self-paced reading results in the general discussion.

16Note that there is a simpler explanation that seems less feasible. Onemight suggest that participants in the
only some condition encounteredmore contradictions than the participants in the some condition.Theymight,
then, have slowed down because they received more challenging input. Indeed, the 10 fillers which attempted
to counter-balance the number of contradictions for each participant did not wholly offset this differential:
participants in the only some condition saw a total of 20 sentences featuring only and a contradiction, while
some participants saw this pattern only in the 10 fillers. Could encountering 10 further contradictions drive
a global slowdown? As we will see, the task-dependence of this global slowdown make the exchange-related
explanation more appealing.
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3.5 Experiment 6: Scalar implicatures in the Maze

As reviewed in Chapter 2, the Maze task has been observed to allow for tighter
localization and larger effect sizes than self-paced reading (Forster et al., 2009; Witzel et
al., 2012), attributed to the utility of a more careful incremental reading strategy. I demon-
strated there that this careful strategy can include earlier decision-making for uncertain
meaning, e.g. motivating atypical, immediate sense selection for polysemes in neutral con-
texts.

With this in mind, a comparison with the Maze task can offer a few key insights
towards the research questions of this chapter. First, the hypothesis of Rapid Consideration
Without Selection suggests that the decision between enriched and unenriched meanings
for some, like the decision between senses of a polyseme, is regularly postponed in on-
line comprehension. While there are important differences—e.g. that sense selection does
happen online in certain specifying contexts, and that it is not postponed beyond a sen-
tence boundary—this parallel leaves open the question of how strategy interacts with the
timing of the decision to select an enriched meaning. Is the apparent delay strategic in
nature? Can earlier selection be motivated when it might be useful? If so, we would ex-
pect that garden-path-like cancellation costs could emerge in the Maze where they have
not in Bergen and Grodner (2012) or Experiment 5, so that Cancellation regions receive
slower latencies in a Knowledgeable context, particularly when the cancelled upper-bound
meaning is an Implicature.

But the surprising absence of evidence for implicature-induced facilitation for
complement reference in Experiment 5 raised a theory-independent worry about perfor-
mance in the self-paced reading task. Perhaps participants were engaging only shallowly
with the text, failing to generate expectations specific to the possible enriched interpreta-
tion of some. If this is the case, we might expect that the general pressure for incremen-
tality in the Maze would lead to more robust expectations, and thus a chance to at least
observe the expected facilitation effect, so that Affirmation regions receive faster latencies
in a Knowledgeable context, particularly for conditions where the complement-favoring
upper-bound meaning is a context-dependent Implicature.

Different combinations of these two effects offer different insight into the re-
sults of Experiment 5 and the evidence for Rapid Consideration Without Selection. If both
facilitation and reanalysis effects emerge in the Maze, it is evidence that, at least when
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strategic, comprehenders will engage in rapid selection. If facilitation emerges in the ab-
sence of reanalysis, it is strong evidence that consideration and selection can be dissoci-
ated, and further suggests that postponed selection of enriched meaning is not as flexible
as postponed sense selection for polysemy. If we continue here to observe neither effect,
we fail to provide evidence for any consideration of enriched meaning online, and raise
doubts about whether this design is well-suited to investigating the timecourse of typical
pragmatic enrichment.

3.5.1 Method

All materials, data, and analysis scripts are available for review in an OSF repos-
itory (https://osf.io/6t7jd/?view_only=14948ba7eea14373b3df62cd790207df).

3.5.1.1 Participants

80 native English speakers participated in the experiment on Prolific in 2023,
compensated according to a $12 hourly wage. All participants had US nationality, at least
the equivalent of a high school degree, and a minimum of 20 prior submissions with an
acceptance rate of 90% on the platform. Ages were within the range of 18 to 40 (with a
mean of 31).

3.5.1.2 Procedure

The experiment was prepared in Ibex (Drummond, 2010), and deployed on
PCIbexFarm. For each item, participants read a context sentence presented all at once
(S1), followed by two critical sentences (S2 and S3) presented in a Maze task.

Following Boyce et al. (2020), Maze foils were sampled from length-matched
high-surprisal words with reference to the language model of Gulordava et al. (2018). Sep-
arate foil strings were prepared for S2, Affirmation S3s, and Cancellation S3s, each begin-
ning with a foil of “x-x-x” due to the high entropy of sentence-initial positions. S2 foils
were initially prepared for Entailment conditions, with only some, and foils for the Impli-
cature conditions, which omitted only, simply omitted the foil for only as well. Foils that
were too repetitive or were judged as plausible continuations were replaced by hand. In
previous studies, high error rates on capitalized words have been observed, e.g. on named
characters and place names, possibly because many phonotactically licit words in English
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are somewhat plausible names. To prevent excess data loss for this reason, foils for capital-
ized words were always same-length strings of x, matched for capitalization (e.g. Xxxxxx
served as the foil for Polish). An example set of foil strings is given in (21).

(21) Example foils for Maze portions of Experiment 6

a. She realized that (only) some of the marketing executives were fired.

x-x-x unlikely lurches (goes) spot oh seat celebrate comprehend hill clock.

b. The rest suffered a huge pay cut, which seemed fair.

x-x-x gone stunning idea whom kids holy, wavers bishop lady.

c. In fact, they all were, which seemed fair.

x-x-x lose, anti sir yeah, china miller cent.

As in Experiments 2 and 4, in order to encourage accurate performance of the Maze task,
participants saw a counter at the top of the screen during each Maze decision measuring
howmany targets they had chosen correctly without an error.This number reset to 0 when
participants chose a foil, and the ongoing sentence was immediately terminated, moving
prematurely to the comprehension question.

Other than the mechanics of the Maze task, presentation, form assignment, and
randomization was carried out as in Experiment 1. The same questions, fillers, practice,
and burn-in items were used. This procedure was estimated to take about 60 minutes.

3.5.1.3 Analysis

898 test trials in which a participant responded incorrectly to a Maze decision
or a comprehension question were excluded from analysis of response latencies. The re-
maining sample includes data from 2302 test trials. Maze decision errors were analyzed
separately as a secondary measure of incremental difficulty, but revealed no patterns of
interest. Critical response latency measures and their analysis were computed using the
same procedures as in Experiment 5.

3.5.2 Results

All 80 participants retained for analysis answered comprehension questionswith
accuracy of greater than 75% and an average Maze depth of greater than 50%, which is to
say that more often than not, they successfully made it past the halfway point of the Maze
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stimuli. Other participants who had been recruited were excluded from analysis to ensure
a base level of attentive comprehension. Mean comprehension accuracy in the final sample
was 89%, Maze completion rate was 75%, and average Maze depth was 86%. In this section,
I report the response latencies in the various regions of interest.

3.5.2.1 S2 Regions

Average log response latencies in the three critical regions of S2 at and following
some are presented in Figure 3.5 and Table 3.16. Posterior values for β̂ and σβ from our
model along with 95% CRIs are provided for fixed parameters of interest in Table 3.17. We
observe no main effects or interactions which are credibly non-zero in any of the three re-
gions. This includes the predicted interaction of Context and Information Status, expected
to diagnose a penalty in Knowledgeable contexts specific to Implicature conditions, but
estimated close to zero at some of , β̂ = 0.00, 95% CRI = (-0.04, 0.04), the first spillover re-
gion, β̂ = 0.01, 95% CRI = (-0.01, 0.03), and the second spillover region, β̂ = 0.00, 95% CRI
= (-0.01, 0.02). Examination of marginal contrasts in the Implicature conditions reveals
that Neutral contexts did not credibly yield expected faster latencies at some of , δ̂ = 0.02,
P (δ < 0) = 0.22, or the second spillover region, δ̂ = 0.02, P (δ < 0) = 0.27, and indeed
yielded credibly slower latencies in the first spillover region, δ̂ = 0.06, P (δ > 0) = 0.99,
driving a main effect of context there which approached a credible positive value, β̂ =
0.02, 95% CRI = (-0.00, 0.04). If anything, it would appear that comprehenders struggled
somewhat in their reading of this region when context did not support an implicature, an
effect in the opposite direction of predictions under a theory of Rapid Enrichment.

Subsequent Bayes factor analysis using priors informed by the Bergen and Grod-
ner effects (see §3.4.2.1) indicated consistent moderate evidence for the absence of the pre-
dicted interaction at some of (BF10 = 0.11), the first spillover region (BF10 = 0.10), and
the second spillover region (BF10 = 0.16). Note that at some of, there was, nevertheless,
anecdotal evidence for the presence of overall slower processing in implicature conditions
(BF10 = 1.27).

3.5.2.2 Affirmation Regions

Average log response latencies in the two critical regions of Affirmation S3s are
presented in Figure 3.6 and Table 3.18. Posterior values for β̂ and σβ from our model along
with 95% CRIs are provided for fixed parameters of interest in Table 3.19.We again observe
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Table 3.16: Conditional means and measures of spread for the S2 regions in Experiment 6.
Standard errors are reported over summed raw response latencies, and bootstrapped 95%
confidence intervals are reported over average per-word log response latencies.

Info. Status Context Sum RT SE Avg. Log RT 95% CI

so
m
e
of

Entail Know 1262 13 6.41 (6.40, 6.43)

Entail Neut 1265 14 6.41 (6.40, 6.43)

Implic Know 1291 13 6.43 (6.41, 6.45)

Implic Neut 1308 16 6.44 (6.42, 6.46)

Sp
ill

#1

Entail Know 1501 19 6.56 (6.54, 6.58)

Entail Neut 1527 19 6.57 (6.55, 6.59)

Implic Know 1508 31 6.54 (6.52, 6.56)

Implic Neut 1550 22 6.58 (6.55, 6.60)

Sp
ill

#2

Entail Know 1633 22 6.64 (6.62, 6.67)

Entail Neut 1636 21 6.65 (6.63, 6.67)

Implic Know 1607 27 6.62 (6.60, 6.64)

Implic Neut 1823 208 6.64 (6.62, 6.66)
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Figure 3.5: Average per-word log response latencies in the critical regions of S2 in Exper-
iment 6, by condition. Error bars represent bootstrapped 95% confidence intervals around
the mean.

nomain effects or interactions which are credibly non-zero in any region.This includes the
predicted interaction of Context and Information Status, expected to diagnose facilitation
in Knowledgeable contexts specific to Implicature conditions, but estimated close to zero
at the rest, β̂ = -0.01, 95% CRI = (-0.03, 0.02) and the following predicate, β̂ = -0.00, 95% CRI
= (-0.01, 0.01). Examination of marginal contrasts in the Implicature conditions reveals
that Neutral contexts did not credibly yield expected slower latencies at the rest, δ̂ = 0.00,
P (δ > 0) = 0.44 or the predicate, δ̂ = 0.00, P (δ > 0) = 0.52.

Subsequent Bayes factor analysis indicated moderate evidence for the absence
of the predicted interaction at the rest (BF10 = 0.13), and strong evidence for the absence
of the predicted interaction at the following predicate (BF10 = 0.09).

3.5.2.3 Cancellation Regions

Average log response latencies in the two critical regions of Cancellation S3s are
presented in Figure 3.7 and Table 3.20. Posterior values for β̂ and σβ from our model along
with 95% CRIs are provided for fixed parameters of interest in Table 3.21.We again observe
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Figure 3.6: Average per-word log response latencies in the critical regions of Affirmation
S3s in Experiment 6, by condition. Error bars represent bootstrapped 95% confidence in-
tervals around the mean.
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Table 3.17: Bayesian linear mixed-effects models fit to summed log response latencies in
the critical regions of S2 in Experiment 6. Factor levels in parentheses were coded as
positive.

Effect Posterior β̂ Posterior σβ 95% CRI

so
m
e
of

Intercept 12.84 0.03 (12.79, 12.89)
Context (Neut.) 0.01 0.01 (-0.01, 0.02)
Info. Status (Implic.) 0.02 0.02 (-0.02, 0.07)
C × IS 0.00 0.01 (-0.01, 0.02)

Sp
ill

#1

Intercept 13.12 0.04 (13.04, 13.21)
Context (Neut.) 0.02 0.01 (-0.00, 0.04)
Info. Status (Implic.) 0.00 0.03 (-0.06, 0.06)
C × IS 0.01 0.01 (-0.01, 0.03)

Sp
ill

#2

Intercept 13.27 0.05 (13.18, 13.37)
Context (Neut.) 0.01 0.01 (-0.02, 0.03)
Info. Status (Implic.) -0.01 0.03 (-0.07, 0.04)
C × IS 0.00 0.01 (-0.01, 0.02)

nomain effects or interactions which are credibly non-zero in any region.This includes the
predicted interaction of Context and Information Status, expected to diagnose difficulty in
Knowledgeable contexts specific to Implicature conditions, but estimated close to zero at
in fact, β̂ = 0.01, 95% CRI = (-0.01, 0.03) and the following clause, β̂ = 0.01, 95% CRI = (-0.02,
0.05). Examination of marginal contrasts in the Implicature conditions reveals that Neutral
contexts did not credibly yield expected faster latencies at in fact, δ̂ = 0.04, P (δ < 0) =
0.08 or the following clause, δ̂ = 0.06, P (δ < 0) = 0.11. A near-credibly-negative main
effect of Information Status within the all clause may indicate some general difficulty in
Entailment conditions, β̂ = -0.08, 95% CRI = (-0.17, 0.01), where this region introduced a
proposition which contradicted the meaning of S2.

Subsequent Bayes factor analysis indicated extreme evidence for the absence of
the predicted interaction at in fact (BF10 < 0.01), and strong evidence for the absence
of the predicted interaction at the following predicate (BF10 = 0.02). Note that in this
latter region, there was, nevertheless, moderate evidence for the presence of overall slower
processing in Entailment conditions (BF10 = 3.02).

3.5.2.4 Within-Trial Correlation

I again repeated Bergen and Grodner’s correlational analysis relating response
latencies for the some of region to response latencies for the various critical regions of
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Table 3.18: Conditional means and measures of spread for the critical regions of Affirma-
tion S3s in Experiment 6. Standard errors are reported over summed raw response laten-
cies, and bootstrapped 95% confidence intervals are reported over average per-word log
response latencies.

Info. Status Context Sum RT SE Avg. Log RT 95% CI

th
e
re
st

Entail Know 1433 25 6.52 (6.50, 6.55)

Entail Neut 1450 26 6.54 (6.51, 6.56)

Implic Know 1459 22 6.54 (6.52, 6.57)

Implic Neut 1467 28 6.54 (6.51, 6.56)

Pr
ed

ic
at
e

Entail Know 2305 73 6.61 (6.59, 6.64)

Entail Neut 2289 72 6.61 (6.58, 6.63)

Implic Know 2259 69 6.60 (6.57, 6.62)

Implic Neut 2329 78 6.60 (6.57, 6.62)

Table 3.19: Bayesian linear mixed-effects models fit to summed log response latencies in
the critical regions of Affirmative S3s in Experiment 6. Factor levels in parentheses were
coded as positive.

Effect Posterior β̂ Posterior σβ 95% CRI

th
e
re
st

Intercept 13.06 0.03 (13.00, 13.12)
Context (Neut.) 0.00 0.01 (-0.02, 0.03)
Info. Status (Implic.) 0.01 0.03 (-0.04, 0.07)
C × IS -0.01 0.01 (-0.03, 0.02)

Pr
ed

ic
at
e Intercept 6.60 0.02 (6.56, 6.64)

Context (Neut.) 0.00 0.01 (-0.01, 0.01)
Info. Status (Implic.) -0.01 0.01 (-0.03, 0.02)
C × IS -0.00 0.01 (-0.01, 0.01)
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Figure 3.7: Average per-word log response latencies in the critical regions of Cancellation
S3s in Experiment 6, by condition. Error bars represent bootstrapped 95% confidence in-
tervals around the mean.

Table 3.20: Conditional means and measures of spread for the critical regions of Can-
cellation S3s in Experiment 6. Standard errors are reported over summed raw response
latencies, and bootstrapped 95% confidence intervals are reported over average per-word
log response latencies.

Info. Status Context Sum RT SE Avg. Log RT 95% CI

in
fa
ct

Entail Know 1281 20 6.42 (6.40, 6.44)

Entail Neut 1285 26 6.42 (6.40, 6.45)

Implic Know 1258 30 6.39 (6.37, 6.42)

Implic Neut 1305 47 6.41 (6.39, 6.44)

al
l-C

la
us

e

Entail Know 1953 28 6.44 (6.41, 6.46)

Entail Neut 1954 37 6.43 (6.41, 6.46)

Implic Know 1817 30 6.37 (6.34, 6.39)

Implic Neut 1875 37 6.39 (6.36, 6.41)
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Table 3.21: Bayesian linear mixed-effects models fit to summed log response latencies in
the critical regions of Cancellation S3s in Experiment 6. Factor levels in parentheses were
coded as positive.

Effect Posterior β̂ Posterior σβ 95% CRI

in
fa
ct

Intercept 12.82 0.03 (12.77, 12.88)
Context (Neut.) 0.01 0.01 (-0.01, 0.03)
Info. Status (Implic.) -0.02 0.03 (-0.07, 0.04)
C × IS 0.01 0.01 (-0.01, 0.03)

al
l-C

la
us

e Intercept 19.22 0.05 (19.13, 19.31)
Context (Neut.) 0.02 0.02 (-0.02, 0.05)
Info. Status (Implic.) -0.08 0.05 (-0.17, 0.01)
C × IS 0.01 0.02 (-0.02, 0.05)

S3. Simple linear models fit to the Entailment + Affirmation conditions again recorded the
expected positive relationships between latencies at some of and the initial regions of S3, β̂
= 0.34, 95% CRI = (0.26, 0.43), and the second regions of S3, β̂ = 0.27, 95% CRI = (0.19, 0.35).
A second pair of models were fit to predict residual variance in the Implicature conditions,
based on the S2 latencies, the Coda condition, and a potential interaction between the two
(Table 3.22). If latencies at some of reflected the generation of an upper-bound meaning
which facilitates processing of reference to the complement set, and engenders difficult
reanalysis, we would expect a negative relationship here for Affirmation S3s and a positive
relationship with Cancellation S3s. In contrast, I observe a general negative relationship
between S2 and the first S3 regions, β̂ = -0.10, 95% CRI = (-0.16, -0.04), which falls below
credibility in the second regions, β̂ = -0.04, 95% CRI = (-0.09, 0.02). Marginal comparisons
in the first regions reveal this is especially strong for the Cancellation regions, δ̂ = -0.14,
P (δ < 0) = 0.99, compared to the Affirmation regions, δ̂ = -0.06, P (δ < 0) = 0.93, driving a
trending interactionwith Coda opposite the predicted direction, β̂ = -0.04, 95%CRI = (-0.09,
0.01). It would appear that the amount of processing time devoted to the critical implicature
trigger in this experiment was predictive of facilitation in downstream regions, perhaps
especially on regions which necessitate a cancellation of the potential implicature.

If this is some type of facilitation effect arising from effort earlier in the sentence,
it’s useful to knowwhether it arises from standard comprehension principles, or if it might
be related to participants’ growing experience with the shape of this experiment’s stim-
uli. A secondary analysis was conducted for the first regions in S3, adding by-condition
exposure counts as a predictor for residual latency. This model captures a near-credible
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Table 3.22: Bayesian linear mixed-effects models fit to residual response latencies in the
critical regions of S3, using S2 latencies as a predictor, in Experiment 6.

Effect Posterior β̂ Posterior σβ 95% CRI

Re
gi
on

1 Intercept 0.59 0.20 (0.20, 0.99)
S2 Latency -0.10 0.03 (-0.16, -0.04)
Coda (Cancel) 0.19 0.17 (-0.14, 0.52)
S2 × Coda -0.04 0.03 (-0.09, 0.01)

Re
gi
on

2 Intercept 0.11 0.19 (-0.27, 0.48)
S2 Latency -0.04 0.03 (-0.09, 0.02)
Coda (Cancel) -0.09 0.16 (-0.42, 0.23)
S2 × Coda -0.00 0.03 (-0.05, 0.05)

Table 3.23: Supplementary Bayesian linear mixed-effects model fit to residual response
latencies in the first critical regions of S3, using S2 latencies and by-condition exposure
counts as a predictor, in Experiment 6.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 0.49 0.36 (-0.21, 1.19)
S2 Latency -0.07 0.06 (-0.18, 0.04)
Coda (Cancel) -0.20 0.33 (-0.84, 0.45)
Exposure 0.09 0.06 (-0.03, 0.20)
S2 × Coda 0.02 0.05 (-0.08, 0.12)
S2 × Exp -0.02 0.01 (-0.03, 0.00)
Coda × Exp 0.08 0.06 (-0.03, 0.19)
S2 × C × E -0.01 0.01 (-0.03, 0.00)

first-order interaction between the effect of S2 latencies and the number of exposures, β̂
= -0.02, 95% CRI = (-0.03, 0.00), such that as exposures increase, so does the strength of
this facilitatory effect. This is qualified by a near-credible second-order interaction with
Coda, β̂ = -0.01, 95% CRI = (-0.03, 0.00), capturing that this is driven almost exclusively by
Cancellation conditions. Marginal comparisons reveal a strong facilitatory relationship in
Affirmation conditions at first exposure, δ̂ = -0.10, P (δ < 0) = 0.94 increasing only slightly
by the tenth and final exposure, δ̂ = -0.12, P (δ < 0) = 0.95, in contrast with Cancellation
conditions, where there is a small, non-credible facilitatory relationship at first exposure, δ̂
= -0.08, P (δ < 0) = 0.89, which increases many times over by the tenth and final exposure,
δ̂ = -0.34, P (δ < 0) = 0.99. It would seem that the facilitatory effect in Affirmation sen-
tences is a property of typical behavior, while the larger facilitatory effect in Cancellation
sentences is the result of experience with these stimuli.
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Table 3.24: Accuracy on comprehension questions among trials with accurate Maze re-
sponses in Experiment 6.

Question Target % Correct SE

S1 91% 1%
S2 96% 1%
S3 (Misc.) 99% 0%
S3 (some Interp.) 92% 1%

3.5.2.5 ComprehensionQuestions

Patterns of accuracy on comprehension questions in this experiment also pro-
vide some potential useful insights. Overall accuracy (Table 3.24) was more or less equiv-
alent to Experiment 5, with particular difficulty with questions probing information from
the context sentence S1 and the proper interpretation of some given S3. Conditional accu-
racy data for these critical questions is given in Table 3.25. A post-hoc analysis over this
accuracy data was performed using a Bayesian logistic mixed-effects model in brms (Table
3.26). Accuracy was predicted by an interaction between Context and Information Status,
β̂ = 0.55, 95% CRI = (0.08, 1.05), which was in turn qualified by a near-credible second-
order interaction with Coda, β̂ = -0.33, 95% CRI = (-0.82, 0.14). Marginal comparisons over
Context reveal that Entailment + Affirmation stimuli were harder in Neutral contexts, δ̂
= -1.79, P (δ < 0) = 0.98, while Implicature + Cancellation stimuli were easier in Neutral
contexts, δ̂ = 1.51, P (δ > 0) = 0.97. Other types of stimuli were less dependent on con-
text. Implicature + Cancellation was a condition where Context was indeed expected to
modulate the likelihood of drawing the implicature, and thus the difficulty of cancellation:
this result suggests that participants were indeed sensitive to the context manipulation in
their ability to arrive at a final interpretation of the sentence. Context-mediated difficulty
is less expected in the case of the former stimuli, where an upper-bound meaning should
have been straightforwardly entailed, independent of context. This seems to demonstrate
that participants reasoned about entailed upper-bound meaning using other sources of
information.

3.5.3 Discussion

In a Maze study investigating the same stimuli as Experiment 5, I again observe
the general lack of the effects reported in Bergen and Grodner (2012). The critical con-
textual manipulation again had no credible effect on response latencies at the implicature
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Table 3.25: Accuracy on critical implicature-probing comprehension questions in Experi-
ment 6.

Info. Status Context Coda % Correct SE

Entail Know Affirm 98% 2%
Entail Neut Affirm 85% 5%
Implic Know Affirm 90% 4%
Implic Neut Affirm 95% 3%
Entail Know Cancel 91% 4%
Entail Neut Cancel 91% 4%
Implic Know Cancel 91% 4%
Implic Neut Cancel 95% 3%

Table 3.26: Bayesian logistic mixed-effects model fit to accuracy on comprehension ques-
tions targeting the final interpretation of some in Experiment 6.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 3.08 0.53 (2.03, 4.14)
Context (Neut.) -0.07 0.24 (-0.55, 0.41)
Info. Status (Implic.) 0.05 0.28 (-0.51, 0.60)
Coda (Cancel.) -0.09 0.28 (-0.64, 0.46)
Ctxt × IS 0.55 0.25 (0.08, 1.05)
Ctxt × Coda 0.28 0.24 (-0.19, 0.76)
IS × Coda 0.09 0.28 (-0.46, 0.65)
Ctxt × IS × Coda -0.33 0.24 (-0.82, 0.14)
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trigger some or in regions of the following sentence meant to probe the online consid-
eration or selection of an upper-bound meaning, with Bayes factors uniformly finding
moderate to strong evidence against such effects.

In two cases, I do observe some evidence for a general contrast between implica-
ture and entailment. First, at some itself, there is anecdotal evidence for generally slower
reading in Implicature conditions. While this is consistent with the idea that some may
invoke particular processes which only some does not (related to social reasoning or to
meaning uncertainty), the low quality of the evidence makes me hesitate to interpret it.
More convincingly, in the S3 region which directly obligates cancellation of upper-bound
meaning, we see strong evidence for slower reading when the upper-bound meaning was
entailed through the contribution of only. This is evidence for a slowdown particular to
the contradiction of entailments, something that any theory of incremental comprehen-
sion would expect to observe. If there is any cost incurred in the case of cancellation of
an implicated upper-bound meaning (evidence suggests no), it must be smaller than this
contradiction cost.

The lack of any effect of context is somewhat discouraging, and opens up the pos-
sibility that the manipulation of context was simply not an effective way to control partic-
ipants’ online interpretations in this experiment. We have one tentative piece of evidence
against this, however, from the comprehension question accuracy data, where we observe
context-dependence in particular for the successful offline interpretation of cancelled im-
plicatures: participants were more likely to arrive at the post-cancellation, lower-bound
reading of some successfully when the context was Neutral, and thus less supportive of
the implicature. So, context had some effect on at least participants’ offline interpretations
of the stimuli, as it did in the norming experiment. What we lack is evidence of context on
online interpretations, e.g. the missing facilitation effect on complement reference in S3.
Its continued absence here in the Maze suggests that its absence in self-paced reading was
not merely due to shallow engagement, to the extent that the Maze forces participants to
engage more deeply.

In the absence of any effects of the context manipulation on reading times, ev-
idence from within-trial correlations helps to make a partial argument for some rapid
anticipation effects using some. Two patterns of time distribution emerged in this study.
In regions which affirmed an upper-bound meaning by referencing a contrast set, we ob-
served that faster-than-normal reading times were achieved on trials where participants
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engaged in slower reading at some, a pattern which held from the earliest exposures. This
resembles the pattern observed in Bergen and Grodner (2012), which was not replicated
in Experiment 5. Elsewhere, in regions which anticipated cancellation of an upper-bound
meaning by featuring the contrastive connective in fact, we observed that faster-than-
normal reading times were also achieved on trials where participants engaged in slower
reading at some, but this was a pattern which emerged over a series of exposures to these
conditions.

The exact interpretation of these effects depends on a theory of how trials with
longer response latencies at some were special. Bergen and Grodner (2012) claim that
these are trials where an enriched upper-bound meaning was considered, at cost, but the
widespread failure to observe context-dependent costs in this region, including in the cur-
rent experiment, makes this less convincing. An alternative theory might take these to be
trials where some was processed more carefully, and participants had a more detailed rep-
resentation as a result. This may be intuitively attractive, but work in sentence processing
has largely found that reading times do not predict higher accuracy in offline measures
(Weiss et al., 2018), suggesting more that when they occur, delays are necessary to achieve
typical comprehension performance, rather than an option to achieve atypically precise
comprehension performance. Indeed a post-hoc investigation of the relationship between
latencies at some of and comprehension question performance in this experiment revealed
no effect on accuracy for questions which targeted the interpretation of some, or accuracy
in general.

I suggest instead that the most important quality of trials with slower latencies
in the some region was simply that they gave comprehenders more time to develop expec-
tations conditioned on that material. Research on expectation in comprehension generally
finds that expectation strength grows over time—as a very concrete example, Wlotko and
Federmeier (2015) observe that contextual facilitation effects in ERPs are much smaller
when presentation rates are increased. Although intentional delays were presumably as-
sociated with processing difficulty, and do not improve the quality of comprehenders’ final
interpretations, I will assume that in at least some cases, the simple fact of slower move-
ment through the sentence can yield stronger online expectations. If this is the case, then
the connections between slower latencies in S2 and faster latencies downstream reveal
the nature of the expectations which participants are fostering in S2. The facilitatory rela-
tionship at the rest would diagnose that observing some fosters a general expectation for
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upcoming reference to a complement set, presumablymediated by the upper-boundmean-
ing, although we cannot observe that dependency directly here. On the other hand, the
acquired facilitatory relationship at in fact would diagnose that comprehending some can
foster a general expectation for upcoming corrective elaboration, whether through merely
the distribution of word forms, or through sophisticated discourse-structural prediction.
The pattern of a narrator attributing a less specific belief to a protagonist, and then pointing
out what they do not know has plenty of support in narrative, and could have been drawn
on here as a predictable schema. It is crucial that the first relationship seems to have been
present before participants had extensive experience with these stimuli, and it is critical
that we do not see this effect reversed for cancellation regions. I take this particular state of
affairs as evidence that comprehenders are developing upper-bound-related expectations
rapidly during online reading, without inhibiting lower-bound interpretations.

3.6 General discussion

Results from self-paced reading and Maze studies examining the processing
of the upper-bound meaning of some have demonstrated that contexts supportive of an
upper-bound meaning are associated with neither (a) difficulty at some itself, nor (b)
difficulty at later assertions incompatible with upper-bound meaning. These findings are
in line with the predictions of a hypothesis of Rapid Consideration Without Selection as
introduced in §3.1. Where previous studies have observed evidence that comprehenders
are considering upper-bound meaning, I find no evidence for costly generation or an
online selection process entailing reanalysis.

But a wrinkle remains: both studies also failed to observe the facilitation effects
expected if a upper-bound meaning had been generated and was under consideration,
driving expectations. This opens up competing explanations for the absence of context
effects here which are unrelated to the critical research question.

The first potential deflationary explanation hinges on the nature of the stimuli
in these experiments. In an effort to surmount a potential confound present in simpler
designs, I substantially complicated the nature of the critical upper-bound meaning, as re-
viewed in §3.3.2. As a result, inferences about the true relationship between the quantifier’s
restrictor and nuclear scope set depend on reasoning about scalar alternatives to some and
to factive embedding predicates, along with assumptions about epistemic parallelism be-
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tween protagonists and narrators.We easily might imagine that this complication changed
the way comprehenders engaged with the meaning of some. Evidence from a judgment
study suggests that such changes could not have been extreme: I observe that in offline
judgments comprehenders are just as sensitive to differences in protagonist knowledge-
ability as they are to differences in speaker knowledgeability in the simpler cases (§3.3.4).
Indeed, this sensitivity seems to fuel differential difficulty dealing with cancellation in of-
fline responses in Experiment 6 as well (§3.5.2.5). These observations can reassure us that
context was still taken into account in the comprehension of some. Nevertheless, it is a
priori possible that, in light of the increased complexity of the contextual calculus, context
was less frequently exploited to direct resources in online processing here than it was in
simpler designs. If this is the case, we cannot interpret the present null findings as directly
informative for the critical questions of this chapter.

However, even if context did not have the expected effect here, within-trial cor-
relations from Experiment 6 suggests that comprehenders were engaged in online con-
sideration of upper-bound meaning without online selection of upper-bound meaning.
Under the assumption that downstream differences correlated with reading times at some

can be used to diagnose the expectations launched at some, the correlated facilitation of
complement reference provides alternative evidence that comprehenders were engaging
in some amount of expectation for the upper-bound meaning of some. If this expectation
was due to online selection of a upper-bound reading, we would expect similar patterns
of correlated inhibition for content inconsistent with the upper-bound meaning, but we
see no such effect. In fact, I observe that some aspects of this meaning (the connective in
fact) begin to be anticipated as well.

I thus take the overall picture to provide additional evidence in favor of a hy-
pothesis like Rapid Consideration Without Selection. To conclude this chapter, I will add
two further comments on the data discussed above, before returning to the larger picture.

3.6.1 The comprehension of “in fact”

One peculiarity of this experimental design is the relationship between cancella-
tion continuations and the discourse marker in fact in S3. The consistency of this relation-
ship might have had unpredicted consequences for our ability to measure costs associated
with the cancellation material itself in S3.

In particular, if comprehenders took in fact to signal some contrast between con-
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text and the assertion to come, amodel with online selection could predict that cancellation
costs in the Knowledgeable condition were masked by a different sort of difficulty in the
Neutral condition.17 The logic is that in Neutral conditions, comprehenders would quickly
select a lower-bound interpretation, and when they encountered in fact and its subsequent
all-assertion, they would struggle to make in fact coherent, as its prejacent contributed in-
formation which was consistent with their current interpretation. Such an effect would be
reasonable in at least one way, as comprehenders do show rapid slowdowns in reading
tasks when the content of a clause is less obviously coherent with a discourse connective
(see Cozijn, 2000 and much discussion in Chapter 4).

On deliberation, I think such a cost in this case is unlikely, however.There is little
evidence that in fact is prototypically used to mark contrast. In the third version of the
Penn Discourse Treebank, for instance, annotators associated in fact with the introduction
of detailed elaborations on the current topic—e.g. (22) and 73 other cases associated with
an Expansion relation—-much more regularly than contrast with a previous statement—
e.g. 23 and only 10 other cases associated with a Comparison relation. A pattern common
across many examples is the use of in fact after a weak assertion to introduce an assertion
with a compatible and indeed stronger meaning, as in (24). Indeed, this last case is rather
directly comparable to the case where comprehenders settle on a lower-bound meaning
for some in S2 before encountering an all assertion in S3.

(22) [Even though the market started to slide on Friday,] no special bulletins or emer-
gencymeetings of the investors’ clubs are planned. In fact, some of the association’s
members… welcomed the drop in prices.

(23) When UAL Corp. stock finally opened on the New York Stock Exchange at 11:08
a.m., the price was listed at $324.75 a share, up about $45 from Friday; in fact, its
true price was $224.75, down $55.

(24) And while the job is half done, Brooks is still bitter. In fact, there’s only one person
involved who’s happy, and that’s Floyd String.

Indeed, I have already pointed out that in Experiment 6, comprehenders seemed to de-
velop an expectation for in fact given some over the course of the experiment, potentially
conditioned on their recognition of a weak meaning that might be made more precise in
later discourse. On the whole, it does not seem likely that comprehenders would struggle

17I thank Richard Breheny for this observation.
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to access an elaboration meaning here, and so the potential confound is not so worrying.
Future work should, nevertheless, verify that the absence of apparent reanalysis extends
to discourses which do not feature in fact.

3.6.2 Task effects

Unlike the experiments reported in Chapter 2, in this pair of experiments I do
not observe a pressure in the Maze for earlier selection of a meaning for uncertain content.
This yields some insight into the nature of the task effects discussed there. I argued that
the Maze is motivating earlier decisions about polyemy and distributivity because these
factors yield predictive value that supports accurate Maze task performance. If that’s the
case, I might assume here that decisions about the interpretation of some yield less pre-
dictive value. This seems reasonable, as the exact nature of the relationship between two
sets may be less informative about context than the particular lexical meaning of a noun—
which has implications for the setting and the entities within it—and the way in which
a plurality of agents were related to discrete events picked out by the verb—which has
implications for the total number of objects which must be represented in the discourse
model. Nevertheless, this should be tested empirically, if it is to be a critical conclusion
here.

Alternatively, Maze pressures may have been present here, but not sufficient to
overcome biases for later selection of this kind of meaning. A stronger bias to postpone
selection here would also make sense. Where reanalysis of a polyseme or a distributivity
ambiguity involves a switch within the possible meaning of a single lexical representation,
or what I have treated as a difference in the postulation of an implicit operator, revising
from a selected upper-bounded meaning to a lower-bounded meaning here requires revis-
iting the entire pragmatic lens through which the sentence was interpreted. To the extent
that this would be a more undesirable cost, the functional approach to decision timing
could expect that the gain in utility would not be worth the risk.

I do observe at least three differences between the two tasks here, related to other
components of processing behavior. First, recall that in Experiment 5, general costs were
observed in conditions with the string that only some. In the subsequent discussion (§3.4.3)
I proposed that this might be the result of comprehenders’ uncertainty over the order of
that and only. Experiment 6 revealed that no such costs emerge in the Maze. This seems
compatible with an explanation tied to uncertainty in order; in the Maze task, comprehen-
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ders are presumably encouraged to engage in much more exact encoding of the order of
adjacent words. The elimination of this secondary cost allows us to observe a particular
cost for the contradiction of entailments in the Maze. In self-paced reading, we don’t see
evidence for a contradiction cost, either because it is obscured by the global difficulty in
this condition, or indeed because adopting the non-veridical order would circumvent the
contradiction altogether.

Next, participants in the Maze exhibited a novel context-dependence in their
successful integration of S3. That comprehenders particularly failed when S3 required the
cancellation of what should have been a relatively highly-expected upper-bound meaning
is an indication that the Maze specifically taxed comprehenders ability to resolve conflicts
between multiple sources of information. I’ll note that we might have actually expected
to see a reduction in comprehenders’ willingness to provide upper-bound readings on the
whole here, in the comprehension questions, if the apparent task demands of the Maze
resembled the kind of cognitive load examined in De Neys and Schaeken (2007) and sub-
sequent studies. There’s no such reduction on display here, but that isn’t particularly sur-
prising: in this study, interpretation of some is fully determined by S3. For instance, Affir-
mation conditions entail the presence of a non-empty complement regardless of whether
comprehenders settle on a lower-bound or upper-bound meaning for some in S2. As a re-
sult, comprehenders need not select an upper-bound meaning of some in order to answer
comprehension questions accurately in those conditions. An investigation of Maze read-
ing with the simpler stimuli and informative questions of De Neys and Schaeken (2007)
would be an interesting follow-up.

Finally, in post-hoc within-trial latency correlations between critical some and
S3-initial regions inspired by Bergen and Grodner (2012), there is a clear difference be-
tween the two studies. In Experiment 5, latencies at some predicted more difficulty in S3
than latencies at only some did (in the Entailment conditions used to set the baseline). One
potential interpretation of this finding is that latencies on some when its interpretation is
not fixed in context were more likely to reflect generic difficulty with the critical quantifi-
cational meaning, as compared to the control conditions where slower processing was just
amatter of typical randomvariation in latencies. In Experiment 6, we observemuch the op-
posite: latencies at some predicted ease in S3, according to two different patterns (generic
ease with Affirmation continuations, and ease with Cancellation continuations acquired
over the course of the experiment). In §3.5.3 I advanced an interpretation of these effects
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as expectations unfolding in time, benefiting from random variation in latencies at some.
Why the difference between the two studies, then? Tentatively, the correlations observed
in Experiment 6 may not show up in Experiment 5 because self-paced reading participants
were less likely to engage in predictions based on hypotheses about the meaning of par-
tial input. That is, although we do not observe an increase in online selection behavior in
the Maze comparable to Experiments 2 and 4, we might be observing an increase in other
optional processes that are particularly useful due to the utility of interpreted contexts in
the Maze.

3.6.3 Conclusions

In this chapter, I presented a case of indeterminate meaning in online compre-
hension which is entirely unlike the paradigmatic cases introduced in Chapter 2. A review
of the literature on the interpretation of some finds evidence that comprehenders gener-
ate and consider both (“logical”) lower-bound and (“pragmatic”) upper-bound meanings
rapidly online. Nevertheless, we see no evidence for subordinate selection or reanalysis
costs during early processing in the literature to date: it seems that the consideration be-
ing probed here does not result in the selection of a single interpretation. I advance a
hypothesis informed by these results, Rapid ConsiderationWithout Selection, and demon-
strate one possible model of interactive expectation-based processing that could capture
the particular (“No Worries If Not”) facilitation effects attributed to pre-selection consid-
eration. Across self-paced reading and Maze studies, I revisit and extend partial evidence
from Bergen and Grodner (2012) that online consideration of upper-bound meanings does
not engender reanalysis costs in reading. Although facilitation effects attributed to con-
sideration were much weaker here than in previous work, emerging only in a post-hoc
correlational analysis of the Maze data, I take the overall picture as consistent with Rapid
Consideration Without Selection. I also observe that the preferences for postponed selec-
tion here overwhelm whatever task-specific pressures there are for early selection in the
Maze.

If Rapid Consideration Without Selection is the appropriate model for the in-
terpretation of some, it exists as a rather unique phenomenon in our understanding of
comprehension decisions. Debate about the nature of comprehension decisions has often
hinged on whether purported reanalysis effects should be explained as the costs associ-
ated with revising a single analysis of the input, or the costs associated with encountering
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evidence inconsistent with the most probable of multiple possible analyses of the input.
Here, this picture is disturbed by evidence for a second phenomenon that needs modeling,
“No Worries If Not” facilitation associated with certain analyses of the input, in the ab-
sence of corresponding reanalysis costs. Such effects lend themselves to a certain parallel
interactive view of expectation-driving comprehension, but those models contrast with
the expectation-driven models that have been used to account for reanalysis. If expecta-
tions need not lead to costs when they are not met, some of the intuitive argument for
a general expectation-based model of comprehension is undermined. Either expectations
must somehow differ in consequence between those which do and do not trigger reanaly-
sis effects, or reanalysis effects depend on the presence of a single deterministic analysis.
I will revisit this topic in Chapter 5.
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Chapter 4

Considering and cancelling causal

inferences

Frequently in natural language, a pair of two sentences ⟨S1, S2⟩, unmarked by
any particular discourse marker, prompt the inference that the eventuality described in S1

caused the eventuality described in S2. See for instance, a few examples from spontaneous
American English narratives given in (25). I will call this a Result inference.

(25) a. The guy comes over and smiles at me. I blew up.

b. The girl said, “I’m sorry, I don’t cook the food, it’s precooked.” He picked up
the meal and threw it on the floor.

c. [Right Guard] was positioned at that time for men. It was not going anywhere.
(Terkel, 1974)

To give a more quantitative sense of the frequency of Result inferences: in a subset of the
Penn Discourse TreeBank 2.0 (Prasad et al., 2008), a corpus of newswire from the Wall
Street Journal, Asr and Demberg (2012) count 2,240 cases where S2 describes an event
that closely follows S1, without any explicit discourse marker.1 Of these, 1,704, 76%, are
cases where annotators agreed that the text invites an implicit Result inference.

It is also very common for an inference to be generated with the opposite tem-
poral orientation, that the eventuality described in S2 caused the eventuality described in

1That is, 2,240 cases that were implicit, and received the label TEMPORAL.Asynchronous.precedence or
CONTINGENCY.Cause.result. No other PDTB2 tag marks an inference about forward temporal movement.
This is about 14% of the 16,327 annotated implicit pairs used by Asr and Demberg (2012). Note also, that closely
here is relative to the temporal grain of the narrative.
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S1 (26).

(26) a. The doctor advised me to quit work. My heart got bad to where I couldn’t get
enough oxygen.

b. I admired the men … that were stonemasons. They knew their trade.

c. Until recently I’d cry in the morning. I didn’t want to get up.
(Terkel, 1974)

These, which I’ll call Explanation inferences, are even more frequent than Results in the
PDTB2. Of the 2,628 cases where S2 describes an event that closely precedes S1 with-
out a marker,2 2,467, almost 94%, were annotated as Explanations. Together, Results and
Explanations make up more than 25% of all implicitly related sentence pairs in the PDTB2.

Given that these inferences are common, and apparently present in comprehen-
ders final interpretations of a discourse, I am naturally interested here in the timecourse
of their comprehension. Inspired by the dissociation between consideration and selection
observed in the previous chapter, we can ask about these processes separately here as
well. On the one hand, (a) are these inferences (generated and) considered during on-
line processing? When does that consideration begin, and can it facilitate processing of
inference-compatible material like consideration of some? And on the other hand, (b) does
selection of an interpretation featuring the inference happen during online processing? If
so, when does it occur, is it postponed until offline processing like the interpretation of
some?

The answers I will give here are roughly: (a) Yes, causal inferences rapidly in-
fluence processing of their tail in a manner consistent with online consideration; and (b)
No, selection of a causal inference is not apparent in running discourse, even at a delay
of a few sentences. These answers come from a growing literature on these phenomena,
to which I add a series of three reading studies which look for and fail to find reanaly-
sis costs for Explanation inferences, using the same methodologies used elsewhere in this
dissertation. In Experiment 7, I examine cases where causal meaning might be anticipated,
finding that readers use world knowledge and the possibility of a causal inference to an-
ticipate likely content in the tail, but do not suffer costly reanalysis afterwards when they
encounter evidence against the inference. Experiments 8 and 9 follow up by manipulat-
ing the contextual possibility of a causal interpretation for a world-knowledge-plausible

2That is, TEMPORAL.Asynchronous.subsequence and CONTINGENCY.Cause.reason. The latter corre-
sponds to Explanation in the present terms. This is about 15% of the corpus.
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Explanation, and probing for reanalysis within a larger time window. Results continue
to reveal the absence of reanalysis effects, and also demonstrate that online expectations
conditioned on anticipated causal inferences are not sensitive to context-specific informa-
tion, a crucial limit on the way that these expectations arise. On the whole, I will argue
that the status of these inferences in online comprehension adheres to the hypothesis of
Rapid Consideration Without Selection advanced in the previous chapter.

The chapter is organized as follows: in the next section (§4.1), I will review the
two most prominent approaches to these inferences in formal pragmatics, to establish
some basic understanding of the ultimate goal of the comprehender. Next, in section 4.2, I
review the existing literature on the timecourse of these inferences, which has frequently
found evidence for online consideration but generally avoided questions of selection. I
then present Experiments 7, 8, and 9, before wrapping up with a general discussion in
section 4.6, detailing my conclusions and taking care of some odds and ends relating to
domain-general causal attribution and the semantics of because.

4.1 Causal inferences in discourse

In understanding a pair of adjacent sentences, unmarked by any particular cue
to their coherence, comprehenders seem obligated to see some connection between what
each sentence describes. This is the broader phenomenon described in influential theories
and frameworks for implicit discourse structure proposed in, e.g. Hobbs (1979), Mann and
Thompson (1988), Kehler (2002), and Asher and Lascarides (2003). In these approaches, it’s
this mandatory connection, discourse coherence, that can give rise to inferences like the
causal ones highlighted here.

It’s apparent that the nature of the coherence relation most naturally arrived
at, and thus the nature of the inference, is strongly controlled by the semantic content of
the two segments being connected, call them the head and the tail. We can see this by
comparing minimally different segment pairs with similar structure. Example (27) gives
two pairs of transitive sentences in the English simple past tense: in each case, the subject
of the tail is a pronoun referring back to indefinite object of the head. Nevertheless, the
discourses yield opposite causal inferences. In (27a), the closing of the factories is most
naturally understood as a result of the activist’s purchase, while in (27b), the threatening
of the CEO seems to describe the reason why the manager was fired. I will use the symbol
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ø below discourses to mark natural inferences.

(27) Implicit intersentential causal inferences

a. The activist bought1 a cosmetics company. It closed2 several factories.

ø Result: e2 because e1

b. The company fired1 a manager. He threatened2 the CEO.

ø Explanation: e1 because e2

Theoretical approaches to the nature of discourse coherence in semantics and pragmat-
ics fall into two basic camps. On one, which owes principally to Hobbs (1979), coher-
ence is simply a process of inferencing over possible relations between adjacent segments.
Types of coherence relations and the inferences they lead to are not taken to be linguistic
categories, but general patterns that arise from the nature of communication and con-
straints on relevance. Kehler’s (2002) notable elaboration and formalization of this pro-
posal demonstrates how joint inferencing over possible coherence relations and ambigu-
ous linguistic content like VP ellipsis, pronominal reference, and temporal interpretation
can derive a number of desirable patterns. These insights have been extended by contin-
ued work in this domain in the decades since (Kehler et al., 2007; Kehler & Rohde, 2013,
2017, 2019).

The other cluster of work sees coherence as a particularized grammar of relations
used to generate a binary-branching, recursive hierarchical structure, onewhich is directly
constrained by and directly constrains other parts of linguistic meaning. Key early work
laying the foundation for such accounts comes from the proposals of Reichman (1978),
Polanyi (1985, 1988), and Grosz and Sidner (1986), who discuss how hierarchical models
of discourse that apply coherence relations recursively can derive apparent constraints on
pronominal reference and further coherence. The core generalization is today called the
Right FRontieR ConstRaint (RFC): as a new segment enters into the discourse, only ma-
terial in “accessible” nodes in the hierarchical representation of discourse can be referred
to with discourse anaphora, or can serve as the head in a coherence relation with the new
segment.

Asher and Lascarides (2003), who coined the RFC name for the phenomenon,
take this as evidence that coherence is principally language-internal. While they agree
with others that the library of coherence relations available to comprehenders is in some
sense derived from general principles, in the account they propose, Segmented Discourse
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Representation Theory (SDRT), the relations are linguistic objects with parameters that
determine how they participate in constructing the hierarchical discourse. In particular,
in SDRT, in order to generate the distinctions in “accessibility” for the RFC, discourse
relations must be specified for whether they (i) subordinate their tail, thus preserving
the accessibility of their head, or (ii) coordinate, thus rendering their head inaccessible.
Moreover, in SDRT, the relations are in turn part of the semantic content of lexical items,
part of the entailments of discourse markers like however or so. The entire procedure for
coherence, then, lives in an extended system of (dynamic) compositional formal semantics.
Note that these proposals, like Hobbs (1979) and Kehler (2002), have to appeal to some kind
of inferencing for the resolution of coherence in cases like (27) where the linguistic content
does not fully constrain possible parses, though SDRT provides a particular logic for that
inferencing.

These two main approaches to coherence, which I’ll call shallow infeRenc-
ing and hieRaRchical stRuctuRe-building, do not strictly require that the head and tail
of a coherence relation must be independent sentences. In fact, both have frequently ex-
tended to cover relationships between roughly clausal segments within a single sentence.
In particular, these are usually segments whose grammatically-specified relation is either
minimally constraining (e.g. coordination structures; 28a) or equivalent to the inference
that would arise from a coherence relation (e.g. because, so, then; 28b).

(28) Run-of-the-mill intrasentential causal inferences

a. The activist bought1 a cosmetics company and it closed2 several factories.

ø Result: e2 because e1

b. The company fired1 a manager because he threatened2 the CEO.

ø Explanation: e1 because e2

Such cases fit in naturally with the shallow infeRencing approach: either the tail al-
ready specifies the way in which it is coherent with the head, or it remains vague and the
comprehender will have to generate a connection just as they do across sentences. HieR-
aRchical stRuctuRe-building theories also need not say much here: these segments do
not relate to each other in any way besides meanings that already must be captured in
the system of discourse coherence, so it is plausible that they, like sentences, are separate
discourse segments.
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But there are other instances where discourse coherence-like inferences seem
to arise intra-sententially beyond these basic cases. Eventualities described in restrictive
modifiers of nouns, like restrictive relative clauses (RRCs), seem to give rise to such infer-
ences as well (Cohen & Kehler, 2021). We can construct examples parallel to (27) where
the tail is not a following sentence but an RRC modifying an indefinite object in the head,
and at least the Explanation inference is still apparent. Because such cases are among the
phenomena examined in the experiments to follow, I will linger on how we might derive
the apparent inferences here.

(29) Intrasentential causal inferences with RRCs

a. The activist bought1 a cosmetics company that closed2 several factories.

ø ⁇Result: e2 because e1

b. The company fired1 a manager that threatened2 the CEO.

ø Explanation: e1 because e2

These inferences are a robust feature of running discourse much like prototypical cases of
Result and Explanation. In a pilot investigation of restrictive relative clauses in the Wall
Street Journal subset of the Penn Treebank (Marcus et al., 1999), I find that roughly 20%
yield Explanation-like inferences (30).3

(30) Explanations in naturally-occuring RRCs

a. Two years ago, the Rev. Jeremy Hummerstone, vicar of Great Torrington, De-
von, got so fed up1 with ringers who didn’t attend2 service he sacked the entire
band; the ringers promptly set up a picket line in protest.

ø Explanation: e1 because e2

b. Stockholders who took the hint and sold2 shares escaped1 the October debacle.

ø Explanation: e1 because e2

RRCs are not the only way of instantiating this kind of inference between the way an
individual is described and an event in which they are a participant: participial modifiers

3No clear cases of a Result-like inference were found, where the event of the RRC occurred because of
the matrix event. (Note that this isn’t a matter of temporal interpretation alone—there were still several cases
where RRCs described events which temporally preceded the matrix event.) This may be evidence for a struc-
tural constraint on the availability of sub-sentential discourse inferences, but this topic is not relevant to the
discussion of this chapter.
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(31a) and deverbal nouns (31b) can give rise to the same inferences (Webber, 1991 apud

Rohde et al., 2017; Hobbs, 1990; Cohen and Kehler, 2021).

(31) Other intrasentential causal inferences within nominal descriptions

a. The manager Sheila lectured1 the texting2 intern Kevin.

ø Explanation: e1 because e2 (Rohde et al., 2017)

b. A car hit1 a jogger2 in Palo Alto last night.

ø Explanation: e1 because e2 (Hobbs, 1990)

A shallow infeRencing approach to coherence is capable of handling these cases sim-
ilarly to others, with one small adjustment. Unlike the other examples reviewed so far,
inferences arising from eventualities within nominal descriptions cannot be the result of
mandatory coherence. Very frequently, constructions like RRCs are used simply to estab-
lish reference; there is no need for them to be integrated in any other way in the discourse
(32) (Hoek et al., 2021a).

(32) RRCs without inference

a. Last year, two cosmetics companies folded: one went bankrupt, the other
merged with a competitor. An activist bought1 the cosmetics company that
went2 bankrupt.

ø Result: e2 because e1

b. For a long time, Rebecca was happy at her job. But then, the company fired1
the manager that supervised2 her, because he threatened the CEO.

ø Explanation: e1 because e2

This seems to be one reason these approaches characterize such inferences as general
“pragmatic enrichment” (Cohen & Kehler, 2021); while the same kind of inferences are
generated, the process must be driven by a more optional desire to connect ideas.

In contrast, hieRaRchical stRuctuRe-building approaches, here exemplified
by SDRT, are constrained in their ability to account for these kinds of inferences. Restric-
tive modifiers like RRCs serve a critical semantic function determining the individuals
that their containing nominal expression picks out. In SDRT, there is no way for external
material to feed into nominal semantics—the latter is strictly prior to the representations
that participate in coherence. This means RRCs, so long as they have their typical seman-
tic function, cannot be visible for the linguistic system of discourse coherence. In the face
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of cases like (29), this approach would either have to give up the idea of strict layering
between semantic and discourse composition, or appeal to a non-linguistic source for the
inference.4

To summarize, theories of causal inferences generally fold them into the process
of coherence-building in discourse. This process is often modeled as selection from a li-
brary of possible schemata for the structure of a discourse; when comprehenders relate in-
put to certain schema, like Result or Explanation, they effectively enrich themeaning of the
input. Some theories treat coherence resolution as generalized pragmatic inference over
potential communicative choices, while others cast coherence as a process of hierarchical
structure-building, to capture apparent relationships between coherence inferences and
patterns of coreference and potential continuations. The prototypical data explained by
these theories is typically the interpretation of adjacent sentences or coordinated clauses,
although similar inferences seem to arise between sub-clausal elements of a discourse;
there may be a stronger case that these sub-clausal inferences belong to the domain of
astructural pragmatic inference.

4.2 The processing of causal relations

I will take as given that causal inferences between the events described in two
adjacent units of discourse are part of the output of the interpretive process. I will also
follow the formal pragmatics literature in assuming that the decision in this case is more
complicated than a simple binary decision to enrich: other readings for a pair of sentences
can in principle be generated by the grammar, and so comprehenders may be entertaining
alternatives with various enrichments before apparently settling on something causal. In
the context of this dissertation, I am of course interested, then, in when during online
comprehension the processor begins considering these various alternatives, and when, if
ever, they make a selection.

There has been a sizable literature which can shed some light on some aspects of
this timecourse, principally reporting data from self-paced reading and eyetracking while
reading. In this section, I will step through first the evidence for the timecourse of Result

4Or, perhaps one might try to deny the premise that these are really RRCs, resolving that, despite their
surface characteristics, they ultimately have the semantic contribution of non-restrictive, appositive relative
clauses, which have been argued to contribute separate discourse segments and participate in discourse rela-
tions (Burton-Roberts, 1999; Koev, 2013; Jasinskaja, 2016). This does not seem very plausible.
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interpretations, and second, the timecourse of Explanation interpretations. In both cases,
we will observe evidence that causal relations can drive expectations for associated lexical
material and reference patterns, evidence which is quite similar to the evidence for rapid
generation of scalar implicatures. But as regards selection, there has been no good evidence
for difficult selection or reanalysis at any timescale.Thiswill motivate a trio of experiments
aiming to probe for reanalysis costs.

Before I move on, in the interest of appropriately relating this literature to other
findings, I would like to highlight the ways in which a causal inference is functionally
similar and dissimilar from an enriched meaning for a weak scalar item, for the com-
prehender. On the one hand both the quantifier some and the relevant implicit relations
discussed here express a relation between two arguments, where a given interpretation
may lead to expectations for the latter argument(s) given context, or conversely, where
the choice of interpretation may benefit from observing the latter argument(s). The main
difference here is just that some relates sets of individuals, while discourse relations re-
late something like propositions. But on the other hand, in this case there is no contentful
unit at which the presence of the ambiguity comes into focus. The uncertain meaning of
a statement containing a weak scalar item enters a comprehenders’ awareness when they
encounter the weak scalar item itself; the potential for a causal inference between two
discourse segments, I suppose, enters a comprehenders’ awareness when they encounter
the absence of any explicit discourse connective on a potential tail. As mentioned above,
another key difference is that a causal enrichment is one of many other possible inter-
pretations, rather than a binary case of deciding between enrichment or non-enrichment,
although below I will often discuss it like this to simplify things.

With all of this in mind, some avenues of comparison are clear. For instance,
patterns of comprehension behavior on the potential tail of a relation are an informative
place to test for incremental expectations, comparable to the critical arguments of some

investigated in studies like Hunt et al. (2013). However, note that many studies of some

probed for insight into the immediate consequences of potential pragmatic enrichment
by investigating behavior directly on some; there is of course no comparable position to
examine here. We will see, at least, that reading behavior on the potential tail of a causal
inference demonstrates some of the same expectation effects as observed in Chapter 3.
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4.2.1 Expecting Results

In a small literature on the processing of narrative, it has been often found that
Results are expected, at least sometimes (Sanders, 2005; Mulder, 2008). As an exemplary
case, consider an EEG experiment reported in Kuperberg et al. (2011). Subjects read multi-
sentence narratives in three conditions, exemplified in (33). ERPs were measured rela-
tive to the onset of a critical word in the final sentence, which was equally probable in
each condition as measured by lexical co-occurrence measures. In “Highly related” and
“Intermediately related” conditions, the target word was additionally predictable due to
world-knowledge given the first sentence. Critically, in only “Highly related” conditions,
the second sentence of the discourse was designed to make a Result inference between S2
and S3 predictable. Because the target word was always Result-related, the authors predict
that if comprehenders exploit that predictability and generate expectations about partic-
ular words on the basis of it, they will have a higher expectation for the target word in
“Highly related” vs. “Intermediately related”.

(33) a. Highly related: Jill had very fair skin. She forgot to put sunscreen on.

b. Intermediately related: Jill had very fair skin. She usually remembered to wear
sunscreen.

c. Unrelated: Jill’s skin always tanned well. She always put on sunscreen.

Target: She had sunburn on Monday.

Indeed, the authors report differences inN400 effects among the three conditions, such that
the N400 on the target word is lowest in “Highly related” conditions. This would suggest
that in at least these particular contexts, comprehenders used a prediction of a Result to
anticipate certain lexical content in the upcoming discourse unit.

This predictive facilitation is consistent with a repeatedly-attested facilitation
effect in sentence-by-sentence self-paced-reading. In experiments that measure reading
times on a sentence in various contexts, reading times decrease as a function of the degree
to which they could be expected as a result of the context (Keenan et al., 1984; Myers et
al., 1987; Wolfe et al., 2005). I.e., reading times were fastest in contexts where the target
sentence was a very predictable result (34a) and slowest where the target sentence was
not a particularly predictable result (though not necessarily incoherent) (34d).

(34) A stimulus set from Keenan et al. (1984):
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a. Joey’s big brother punched him again and again.

b. Racing down the hill, Joey fell off his bike.

c. Joey’s crazy mother became furiously angry with him.

d. Joey went to a neighbor’s house to play.

Target: The next day his body was covered with bruises.

These results are usually taken to indicate support for the online expectation that the next
sentence is going to be a result. As the story goes, comprehenders anticipate the particular
content of a likely result of S1, and S2 is read faster when it is in line with the anticipated
content.

But other findings suggest that results are not particularly privileged in compre-
henders’ expectations. A study reported in Murray (1997) compared reading times on S2
where S1 made S2 a plausible result (35a) to Contrast conditions where S2 provided infor-
mation that would be unexpected given S1 (35b), and Elaboration cases where S2 merely
added information about the event in S1 (35c). Unsurprisingly, Result conditions were read
faster than Contrast conditions, but there was no reliable difference between Result and
Elaboration differences. It would seem that Result tails are not more expected than other
kinds of predictable continuations.

(35) A stimulus set from Murray (1997):

a. Result: Manny needed to publicize the garage sale.

b. Contrast: Manny forgot to publicize the garage sale in the paper.

c. Elaboration: Manny informed his staff about the garage sale.

Target: He arranged for flyers to be made.

Likewise, Mulder (2008, Ch. 5) reports that in the reading of more naturalistic narratives
in Dutch, Result tails (36) seem to be no more expected than elaborations. That study
further provides a case where another kind of information was more expected than a
result: sentences describing a solution to a problem given in context (37)5 were read more
quickly than either of the other conditions.Mulder takes this as evidence that these reading
time differences are driven more by more flexible mechanisms of contextual predictability,
rather than a rigid default for Results.

5See Sanders and Noordman (2000) for more description of these kinds of examples.
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(36) Result:TheCity Council ofMaasbracht announced yesterday that the sewer system
under the Main Street will be renewed. The work will start at the end of this year.
Local residents of the Main Street will have to reckon with worse accessibility of
their houses. Because of the sewer work the street will have to be partly broken
open. As of December first, the Main Street will be closed for motor vehicles.

Bicyclists and Pedestrians will still be able to use the road.

(37) Solution: The Main Street in Maasbracht has been a popular traffic route for years.
Not surprisingly, local residents have filed a lot of complaints about discomfort
brought about by stench and noise. Also, heavy traffic in the Main Street has led
to numerous dangerous situations. According to the City council this situation has
gone too far. As of December first, the Main Street will be closed for motor ve-

hicles. The residents have reacted positively on this news.

Comprehenders seem to entertain the notion that a head and a tail might adhere to a Result
schema during online comprehension. Specifically, the evidence discussed here suggests
that this consideration must be early and substantial enough to drive some expectations
about the content of the tail.

Occasionally, researchers like Sanders (2005) have advanced the proposal that
this rapid consideration could reflect a default for causal attribution in narrative process-
ing. This offers a possible solution to what Sanders calls the “paradox of causal complex-
ity”: comprehension of Result-compatible narratives is faster than less coherent narratives,
but it also fuels better memory representations (Black & Bern, 1981; Trabasso & van den
Broek, 1985; Sanders & Noordman, 2000), contradicting a general expectation that more
enriched representations require costly processing. But the failure to find Result-specific
facilitation effects in Murray (1997) and Mulder (2008) suggests that the relevant reading
time effects here should be attributed to general coherence rather than causal attribution
alone, undermining the main evidence for any default causal inferencing.

Also notice that the evidence offered from the existing studies is not strong
enough to argue for a default meaning: we would expect to perhaps see evidence that
selection of the non-default non-causal meaning in supporting contexts was associated
with difficulty and effort, and that in neutral contexts, late disambiguation to a non-
causal meaning will require costly reanalysis. To my knowledge, no such effects have
been demonstrated in the literature with Results.
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The picture, so far, at least partially resembles the evidence for rapid consider-
ation of enriched meanings for some reviewed in Chapter 3. The possibility of a certain
contextually-likely enrichment can be used to expect certain meaning and material in the
portions of the text which will combine with the enrichable meaning.

4.2.2 Expecting Explanations

A larger literature on the processing of texts adhering to an Explanation schema
corroborates evidence for rapid anticipation of causal relations in a text, and offers more
opportunities to test whether any causal enrichments are selected during online compre-
hension. The relative richness of the Explanation literature is perhaps owed to a long line
of work beginning with Garvey and Caramazza (1974) demonstrating how Explanations
can be influenced by Implicit Causality (IC) verbs in a head. Because of the hypothesized
connections between this initial verb and the prediction of an Explanation tail, expecta-
tions can be manipulated more straightforwardly than the Result cases reviewed above,
and researchers have been able to advance and test more fine-grained processing predic-
tions. The overall picture is one where Explanation tails are anticipated early, which leads
to faster and easier reading of the tail in certain cases, but does not engender the selection
of an enriched meaning.

I’ll first review studies of overall reading time. Mak and Sanders (2013) report
that in an eyetracking-while-reading experiment in Dutch, tails given by when clauses6

were read faster following an IC verb (38). Note that this methodology allows some finer
localization of the effect: In addition to faster first-pass times at the pre-verbal object,
readers made fewer and shorter regressions from post-verbal regions in the IC conditions.
In these conditions, the IC verb is taken to have aided integration of the second clause by
cuing an expectation for a particular coherence relation.

(38) (Glosses of) a stimulus set from Mak and Sanders (2013):

a. IC: The protester got a fine from the policemen…

b. No IC: The protester spoke with the policemen…

Target: when he the rules broke during the demonstration.
6Incidentally, when clauses are a source of potential dispute among theories of discourse coherence: they

are canonically understood to be restrictive relative clauses specifying the time of their heads, and so would
not be expected to participate in discourse relations in an unmodified SDRT.
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Evidence from similar studies reported in Cozijn (2000) helps to support the conclusion
that this facilitation comes from causal reasoning in particular. Cozijn, reasoning that Ex-
planation inferences should be more accessible in scenarios where comprehenders were
highly familiar with the causal mechanism by which S2 could explain S1, constructed and
normed narratives which might feature more familiar causal mechanisms and less familiar
causal mechanisms (39). Across several self-paced reading and eyetracking experiments,
he observed that the typical Explanation-contingent speedupwas reducedwhen the causal
mechanism was less familiar. Truth-value judgments on a statement of the causal mech-
anism were also delivered faster in the familiar condition, taken to diagnose activation of
the mechanism for causal reasoning.7

(39) (Translations of) an excerpted stimulus set from Cozijn (2000):

They decided, however, not to buy the house in the city.

a. Familiar: It was actually very expensive for them.

b. Unfamiliar: They would have to deal with a tenant.

A similar study reported in Hoek et al. (2021a) compared reading times on RRCs following
various IC verbs (40) using self-paced reading. The RCs were read faster if the IC verb
described an event they could plausibly explain, compared to cases where the IC verb
described an event which would be unexpected given the RC, but also compared to a
neutral control condition. This supports the idea that IC verbs facilitate integration by
driving expectations for particular, meaning-congruent lexical material.

(40) A stimulus set from Hoek et al. (2021a):

a. Explanation: She praised the guy…

b. Unexpected: She fired the guy…

c. Neutral: She joked with the guy…

Target RC: who made a lot of money for the company.

A large literature has investigated how these expected Explanation relations drive patterns
in the interpretation of ambiguous pronouns; see e.g. Koornneef and Sanders (2013) for an
exhaustive review. Though there has been some debate, the modern consensus has been

7See Singer and Halldorson (1996) and Halldorson and Singer (2002) for the use of similar priming logic
to argue for the activation of the causal mechanism in the case of Result processing.
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that Explanation-consistent reference patterns in the tail are predicted online in the im-
mediate wake of the IC verb in the head. As recent eyetracking evidence, Mak and Sanders
(2013) find that tail subject pronouns referring back to the head object have slower first-
pass reading times after a subject-biasing IC verb.The same effect shows up in the number
of regressions out of the verb region. It would seem that, after IC verbs, comprehenders de-
velop expectations for pronominal reference that are active already from the initial stages
of reading the first words of a potential tail. If these effects are indeed mediated by expec-
tations for particular discourse relations, as in the Hobbsian tradition (Hobbs, 1979; Kehler,
2002), then they show that causal connections between a head and a tail are anticipated
before the content of the tail is encountered.

The same conclusion is supported by evidence from Rohde et al. (2011) via an
effect on syntactic parsing. The authors argue that the same parts of Explanation mean-
ing that lead to biases in pronominal reference—that is, anticipated discussion of the most
causally-relevant entity—could derive biases in syntactic parsing aswell. In particular, pos-
sible Explanation tails provided by RRCs with temporarily ambiguous attachment would
be preferentially interpreted as modifying the causally-relevant entity. As a result, while
comprehenders will follow the typical English low-attachment bias in (41a), after an IC
verb as in (41b) they will be more likely to choose a high attachment parse. self-paced
reading reading times can be used on a disambiguating verb in the relative clause to diag-
nose what parse was chosen: if more high parses were adopted, reading times on a verb
consistent only with low attachment will be longer on average than reading times on a
verb consistent only with high attachment, because the first cases will be more likely to
prompt costly reanalysis. This is indeed what Rohde et al. (2011) find, and it serves as ad-
ditional evidence that expectations for Explanations are formed early enough to influence
the low-level parsing of their tails.

(41) A stimulus set from Rohde et al. (2011):

a. No IC: John babysits the children of the musician…

b. IC: John detests the children of the musician…

Target: who {low: is | high: are} generally arrogant and rude.

Convergent evidence of the predictability of Explanations following IC verbs comes from
an implicit learning task conducted by Rohde and Horton (2014) using a visual world
paradigm. Participants were shown animations where the point of emergence of a ball
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from a forked tube was (implicitly) conditioned on whether a discourse excerpt presented
simultaneously over headphones featured an Explanation relation or an Occasion (a.k.a.
Narration) relation. They were instructed to learn the relationship between the sentences
and the ball’s motion. In a second, test block, participants had to anticipate where the ball
would emerge based on just the head of the relation, and click on it before the tail would be
played. Their gaze was tracked during the test block, and results reveal that when hearing
heads with IC verbs, participants were more likely to direct their gaze predictively towards
the Explanation position, beginning around 1000 ms after the verb offset.8 If the ability to
exploit these cues in this task reflects a general ability to anticipate causal connections
between sentences based on the properties of their heads, again we see here evidence that
this anticipation is robust and early.

In all, the literature on the processing of Explanations matches the literature
on Results: when an Explanation is predictable, comprehenders expect Explanation-
consistent content in the first possible tail, and exhibit facilitation when they get it. But
do these expectations come from the early selection of an Explanation, or mere consid-
eration? First, a few pieces of evidence suggest that these expectations can be quickly
cancelled in the light of cues that they will not be fulfilled. For instance, Koornneef and
Sanders (2013) find that the usually-reliable post-IC reading time patterns for pronouns
are absent for tails that are explicitly marked as non-explanatory through discourse
connectives like and or but. Similarly, Hoek et al. (2021b) show that while explanation-
inconsistent connectives are usually read more slowly than explanation-consistent
connectives in the next independent clause following an IC verb, when the IC clause is
followed by a brief RRC that could offer an explanation, that connective preference effect
is eliminated. If these effects were the consequence of a selected enriched meaning, we
might expect that they would not disappear so easily.

Elsewhere, studies comparing implicit Explanations to explicit Explanations
marked with because largely find that facilitation effects on the tail are larger when
explicitly marked (Millis & Just, 1994; Cozijn, 2000). If an Explanation was selected with
commitment in advance of the tail, we might expect that facilitation should be equivalent.
On the contrary, the fact that we observe a gradient of facilitation here is more compatible
with the idea that comprehenders are spreading expectation across multiple candidate

8They similarly learned to predict Narration relations from a transfer-of-possession verb.
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interpretations in the implicit case, and only commit in the presence of because.9 10

Finally, most convincingly, additional evidence suggests that there is no reanal-
ysis effect following an IC verb if the next clause cannot provide a suitable explanation.
Recall the Mak and Sanders (2013) study discussed above, where IC verbs, compared to
heads without IC verbs, speed up the reading of a plausibly explanatory when clause. The
same study examined the reading of when clauses that are implausible explanations. If we
thought that IC verbs could lead participant to commit to an Explanation inference in ad-
vance of reading the tail, we would expect that implausible explanations following an IC
verb would exhibit costly reanalysis. But Mak and Sanders find no such difference: these
when clauses were read the same, regardless of the presence of a preceding IC verb.

In sum, it would seem that IC verbs help listeners expect an Explanation, and
thus help them expect various connectives, reference patterns, event descriptions, and so
on. Nevertheless, these are flexible predictions, and we don’t have any evidence that they
ever become firm commitments.

4.2.3 Interim summary

Across a collection of studies, mostly investigating narrative reading behavior,
we have seen convergent evidence that causal relations are considered, and drive top-down
expectations during the comprehension of their projected tail, in a variety of contexts.
This holds for Results (e.g. Keenan et al., 1984; Kuperberg et al., 2011), and certainly for
Explanations (e.g. Mak and Sanders, 2013; Hoek et al., 2021a, 2021b).

We might expect to observe a concomitant generation cost when these enriched
meanings are considered, following the same logic that expected costly generation for en-
riched meanings of some. Such a cost is not immediately apparent, but it is also unclear
exactly how we would observe it. While e.g. Breheny et al. (2006) hypothesized that read-
ing times on some should reflect additional processing costs when context supports en-
richment, there is no token which introduces the possibility for multiple meanings in this
case. We must imagine such costs would materialize before the consequences of a hypoth-
esized causal meaning are observed, i.e. before the tail, perhaps associated with material

9Millis and Just (1994) and Cozijn (2000) also observe a specific tail-final reading penalty in their because
conditions. We might attribute this to the costs of generating a causal meaning. See also evidence from Cozijn
(2000) and Millis et al. (1995) for stronger priming of the causal mechanism with because.

10Of course, this argument hinges on the assumption that these middling means are the result of reduced
facilitation in individual trials; if response times are bimodal, this might be explained away as a higher pro-
portion of individuals who simply do not consider the Explanation interpretation in the implicit case.
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in the head which raises the likelihood of a causal relation. To my knowledge, such effects
have not been observed: e.g. in Hoek et al. (2021a), self-paced reading latencies showed
no particular costs for IC verbs compared to verbs chosen to set up neutral expectations.
Perhaps we should not be surprised here, as reading time studies have largely failed to find
generation costs at some (Politzer-Ahles and Fiorentino, 2013; S. Lewis, 2013; Hartshorne
and Snedeker, 2014; see also Chapter 4).

The major remaining question pertains to the timing of selection of a causal
inference. I have laid out some arguments above that this selection can’t precede the con-
tents of the tail, mostly based on evidence for fast, cost-free abandonment of Explanation
expectations during the reading of the tail. But what is the status of the causal meanings
considered during the tail as the comprehender moves on to later discourse material? Mil-
lis and Just (1994) and Cozijn (2000) suggest that causal integration proceeds during clausal
wrap-up processing at the end of the tail, which accords with findings about some other
pragmatic enrichment (e.g. Foraker and Murphy, 2012 on sense selection for polysemy).
Both of those studies indeed observed an increase in processing costs there with because,
but given that because is an unambiguous marker, we can’t attribute this slowdown to the
selection of causal meaning over some alternatives. Instead, we might tie this effect to the
construction of causal meaning, which indeed might engender some baseline difficulty.

In the absence of selection costs during reading, critical evidence for online se-
lection would come from observations of costly reanalysis. To my knowledge, the only
study that examined the reading of material after the hypothetical tail of a causal relation
is Hoek et al. (2021b), who report eyetracking data on a clause following an object IC verb
and an object-modifying relative clause. When the relative clause did not provide a suit-
able reason for the matrix event, eye movements reflected shorter reading times on the
connective because vs. alternative and so, taken to diagnose expectations for a subsequent
Expectation. But when the relative clause did provide a suitable reason, this effect was
somewhat reduced, in particular associated with longer reading times on because than in
the other condition, although and so was still associated with slower reading. There are
two potential analyses here. If because clauses are strictly incompatible with a second, im-
plicit Explanation from the same head, this could be evidence for costly reanalysis away
from the causal inference, cued by because. Alternately, because could have been facilitated
due to the IC verb while participants were still expecting explanatory material, and this
facilitation in turn could have been dampened given the causal potential of the relative
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clause, without concluding that a causal meaning for the relative clause was selected at
the clause boundary. The critical condition to compare would have been a neutral one,
where we expect less facilitation of because. If because following a plausibly explanatory
relative clause is read more slowly than this control, we could be certain that this was a
reanalysis effect rather than a reduction of facilitation. Without this condition, evidence
for reanalysis remains elusive.

To sum up, we find ourselves in a similar place as in the literature on scalar im-
plicature. Convergent evidence across multiple paradigms suggests that this type of prag-
matic enrichment is considered during online comprehension, increasing expectations for
enrichment-congruent material. This consideration seems to come about without a costly
process of generation. We know less here about the selection of this enriched meaning,
in the absence of truth-value judgment studies which depend on the enriched meaning,11

and in the absence of attempts to directly probe cancellation at a delay. Having determined
at least that the enrichment is considered online and not selected before the offset of the
tail, what remains is to determine whether this enrichment is selected during comprehen-
sion at all. If we expect that Rapid Consideration Without Selection is a property of all
pragmatic enrichments, we should expect that selection only occurs post-hoc.

In the remainder of this chapter, I will present three studies that probe for on-
line selection by examining reanalysis costs in the Maze task and self-paced reading. They
concur with the existing available evidence that while comprehenders do exploit the pos-
sibility of an Explanation inference to develop expectations for the possible tail, they do
not select an Explanation-enriched meaning, even after several sentences. I begin with a
Maze task experiment testing for reanalysis triggered by a because clause after a plausibly-
explanatory relative clause.

4.3 Experiment 7: Causal inferences from relative clauses in the

Maze

In order to test more explicitly for reanalysis effects associated with the late
cancellation of Explanation inferences, I adapt here the classic moveable-disambiguator
paradigm of Frazier and Rayner (1990), used in Experiments 1 and 2 in Chapter 2. By
probing the processing of material which disambiguates against a plausible causal infer-

11It’s hard to imagine what these would look like.
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ence before and after the tail of that inference, I can observe whether comprehenders have
made a decision during the processing of the tail that necessitates costly reanalysis to re-
tract.

Following the concept of Hoek et al. (2021b), the critical disambiguator in this
case will be a because clause. I, for now, adopt the assumption that explicit because clauses
and implicit Explanations compete for the same interpretive slot. Consider example (42a),
where an RRC offers a plausible explanation. If the same statement is followed with an
explicit because clause (42b), it seems to rule out an implicit Explanation inference entirely.
This assumption will be revisited and discussed more extensively in §4.6.

(42) a. The company fired1 a manager that threatened2 the CEO.

ø Explanation: e2 causes e1

b. The company fired1 a manager that threatened2 the CEO because they were
caught3 stealing office supplies.

ø Explanation: e2 e3 causes e1

In this experiment, I will also follow Hoek et al. (2021b) in using relative clauses as the
hypothetical tails of the critical Explanation inferences. They are a nice place to begin
our investigation, because they have a relatively salient non-causal interpretation that
is regularly available in most contexts, acting solely as a restrictor for the purposes of
establishing semantic reference. Unlike pairs of adjacent sentences, no theory of discourse
structure expects that a relative clause must instantiate some contentful discourse relation
with its matrix clause. Nevertheless, the availability of explanatory readings is by now
well-attested (Rohde et al., 2011; Hoek et al., 2021a, 2021b).

Finally, note that this experiment will use the Maze paradigm. The Maze, as es-
tablished in Chapter 2, can provide fairly precise reading time data, and encourages earlier
commitment to at least some types of comprehension decisions. It provides what may be
the best opportunity to observe early decision-making and its consequences.

These features come together in a 2×2 design, crossing the Position of the dis-
ambiguating because clause (Early vs. Late) and the explanatory Plausibility of the rel-
ative clause (Plausible vs. Implausible). This design is demonstrated for a sample item in
Table 4.1. More discussion of the materials and design will follow, but before moving on,
I will highlight the relevant theoretical questions this experiment can speak to.
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Table 4.1: A sample item from Experiment 7.

Sally lives in a small city, where recently there was a citywide election
for a new mayor with several candidates, and she had to decide among

them on her mail-in ballot.

Plausibility Early Disambiguation Late Disambiguation

Plausible Last week, because his name is
first on this year’s ballot, she

voted for the candidate that has a
progressive platform, Pat

Mirabella.

Last week, she voted for the
candidate that has a progressive
platform, Pat Mirabella, because
his name is first on this year’s

ballot.
Implausible Last week, because his name is

first on this year’s ballot, she
voted for the candidate that has a

big mustache, Pat Mirabella.

Last week, she voted for the
candidate that has a big

mustache, Pat Mirabella, because
his name is first on this year’s

ballot.

In the first place, I am interested in how quickly and flexibly readers consider
causal interpretations of a relative clause. To the extent that comprehenders entertain
the causal interpretation, I should observe facilitation for causally-relevant lexical con-
tent within the first few words of the relative clause, as seen in many previous studies.
In the present experiment, the design permits a novel comparison between Late disam-
biguation, where a locally-salient causal interpretation is coherent with preceding mate-
rial, and Early disambiguation, where the locally-salient causal interpretation would not
be coherent with preceding material. I expect to observe the standard facilitation effects
in response latencies within causally-Plausible relative clauses with Late disambiguation.
But if comprehenders’ considerations of causal interpretations are subject to rapid influ-
ence from the global context, I should observe a reduction or indeed the absence of this
facilitation effect in the Early disambiguation condition, driving an interaction of Position
with Plausibility in the relative clause region.

Next, I am interested in whether causal interpretations are selected by the end
of a relative clause. If comprehenders select the causal interpretation, I should observe
reanalysis costs during the reading of material which disambiguates against a causal in-
terpretation after the relative clause. On the assumption that because clauses are indeed
incompatible with an implicit causal interpretation of a relative clause, they should feature
slower response latencies only when Late after causally-Plausible relative clauses, driving
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an interaction of Position with Plausibility also within the because clause region.
Finally, it remains an open question whether rapid consideration of the causal

interpretation of a relative clause emerges from a costly generation process. In these items,
I assume the decision introduced in thematrix clause provides themain pre-relative-clause
evidence to the comprehender that an Explanation may be forthcoming. If I observe evi-
dence that a causal interpretation is under consideration in the early positions of the rela-
tive clause, the matrix is plausibly the point when generation must have begun. Under the
hypothesis that generation is costly and gated by context, I would thus expect an increase
in response latencies in the matrix clause in Late disambiguation conditions, compared to
Early disambiguation conditions where an Explanation has already been provided.

4.3.1 Methods

The design, norming procedure, and analysis plan for this experiment were
were preregistered (https://osf.io/u36ey). All materials, data, and analysis scripts
are available for review in an OSF repository (https://osf.io/gf64q/?view_only=
7ee3e5bf20354ad394342f65d51bdf72).

4.3.1.1 Participants

128 native English speakers participated in the experiment on Prolific in late
2022, compensated according to a $12 hourly wage. All participants had US nationality, at
least the equivalent of a high school degree, and a minimum of 20 prior submissions with
an acceptance rate of 90% on the platform. Ages were within the range of 18 to 40 (with a
mean of 31).

4.3.1.2 Materials and Norming

To instantiate the design discussed above, I constructed 80 two-sentence narra-
tives. In each case, an initial context sentence set up a decision problem for a protagonist,
and the target sentence described their choice. All target sentences began with a tem-
poral adverbial (e.g. in the end, ultimately, last week), and featured a matrix clause with
the protagonist as the pronominal subject, and the chosen entity as a definite description
following the verb.

These object definite descriptions contained one of two relative clauses, designed
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to provide unsurprising properties of the chosen entitywhichwere either a plausible or im-
plausible reason for the protagonist’s choice. Implausibly-explanatory properties always
described dimensions of the chosen entity which were less salient for the type of choice
in context (e.g. voting based on a politician’s platform vs. appearance, choosing a dentist
based on their reviews vs. hobbies, or watching a show based on its actors vs. setting),
rather than undesirable values on a salient dimension. So that a merely restrictive, non-
causal reading was always available, head nouns of object descriptions were also selected
to be non-unique in the contexts described (e.g. the candidate, the dentist, the show), such
that the further description was required to satisfy the canonical requirements of the defi-
nite determiner. Both relative clauses featured gaps in subject position. All relative clauses
were followed by a nominal appositive identifying the individual by a name or other salient
property.

In addition to the potentially-explanatory relative clause, all items featured an
invariant because clause attributing the protagonist’s choice to a property of the chosen
entity along a different dimension (e.g. a politician’s position on the ballot, a dentist’s ac-
cepted insurance policies, a show’s suitability as background noise). This clause always
featured pronominal reference within the subject to the chosen entity. In Late conditions,
the because clause came sentence-finally, after the nominal appositive, and thus the pro-
noun could refer anaphorically to the chosen entity just described. In Early conditions,
the clause fell between the initial temporal adjunct and the matrix clause, and thus the
pronoun was cataphoric.

The length of the matrix clause, including the relative clause and nominal ap-
positive was standardized: relative clauses were always five words in length, the nominal
appositive was always two words in length, and the preceding matrix clause, including
the definite determiner and nominal head of the relative clause, was always five words in
length. Initial temporal adjuncts and the because clause were of variable lengths.

In order to validate that Plausible relative clauses were highly plausible, and Im-
plausible relative clauses were highly implausible, item sets were normed in a likelihood
judgment task. 96 participants were recruited on Prolific with the same demographic re-
strictions as the intended experiment. For each of the 80 narratives, they read the context
sentence setting up the decision problem, followed by a list of two additional facts: that
the protagonist chose a certain entityX , and thatX had a property P , either the intended
Plausible or Implausible explanation. They then were instructed to rate the likelihood that
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the property P was the reason why a protagonist choseX , on a four-point scale where “1”
was “unlikely” and “4” was “likely”. Conditionswere Latin-squared so that each participant
saw every narrative, and never saw the same narrative in multiple conditions.

(43) Sample judgment trial from the norming task for Experiment 7

Sally lives in a small city, where recently there was a citywide election for a new
mayor with several candidates, and she had to decide among them on her mail-in
ballot.

We know two more things:

• She voted for Pat Mirabella.

• Plausible: He has a progressive platform.
Implausible: He has a big mustache.

How likely do you think it is that she voted for Pat Mirabella because {he has a
progressive platform, he has a big mustache}? [1 2 3 4]

Ratings were subjected to a Bayesian mixed-effects ordinal regression analysis. From this
model, I extracted estimates on the underlying likelihood scale and compared them to the
model’s threshholds for the endpoint responses in order to determine whether each item
met preregistered criteria for quality. Items were considered high-quality if the 95% high-
est posterior-density interval around the expected value for their Implausible condition
was entirely below the threshold for “1” responses, and the 95% highest posterior-density
interval around the expected value for their Plausible condition was entirely above the
threshold for “4” responses. In an initial round of norming, too few items met these cri-
teria, particularly failing to receive high-enough ratings for Plausible conditions. After
adjustments to contexts and properties were made to increase the salience of the potential
explanation, the norming task was repeated with another 80 participants. In this second
round, a sufficient number of items met the criteria in order to proceed. 40 item sets met
both conditions, and all other items show robust effects of plausibility as well, with most
estimates lying in the extreme parts of the scale. Overall response distributions are sum-
marized in 4.1, Table 4.2 reports the parameters of the model fit to the responses, featuring
a large and highly-credible effect of Plausibility, β̂ = 3.62, 95% CRI = (3.35, 3.89), and the
itemwise estimates are depicted in 4.2. From these results, I selected 64 critical items for
analysis in the Maze study, consisting of the 40 item sets which met both conditions, and
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Figure 4.1: Causal plausibility ratings from the norming study for Experiment 7, by
condition.

Table 4.2: Bayesian ordinal mixed-effects model fit to 4-point plausibility responses in the
norming task for Experiment 7. Factor levels in parentheses were coded as positive.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 0.66 0.10 0.46 0.86
Threshold 2|3 1.77 0.11 1.56 1.98
Threshold 3|4 3.12 0.11 2.90 3.34

Plausibility (Neut) 3.62 0.14 3.35 3.89

the 24 next-best items, where quality was evaluated by the total posterior density for that
item set which lies on the intended side of the threshold for the intended low- and high-
likelihood responses. To exemplify, the lowest-quality item in this set of 24 edge cases
was item 62, which featured a high-quality implausible condition, and a plausible condi-
tion with an estimated likelihood which was over the threshold for “4”, but with only 56%
of its posterior density. The subset of 40 high-quality items were reserved for a secondary
analysis in the Maze experiment which follows; in the end this smaller sample reflected
the same patterns as the full sample, and so I report the analyses performed on the full
sample.
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Figure 4.2: Itemwise causal plausibility values extracted from the model fit to norming re-
sponses for Experiment 7. Vertical lines indicate thresholds between “1” (“unlikely”) and
“2”, and “3” and “4” (“likely”). Points indicate expected values, and error bars indicate 95%
highest posterior-density intervals. Purple (darkest) points represent stimuli in Implausi-
ble conditions where the 95% HPDI was entirely below the 1|2 threshold, while blue (next
lightest) points represent stimuli in the same condition where this cutoff was not met.
Yellow (lightest) points represent stimuli in Plausible conditions where the 95% HPDI was
entirely above the 3|4 threshold, while green (next darkest) points represent stimuli in the
same condition where this cutoff was not met.
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Table 4.3: Foil strings from Experiment 7 corresponding to the target sentences in Table
4.1.

Early Disambiguation Late Disambiguation

x-x-x add, fancies and why wild
basis site hall headed going, why

idiot camp if alongside shirk
damn did happen commanded,

Xxx Xxxxxxxxx.

x-x-x add, why idiot camp if
alongside shirk damn did happen
commanded, Xxx Xxxxxxxxx,
fancies and why wild basis site

hall headed going.

4.3.1.3 Procedure

The experiment was prepared in Ibex (Drummond, 2010), and deployed on
PCIbexFarm. For each item, participants read a context sentence presented all at once,
followed by the critical sentence presented in a Maze task.

Maze foils were sampled from length-matched high-surprisal words with refer-
ence to the language model of Gulordava et al. (2018) (Boyce et al., 2020). Foils were gen-
erated separately for the because clause, and the matrix clause with the relative clause(s),
both in contexts following the temporal adverbial associated with that item set. Identi-
cal foils were generated for the two relative clauses. The particular string of foils for a
given condition was then determined according to the Early or Late position of the be-

cause clause; i.e. the foils generated for the because clause were always slotted in at the
position of the because clause in the target string. Foils for the two-word nominal apposi-
tive were always same-length, case-matched sequences of ”x”, to avoid typical high error
rates on named characters and place names. An example set of foil strings is given in Table
4.3.

As in Experiments 2, 4, and 6, in order to encourage accurate performance of the
Maze task, participants saw a counter at the top of the screen during each Maze decision
measuring how many targets they had chosen correctly without an error. This number
reset to 0 when participants chose a foil, and the ongoing sentence was immediately ter-
minated, moving prematurely to the comprehension question.

All items were followed by binary forced-choice comprehension questions.
These probed information presented in various parts of the narrative, and included both
yes/no and content questions.

The 64 test items were presented in pseudo-randomized order across four Latin-

182



squared forms, balanced across our final sample of 128 participants. Participants also saw
80 filler items from various sources, including the 16 narratives which were not carried
over from the norming stage, and 16 additional two-sentence narratives constructed to
resemble the critical items. All of these 32 similarly-structured fillers featured somewhat
plausibly-explanatory relative clauses, without a later because clause—the intention being
to avoid the possibility of participants learning to avoid all causal inferences. The other 48
filler items were unrelated three-sentence narratives, presented as a sequence of two self-
paced chunks followed by a single sentence in the Maze. All fillers were also followed by
comprehension questions. Two of the same-design fillers and six of the generic narrative
fillers were presented to participants as practice items, and another two plus six were
reserved as “burn-in” items, presented at the beginning of themain body of the experiment
before participants were shown the first critical item.

After completing all 144 trials, participants completed short exit questionnaires
on their experience in the study, and demographic information regarding their language
history, before receiving compensation. The procedure in entirety was estimated to take
about 55 minutes.

4.3.1.4 Analysis

2296 test trials in which a participant either failed to complete the entire Maze
stimulus or responded incorrectly to a comprehension question were excluded from anal-
ysis. The remaining sample includes data from 5896 critical trials.

Two measures of word-by-word response latencies were computed for the anal-
ysis of test items. All measures relied on residual log response latencies, derived from a
linear mixed-effects model fit using the lme4 package in R (R Core Team, 2016; Bates et
al., 2015) to log response latencies for words in all unexcluded trials, with fixed slopes for
number of characters and position in the sentence, and random participant intercepts. The
two critical measures were: (i) summed log RTs across the five-word relative clause region,
e.g. that has a big mustache, and (ii) summed log RTs within the first four positions of the
because clause, e.g. because his name is. As a post-hoc addition, I also examine summed
residual response latencies in the five-word matrix region, e.g. she voted for the candidate.

For analysis, Bayesian linear mixed-effects models were fitted to these measures
with Stan (Stan Development Team, 2019) using the brms package in R (Bürkner, 2017,
2018) with principled weakly-informative priors, maximal random effects structures, and
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treatment-coded predictors. Late because clauses and causally-Plausible relative clauses
were coded as treatment levels. Weakly-informative non-default priors were adopted for
fixed effects and the intercept, N (0, 1). Models were fit on 6 chains of 10,000 iterations
(including 2,000 warmup interations), with all other brms parameters left to their defaults.
I take model parameters whose 95% credible intervals (CRIs) do not contain 0 to indicate
noteworthy effects. All models reported feature R̂ = 1.00 for the parameters of interest.

Maze decision errors were analyzed separately as a secondary measure of in-
cremental difficulty, using Bayesian logistic mixed-effects models fit in brms. Principled
weakly-informative priors were adopted for the intercept, N (−2, 1), and other fixed ef-
fects,N (0, 1), reflecting the expectation that error probability will remain between 0% and
30%, with little likelihood around the edges—people are generally very good at finishing
Maze task sentences. Models were otherwise fit and interpreted as above.

4.3.2 Results

All 128 participants retained for analysis answered comprehension questions
with accuracy of greater than 75% and an average Maze depth of greater than 50%, which
is to say that more often than not, they successfully made it past the halfway point of the
Maze stimuli. Other participants who had been recruited were excluded from analysis to
ensure a base level of attentive comprehension. Mean comprehension accuracy in the final
sample was 89%, Maze completion rate was 86%, and average Maze depth was 92%. In this
section, I report the response latencies and error rates in the various regions of interest.
A summary of the residual log response latencies across all regions is presented in Figure
4.3.

4.3.2.1 Relative Clause

Residual log response latencies summed across the full relative clause region
are presented in Figure 4.4, and broken down word by word in Figure 4.5. Posterior values
for β̂ and σβ from the linear mixed-effects model along with 95% CRIs are provided for
fixed parameters of interest in Table 4.5. We observe a simple effect of plausibility, such
that when sentences feature Early disambiguation from because, plausibly explanatory
relative clauses were read faster than implausibly explanatory ones, β̂ = -0.38, 95% CRI =
(-0.49, -0.27). The absence of a credibly non-zero interaction, β̂ = -0.02, 95% CRI = (-0.09,
0.05), suggests that this difference is not modulated by the position of because: indeed,
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Figure 4.3: Average residual log response latencies in various regions in Experiment 7, by
condition.

Table 4.4: Conditional means and measures of spread for the relative clause region in Ex-
periment 7. Standard errors are reported over the sum of raw response latencies in the
region, and bootstrapped 95% confidence intervals are reported over the critical measure,
summed residualized log response latencies.

Plausibility Position Sum RT SE Sum Resid. Log RT 95% CI

Implaus Early 3895 53 0.60 (0.55, 0.63)

Implaus Late 3735 38 0.56 (0.52, 0.60)

Plaus Early 3534 28 0.23 (0.19, 0.26)

Plaus Late 3492 125 0.17 (0.13, 0.21)

marginal comparisons reveal facilitation of a similar size for plausibly explanatory relative
clauses with Late disambiguation from because, δ̂ = -0.40, P (δ < 0) = 0.99. Inspection
of this difference over the course of the relative clause (see Figure 4.5) suggests that it
develops quickly: although there is no visible difference at the first distinct word, the verb,
the relative speed of plausibly-explanatory relative clauses holds by the first word of the
object onward.

Bayes factor analysis used a model fit with strong priors informed by the results
of the relatively-comparable self-paced reading study reported as Experiment 5 in Cozijn
(2000), where latencies within a potential tail were measured in conditions where the tail
was more or less plausible, and a facilitation on the log scale of about -0.08 was observed.
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Figure 4.4: Sum residual log response latencies in the relative clause region in Experiment
7, by condition.

Table 4.5: Bayesian linear mixed-effects models fit to summed residual log response laten-
cies in the relative clause in Experiment 7. Factor levels in parentheses were coded as the
treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 0.61 0.04 (0.53, 0.70)
Position (Late) -0.03 0.03 (-0.08, 0.02)
Plausibility (Plaus.) -0.38 0.06 (-0.49, -0.27)
Pos × Plaus -0.02 0.03 (-0.09, 0.05)
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Figure 4.5: Residual log response latencies at each positionwithin the relative clause region
in Experiment 7, by condition.
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Table 4.6: Informative priors used for Bayes factor analysis of relative clause latencies in
Experiment 7, derived from Cozijn (2000).

Effect Distribution

Intercept N (0.0, 0.10)

Position (Late) N (0.96, 0.10)

Plausibility (Plaus.) N (0.0, 0.10)

Pos × Plaus N (−0.24, 0.10)

Table 4.7: Bayesian logistic mixed-effects model fit to error rates in the relative clause in
Experiment 7. Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept -3.21 0.19 (-3.60, -2.84)
Position (Late) 0.03 0.17 (-0.30, 0.36)
Plausibility (Plaus.) -0.46 0.23 (-0.92, -0.01)
Pos × Plaus -0.14 0.26 (-0.66, 0.36)

In line with the observation that Maze effect sizes are about three times as large as those
observed in self-paced reading (Witzel et al., 2012), priors were constructed to represent
the expectation of a -0.24 log ms facilitation for plausibly-explanatory relative clauses in
the late disambiguation condition only (Table 4.6). Under these priors, I observe moderate
evidence for the presence of an interaction (BF10 = 8.77).That is, there is some support for
a small reduction in this plausibility effect in the presence of a preceding because clause.

Cumulative Maze error rates within the relative clause are presented in Figure
4.6. Posterior values for β̂ and σβ from the logistic mixed-effects model along with 95%
CRIs are provided for fixed parameters of interest in Table 4.7. We observe here also a
simple effect of plausibility, such that when sentences feature Early disambiguation from
because, participants were less likely to select a foil within an plausibly explanatory rela-
tive clause than an implausibly explanatory one, β̂ = -0.46, 95% CRI = (-0.92, -0.01), moving
from an error rate of about 6% to about 4%. The absence of a credibly non-zero interac-
tion, β̂ = -0.14, 95% CRI = (-0.66, 0.36), suggests that this penalty is not modulated by the
position of because, although marginal comparisons reveal a numerically larger increase
in errors for implausibly explanatory relative clauses with Late disambiguation, δ̂ = -0.60,
P (δ < 0) = 0.99.

Note that these conditions were associated with distinct lexical content inside
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Figure 4.6: Proportion of trials featuring the selection of a foil within the relative clause in
Experiment 7, by condition.
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Table 4.8: Conditional means and measures of spread for the disambiguator region in Ex-
periment 7. Standard errors are reported over the sum of raw response latencies in the
region, and bootstrapped 95% confidence intervals are reported over the critical measure,
summed residualized log response latencies.

Plausibility Position Sum RT SE Sum Resid. Log RT 95% CI

Implaus Early 3483 30 0.45 (0.42, 0.49)

Implaus Late 3347 28 0.11 (0.07, 0.15)

Plaus Early 3481 28 0.45 (0.41, 0.49)

Plaus Late 3373 28 0.10 (0.07, 0.14)

the relative clause. Further analysis will be necessary to determine whether slower laten-
cies and increased error rates can be attributed to anything more than low-level lexical
processing; see §4.3.3.

4.3.2.2 Because Clause

Residual log response latencies summed across the first fourwords of the because
clause are presented in Figure 4.7 and Table 4.8, and broken down word by word in Figure
4.8. Posterior values for β̂ and σβ from the linear mixed-effects model along with 95%
CRIs are provided for fixed parameters of interest in Table 4.9. We observe a simple effect
of the position of the because clause, such that in conditions with implausibly-explanatory
relative clauses, Late because clauses were read faster than Early, β̂ = -0.35, 95% CRI = (-
0.44, -0.27). Inspection of the position effect over the course of the because clause (see
Figure 4.8) suggests that it is strongest for the first two words, because and the pronoun
which always began the clause: after this point the differences begin to diminish. From
this distribution, together with the observation that the effect of position has survived
residualization for typical position effects, we might conclude that participants struggle
with fronted adjuncts more than other sentence-initial material.

The absence of a credibly non-zero interaction, β̂ = 0.01, 95% CRI = (-0.06, 0.08),
suggests that this difference is not modulated by the causal plausibility of the relative
clause: indeed, marginal comparisons reveal a similar effect of position in sentences with
plausibly-explanatory relative clauses, δ̂ = -0.34, P (δ < 0) = 0.99. That is, we observe
no particular cost for late because clauses when they follow a plausible relative clause, as
would be predicted if this condition involved the selection and later reanalysis of a causal
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Figure 4.7: Sum residual log response latencies in the disambiguator region (the first four
positions within the because clause) in Experiment 7, by condition.

Table 4.9: Bayesian linear mixed-effects model fit to summed residual log response la-
tencies in the disambiguator region (the first four positions within the because clause) in
Experiment 7. Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 0.46 0.04 (0.38, 0.54)
Position (Late) -0.35 0.04 (-0.44, -0.27)
Plausibility (Plaus.) -0.01 0.03 (-0.06, 0.04)
Pos × Plaus 0.01 0.04 (-0.06, 0.08)
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Figure 4.8: Residual log response latencies at each positionwithin the relative clause region
in Experiment 7, by condition.
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Table 4.10: Informative priors used for Bayes factor analysis of because clause latencies
in Experiment 7, derived from reanalysis costs observed for polysemes in the Maze in
Experiment 2.

Effect Distribution

Intercept N (0.37, 0.10)

Position (Late) N (−0.72, 0.11)

Plausibility (Plaus.) N (0, 0.13)

Pos × Plaus N (0.33, 0.14)

Table 4.11: Bayesian logistic mixed-effects model fit to error rates in the because clause in
Experiment 7. Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept -3.39 0.17 (-3.75, -3.06)
Position (Late) -0.08 0.19 (-0.45, 0.30)
Plausibility (Plaus.) 0.06 0.17 (-0.26, 0.39)
Pos × Plaus -0.07 0.25 (-0.56, 0.42)

interpretation of the relative clause. I again computed BF10 Bayes factors to determine
the strength of evidence for or against the expected interaction, here, in the absence of
known pragmatic reanalysis effects, specifying priors based on the polysemy reanalysis
effects observed in the Maze in Experiment 2 (Table 4.10). The resulting analysis indicates
strong evidence against the expected interaction (BF10 = 0.05).

Cumulative Maze error rates within the because clause are presented in Figure
4.9. Posterior values for β̂ and σβ from the logistic mixed-effects model along with 95%
CRIs are provided for fixed parameters of interest in Table 4.11. We observe no credibly
non-zero effects of interest here, including position, β̂ = -0.08, 95% CRI = (-0.45, 0.30).
Whatever is driving the increased response latencies in early because clauses does not
fuel increased errors as well, in contrast with the generalized effect of plausibility in the
relative clause region.

4.3.2.3 Matrix Clause

As a post-hoc addition to the analysis, I also examined residual log response la-
tencies summed across the pre-relative clause matrix region, presented in Table 4.12 and
Figure 4.10. Posterior values for β̂ and σβ from the linear mixed-effects model along with
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Figure 4.9: Proportion of trials featuring the selection of a foil within the relative clause in
Experiment 7, by condition.
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Table 4.12: Conditional means and measures of spread for the matrix region in Experiment
7. Standard errors are reported over the sum of raw response latencies in the region, and
bootstrapped 95% confidence intervals are reported over the critical measure, summed
residualized log response latencies.

Plausibility Position Sum RT SE Sum Resid. Log RT 95% CI

Implaus Early 3778 27 -0.21 (-0.24, -0.17)

Implaus Late 3576 25 -0.31 (-0.34, -0.27)

Plaus Early 3786 25 -0.21 (-0.24, -0.17)

Plaus Late 3607 27 -0.32 (-0.36, -0.29)

Table 4.13: Bayesian linear mixed-effects model fit to summed residual log response laten-
cies in the matrix region in Experiment 7. Factor levels in parentheses were coded as the
treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept -0.20 0.03 (-0.26, -0.13)
Position (Late) -0.11 0.02 (-0.15, -0.07)

95% CRIs are provided for fixed parameters of interest in Table 4.13. We observe a simple
effect of the position of the because clause, β̂ = -0.11, 95% CRI = (-0.15, 0.07), such that re-
sponse latencies are faster at the matrix when the because clause comes sentence-finally.
This effect has the opposite direction from what we would expect if the matrix clause trig-
gered a context-gated costly generation process to anticipate a potentially-causal relative
clause. Together with the difficulty observed within Early because clauses, this might di-
agnose general difficulty with sentences featuring fronted causal adjuncts, or else perhaps
it reflects a process of causal integration with the preceding clause.

4.3.3 Discussion

The patterns in Maze performance presented above yield three main general-
izations: (i) plausibly-explanatory relative causes in a decision narrative are read with
greater ease than implausibly-explanatory relative clauses regardless of any preceding
explanation, (ii) final causal adjuncts do not exhibit reanalysis effects following plausibly-
explanatory relative clauses, and (iii) fronted causal adjuncts are associated with some
baseline difficulty in comprehension. Generalization (iii) is not particularly of interest to
the current study, but I will lay out in this section the potential significance of general-
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Figure 4.10: Residual log response latencies at each position within the relative clause
region in Experiment 7, by condition.
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izations (i) and (ii), with particular attention to dismissing an alternative interpretation of
(i).

Generalization (i), that plausibly-explanatory relative clauses were facilitated,
is supported by a decrease in response latencies and in error rates within those relative
clauses. We might take this as partial evidence for facilitation of causally-relevant lexi-
cal material, akin to e.g. relative clause reading time facilitation provoked by explanation
expectations in Hoek et al. (2021a), or the reductions in N400 responses driven by result
expectations in Kuperberg et al. (2011). But we see the same facilitation (perhaps slightly
less) in a case where explanatory content would, by assumption, be less likely inside the
relative clause, when an explicit explanation has already been given. If this facilitation
were derived from expectations for a causal reading of the relative clause, we must con-
clude that these expectations are not sensitive to context. Is that a reasonable conclusion?
In a few cases, we observe that expectations for an explanation can be reduced given the
presence of an explicit cue: e.g. the finding in Koornneef and Sanders (2013) that expla-
nation reference patterns are not anticipated when a clause is introduced by a non-causal
connective. Nevertheless, it could very well be the case that clear simple cues like con-
nective choice are rapidly incorporated into comprehenders’ discourse predictions, while
factors of global coherence like a pre-existing alternative explanation enter into consider-
ation later.

On the other hand, drawing a meaningful conclusion about causal processing
from these differences alone is irresponsible. Because the plausible and implausible rela-
tive clauses varied substantially in their lexical content, it would be more parsimonious to
attribute the differences to low-level lexical processing. For instance, it is well-known that
shorter, simpler, and more predictable words are processed more easily than words which
are longer, more complex, and less predictable (e.g. Erlich and Rayner, 1981; Levy, 2008).12

The residualization procedures employed as part of the analysis here should have helped
control for differences in word length between the critical relative clauses, but differences
in predictability independent from the causal reasoning being tested here might have been
enough to drive the effect. For instance, it could be the case that plausibly-explanatory rel-
ative clauses featured words which are more closely related to the meaning of the head
noun, or words which are more likely to figure in choice contexts. It would only be appro-
priate to attribute the differences in response latency to causal expectations if these words

12I’ll leave aside whether contextual predictability might be able to subsume the other effects.
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were specifically more predictable in the context of an explanation of a choice, but they
may well have been more predictable simply in the context of a choice.

In order to compare the evidence for lower-level predictability effects vs.
predictability-by-way-of-explanation-expectation effects here, I will present here the
results of a toy model comparison, where GPT-2 surprisal values in various contexts
(Radford et al., 2019) were extracted to stand in for the predictability of the key content
given various types of information available in context.13 For a demonstration that
GPT-2 surprisal serves as a strong linear predictor for Maze response latencies just as for
self-paced reading response latencies, see Boyce and Levy (2023).

Surprisal values for the critical relative clause materials were calculated given
four different preambles. To approximate predictability of the relative clause content sim-
ply as a property of the given head noun, surprisals were extracted following a preamble
which merely set up a relative clause following the given head noun (44a). To approxi-
mate predictability of the relative clause content as a property of an individual which was
chosen within the given choice context, surprisals were extracted following a preamble
consisting of the core matrix clause from the target sentence (44b). Finally, to approx-
imate predictability of the relative clause as part of an explanation of the protagonist’s
choice, surprisals were extracted following a preamble setting up the critical clause as
part of a because clause explaining the protagonist’s choice (44c). Models will be fit us-
ing each of these surprisal values to predict the response latencies I observed within the
relative clause, and compared using Bayes factors (BF12). To validate this method and en-
sure that any potential differences among the different surprisals are not driven merely
by the length of the preamble, I also compare surprisals extracted following a preamble
setting up the critical clause as part of a concessive even though clause signalling that the
protagonist’s choice would not be expected based on the property (44d).

(44) Preambles used for surprisal extraction

a. Property-based surprisal:
That’s the candidate that has a progressive platform.

b. Choice-based surprisal:
She voted for the candidate that has a progressive platform.

13GPT-2 surprisals were extracted using a helpful Python script by Yizhi Tang and Lisa Levinson at the
University of Michigan WordLab, which makes use of the minicons package (Misra, 2022), available at https:
//github.com/UMWordLab/surprisal_with_minicons.
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c. Explanation-based surprisal:

She voted for that candidate because he has a progressive platform.

d. Concessive-based surprisal:

She voted for that candidate even though he has a progressive platform.

For each set of surprisals, I fit a Bayesian linear mixed-effects model using brms to pre-
dict residual log latencies from surprisal values on each word in the relative clause. To
assess whether the effect of surprisal was able to subsume the observed plausibility effect,
I extracted the residuals from this model, and fit over them a final linear mixed-effects
model using the binary plausibility manipulation as a predictor. Parameters for the effects
of surprisal and plausibility in these analyses are reported in Table 4.14. Each surprisal
model yielded a credible positive effect of approximately the same size, β̂ = 0.02–0.03, and
in all cases, a credible negative effect of plausibility remained. Nevertheless, effect size for
the residual plausibility effect varied, indicating that the predictability of the content in a
choice and explanation contexts was able to subsume somewhat more of the plausibility
effect than predictability in the radically-different concessive context. Bayes factors indi-
cate that explanation-based surprisal was the best predictor of latencies, compared to sur-
prisals from choice contexts (BF12 > 100) and concessive contexts (BF12 > 100). Note that
concessive-based surprisal also served as a better predictor than choice contexts (BF12

> 100), indicating that the predictive power of the because context might come from the
utility of any connective highlighting causal relevance, as well as the explicit affirmation
of a positive causal relationship.

Table 4.14: Coefficients for surprisal predictors across four models using surprisal values
extracted from GPT-2 using different preambles, and the corresponding coefficients for
binary plausibility predictors on the residuals.

Surprisal Model Surprisal Plausibility (Residual)
β̂ 95% CRI β̂ 95% CRI

Property 0.02 (0.02, 0.02) -0.35 (-0.44, -0.25)
Choice 0.03 (0.03, 0.03) -0.32 (-0.42, -0.23)
Explanation 0.02 (0.02, 0.02) -0.32 (-0.41, -0.22)
Concessive 0.02 (0.02, 0.03) -0.36 (-0.46, -0.27)

This analytical method, attempting to estimate the predictive gain associated
with different kinds of contextual information, is admittedly an ad-hoc innovation, with
unverified validity. However, if it is to be trusted, it yields two key findings. First, local
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lexical predictability does not not subsume the plausibility effect observed in response
latencies. This was not guaranteed; see Delogu et al. (2017) and L. Levinson (2023) for
cases where surprisal was able to account in full for ERP and reading effects attributed to
other sources of cognitive difficulty. The relative robustness of the plausibility manipula-
tion here may be due to the use of preambles which were shorter than the full contexts
given to participants in the experiment, or else it may reflect the existence of a cost above
and beyond low-level lexical predictability. Second, predictability tracks more closely with
latencies when it is conditioned on the presence of a causal relationship. This is expected
if comprehenders were indeed reasoning about upcoming content under the expectation
that an explanation might be coming.

On the whole, I conclude that low-level differences in predictability cannot con-
vincingly account for the differences in latencies across the two plausibility conditions.
The slower latencies for implausibly-explanatory relative clauses seem better attributable
to a process of explanation expectation, where crucially, expectation is not reduced by the
presence of another explanation.

I move on now to generalization (ii). Under a model where a causal meaning for
the relative clause, if plausible, is selected before a comprehender exits the clause, likeli-
hood of selection at this point will be highest in the plausibly-explanatory case. Given the
further assumption that the causal adjunct is incompatible with the selected implicit mean-
ing, thatmodel expects slower latencies in causal adjuncts following plausibly-explanatory
relative clauses, as comprehenders complete reanalysis. Recall that Hoek et al. (2021b), in
an eyetracking investigation using a similar design, observed a difference consistent with
the predicted reanalysis effect in the position after because: a 29ms increase in total fix-
ation duration when the because clause followed a plausibly-explanatory relative clause.
The movable-adjunct design of the present experiment would allow me to weigh whether
this effect should indeed be taken as reanalysis triggered by because when the relative
clause was plausibly explanatory, or lingering facilitation for because when no plausibly-
explanatory information had yet been encountered. However, I fail to replicate the basic
effect here: at no position within the because clause do we observe costs conditional on
the causal plausibility of the relative clause.

Why the inconsistency? One possibility is that the design and method of the
present study simply lacked the precision and power to observe the Hoek et al. (2021b)
effect. Although I will not report a full power simulation here, I am not inclined to believe
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this is the case. Forster et al. (2009) and Witzel et al. (2012) observe that Maze studies yield
comparable effect sizes to eyetracking in most cases, unlike self-paced reading. Given this,
power should be somewhat larger in the present study, with 128 participants measured on
64 critical stimuli across 4 conditions yielding 2048 observations per condition (before trial
exclusions) compared to the 75 participants, 32 critical stimuli, 4 conditions, and thus 600
observations per condition of Hoek et al. (2021b). Nevertheless, I will note that the effect
observed by Hoek and colleagues is ultimately rather small, a 1% increase in log reading
times. Typical power in a sentence processing experiment is rarely sufficient to detect
such small effects reliably, or to provide convincing evidence of their existence. Beyond
power concerns, there are several small differences of design and stimulus between the
two studies—the nature of the plausibility manipulation, the presence of a spillover re-
gion between the relative clause and because, etc. None of these seem particularly obvious
sources of the variation observed. Between these two experiments then, evidence is more
or less equivocal for a reanalysis effect triggered by because. Evidence regarding this po-
tential effect from further experiments with different designs will be useful for settling
this question more conclusively.

4.4 Experiment 8: Causal inferences from sentence sequences in

self-paced reading

In the remaining two experiments in this chapter, continuing to pursue the same
questions of the timecourse of consideration and selection of causal interpretation, I con-
duct a self-paced reading/Maze task comparison, using a design with three key differences
from that of Experiment 7. First, I will replace the plausibility manipulation in Experiment
7 with a more subtle manipulation of plausibility in context. Observing facilitation for
plausibly-explanatory content in a potential tail provided evidence that comprehenders
were to some extent expecting an explanation. This expectation seems to fuel anticipation
of content which could provide a likely explanation, given world knowledge. At the same
time, the persistence of this facilitation in the face of a prior explanation suggested that
comprehenders may not be taking context into account as they adopt these local expecta-
tions.

Are comprehenders’ pragmatic expectations rapidly sensitive to subtle features
of the context? In the reading studies on scalar implicature reviewed in Chapter 3, there are
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a few instances that demonstrate comprehenders can take context into account somewhat
quickly in their anticipation of enriched scalar meaning, e.g. when an implicit contextual
question makes an upper-bound meaning for some more likely, comprehenders seem to
anticipate reference to a complement set (Breheny et al., 2006; Politzer-Ahles & Fiorentino,
2013; S. Lewis, 2013; Hartshorne & Snedeker, 2014). In the literature on causal inferences,
there is less evidence of such subtle dependencies, with experimenters generally exploiting
the simple, local cue of an IC verb to manipulate whether context makes an upcoming
explanation predictable.

To probe whether comprehenders are rapidly sensitive to more nuanced features
of the context in the nature of their expectations, I will adapt a manipulation of protag-
onist knowledgeability from Bergen and Grodner (2012) and the similar experiments in
Chapter 3. The key assumption is as follows: in intentional decision-making contexts, in
order for a property of a chosen entity to be an explanation for the protagonist’s choice,
the protagonist must have been aware that the chosen entity possessed the property.14 To
the extent that comprehenders are expecting contextually-suitable explanations, then in
contexts where a protagonist is described as ignorant about a certain class of properties,
the comprehender should reduce their expectation of content related to those properties
within a potential tail.

The next major change from the design of Experiment 7 is a shift from relative
clause tails to sequences of sentences. This choice was made simply in order to explore a
larger portion of the space of potential causal inferences. One important benefit is that it
offers a chance to explore selection of inferences over sentence pairs, where Experiment
7 and the previous study by Hoek et al. (2021b) have only done so with relative clauses.
Nevertheless, the evidence from work on sentence pairs reviewed above (e.g. Mak and
Sanders, 2013, Koornneef and Sanders, 2013) does not suggest any effects which should be
substantially different between sentence pairs and relative clauses.

Finally, rather than probe reanalysis effects within a clause immediately follow-
ing the potential tail of the Explanation, in these experiments I seperate the tail and the
sentence hosting the crucial because clause with a full sentence of buffer. It is possible

14It’s perhaps possible to imagine counter-examples where the explanation is indirect: perhaps I can say
that Sally voted for Mirabella because of his platform in the case where Mirabella’s platform directly brought
about an endorsement from a musician Sally trusts unconditionally, and this endorsement guaranteed Sally’s
vote even though she remained ignorant of Mirabella’s political views.These cases seem suitably obscure that
we can rule them out as plausible online inferences.
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Table 4.15: A sample item from Experiment 8.

Sentence Knowledgable Ignorant

C1 Sally lives in a small city, where recently there was a citywide elec-
tion for a new mayor with several candidates, and she had to decide
among them on her mail-in ballot.

C2 She spent some time reading
everything she could about the
candidates before mailing in her

ballot.

She didn’t have any time to read
anything about the candidates
before mailing in her ballot.

S1 In the end, she voted for Pat Mirabella.

S2 He has the most progressive platform in the race.

S3 He’s from a very socio-economically diverse area, and has always
championed public programs.

S4 She voted for him because his name was first on the ballot.

that the selection process for causal inference arises at a relatively slow time-scale, so that
even if it is initiated at the end of a potential explanation, selection has not been finalized
within the span of a few following words. Alternatively, even if selection can occur fast,
perhaps comprehenders generally wait for discourse to continue unfolding before making
a firm decision online. In either of these scenarios, we might not observe reanalysis effects
when disambiguation against the inference is presented soon after the potential tail, as in
Experiment 7, but they would become apparent if disambiguation against the inference
was presented at a longer delay. By postponing because for a few sentences, we can test
the predictions of such proposals.

The result is a simplified single-factor design manipulating protagonist Knowl-
edge of the property described in the potential tail (Knowledgable vs. Ignorant). This de-
sign is demonstrated for a sample item in Table 4.15. Again, before moving on to detailed
discussion of the methods, I will highlight the relevant theoretical questions this experi-
ment can speak to.

As described above, I expect latencies in the tail of a potential Explanation to
reflect whether comprehenders’ expectations for the content of a likely explanation are
moderated by contextual cues which make typical predictable content unlikely. The po-
tential tail here is given in S2. Comprehenders exhibiting this sensitivity should demon-
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strate slower response latencies in S2 when the protagonist was described as ignorant to
the property it describes.

As for the ongoing question of reanalysis, assuming that comprehenders will be
sensitive to the contextual manipulation here, and that the explicit because clause in S4 is
incompatible with an explanatory reading of S2, I expect latencies in the because clause
to reflect whether comprehenders engage in selection of causal meaning at some point
before S4. That is, comprehenders engaging in online selection of causal meaning should
demonstrate slower response latencies in the because clause when the protagonist was
described as knowledgeable about the property in S2, because this is an instance where
context supports the causal inference.

Whether comprehenders take context carefully into account as they anticipate
upcoming content, and whether they engage in online selection of pragmatic meaning
may be modulated by task demands. I begin here with a self-paced reading investigation,
to establish a baseline in a low-demand reading task.

4.4.1 Methods

The design, norming procedure, and analysis plan for Experiments 8 and 9 were
preregistered (https://doi.org/10.17605/OSF.IO/52HB7).15 All materials, data, and analysis
scripts are available for review in an OSF repository (https://osf.io/a4vx6/?view_only=
9aaaa9ab11254efba98d08deb40008a1).

4.4.1.1 Participants

80 native English speakers participated in the experiment on Prolific in early
2023, compensated according to a $12 hourly wage. All participants had US nationality, at
least the equivalent of a high school degree, and a minimum of 20 prior submissions with
an acceptance rate of 90% on the platform. Ages were within the range of 18 to 40 (with a
mean of 31). This was the same sample who completed Experiment 5.

15As in Experiments 5 and 6, this study was planned first as a Maze experiment. After observation of
the data, the self-paced reading experiment was carried out for the purposes of task comparison. For ease of
comparison to prior work, I present the self-paced reading experiment first before moving on to the originally-
planned Maze experiment.
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4.4.1.2 Materials and Norming

To instantiate the design discussed above, I constructed 40 six-sentence narra-
tives. The narratives were adapted from the Plausible condition of the 40 narratives used
in Experiment 7 which were revealed in norming to exhibit the most consistent high and
low judgments of causal likelihood.The first of two context sentences was adopted directly
from the original narrative, and a second context sentence was added in which the knowl-
edge state of the protagonist at the time of decision was described, either Knowledgeable
or Ignorant about a critical property of the entities they were considering for their choice.
Ignorant sentences were often, but not always, constructed by negating assertions about
knowledge acquisition made in the corresponding Knowledgeable sentence. The number
of words in C2 was always matched across conditions.

Four shorter sentences followed describing the protagonist’s choice. S1 con-
tained only the initial temporal adverbial and thematrix clause from the original narrative,
with the non-unique definite description substituted for a name or unique description, usu-
ally the one provided in the nominal appositive in the original narrative. S2 then contained
the critical property, always based on the lexical content of the plausibly-explanatory rel-
ative clause from the previous experiment. The exact wording was adjusted to ensure that
the relevant property would be interpreted as unique to the chosen entity; in the previous
experiment this was ensured by virtue of the relative clause’s presence within a definite
description. E.g. the candidate that has a progressive platform becomes he has the most

progressive platform in the race). These adjustments led S2 to be of variable length across
different narratives. S3 followed, providing more information on the property described
in S2, so that S1 remained accessible for further elaboration. In S4, the matrix content of
S1 was repeated, followed by the causal adjunct used in the previous experiment.

In order to validate that the context manipulation affected whether comprehen-
ders would assume the protagonist was aware of the critical property in S2, item sets were
normed in a likelihood judgment task. Sixty participants were recruited on Prolific with
the same demographic restrictions as the intended experiment. This was the same sample
as the participants who completed the norming task reported in Chapter 3. For each of the
40 narratives, they saw the first three sentences of the narrative in a cumulative self-paced
format, with either the Knowledgeable or Ignorant C2. The nature of presentation of the
critical S2 property was manipulated across participants. One group saw S2 presented as
part of the narrative, while the other only saw it as part of the question. This was done
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in order to explore a secondary research question, whether causal anticipation in nar-
rative comprehension might itself contribute to the knowledge attribution task, leading
narrative-internal statements that could explain a protagonist’s decision to be assumed as
part of their knowledge more than the narrative-external control. All participants were
instructed to rate the likelihood that the protagonist was aware of the property on a four-
point scale where “1” was “unlikely” and “4” was “likely”. Conditions were Latin-squared
so that each participant saw every narrative, and never saw the same narrative in both
Knowledgeability conditions.

(45) Sample judgment trials from the norming task for Experiment 8

a. Narrative-internal property

Sally lives in a small city, where recently there was a citywide election for a
new mayor with several candidates, and she had to decide among them on her
mail-in ballot.

i. Knowledgeable: She spent some time reading everything she could about
the candidates before mailing in her ballot.

ii. Ignorant: She didn’t have any time to read anything about the candidates
before mailing in her ballot.

In the end, she voted for Pat Mirabella.

He has the most progressive platform in the race.

How likely is it that Sally knew that Pat Mirabella has the most progressive
platform in the race? [1 2 3 4]

b. Narrative-external property

Sally lives in a small city, where recently there was a citywide election for a
new mayor with several candidates, and she had to decide among them on her
mail-in ballot.

i. Knowledgeable: She spent some time reading everything she could about
the candidates before mailing in her ballot.

ii. Ignorant: She didn’t have any time to read anything about the candidates
before mailing in her ballot.

In the end, she voted for Pat Mirabella.
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Pat Mirabella has the most progressive platform in the race. How likely is it
that Sally knew that? [1 2 3 4]

Overall response distributions are summarized in 4.11, Table 4.16 reports the parameters of
a Bayesian mixed-effects ordinal regression model fit to the responses. We observe a large,
credibly-positive effect of Knowledgeability, β̂ = 2.67, 95% CRI = (2.22, 3.11), such that pro-
tagonists were indeed judged more likely to know of the critical property in Knowledge-
able contexts. The hypothesized effect of Property position was not observed, β̂ = -0.09,
95% CRI = (-0.42, 0.23), nor was any credible interaction with Knowledgeability, β̂ = -0.20,
95% CRI = (-0.73, 0.35).

The null finding for Property position is somewhat of interest, as it suggests that
evidence about a protagonist’s knowledge state from the explicit content in the narrative
is far more influential than any effect driven by pragmatic reasoning in offline knowledge
attributions. But as to the critical norming objective, I conclude that the intended con-
textual manipulation has the desired effect regarding the protagonist’s knowledge of the
critical property.

Planned investigation of the posterior effect estimates per-item revealed more
variability than anticipated. Rather than adjust items to meet a stringent pre-registered
inclusion threshold, I opted relax the inclusion criterion, and ensure simply that Knowl-
edgeable conditions drove likelihood responses above the scale’s midpoint, and Ignorant
conditions below the scale’s midpoint, for each item set. Three item sets did not meet
this condition, all featuring Ignorant conditions which received relatively high-likelihood
responses. Each case featured a critical property which was readily inferrable even for
ignorant protagonists, e.g. that diet cola has very little sugar. These three item sets were
adjusted to avoid this issue before the critical reading experiments.

4.4.1.3 Procedure

The experiment was prepared in Ibex (Drummond, 2010), and deployed on
PCIbexFarm. For each item, participants read the two context sentences (C1, C2) presented
in cumulative, moving window self-paced reading, followed by the four critical sentences
(S1–S4) presented non-cumulatively in fixed-window, word-by-word self-paced reading.
These presentation choices were adopted to reduce the fatigue and time required to read
the whole six-sentence narrative, and allow the most minimal comparison with the Maze
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Figure 4.11: Causal plausibility ratings from the norming study for Experiments 8 and 9,
by condition.

Table 4.16: Bayesian ordinal mixed-effects model fit to 4-point likelihood responses in
the norming task for Experiments 8 and 9. Factor levels in parentheses were coded as
treatments.

Effect Posterior β̂ Posterior σβ 95% CRI Lower 95% CRI Upper

Threshold 1|2 -0.30 0.15 -0.60 0.00
Threshold 2|3 0.71 0.15 0.41 1.01
Threshold 3|4 1.81 0.16 1.51 2.12

Knowledge (Knowl.) 2.67 0.23 2.22 3.11
Property (Intern.) -0.09 0.16 -0.42 0.23

Know × Prop -0.20 0.28 -0.73 0.35
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task of Experiment 6.
Items were followed by binary forced-choice comprehension questions.The top-

ics of the questions were evenly distributed acrossmaterial in each of the six sentences. For
instance, one in six comprehension questions asked a yes/no question checking partici-
pants’ sensitivity to the knowledge state described in C2 (46a). Another one in six compre-
hension questions asked participants to indicate the reason for the protagonist’s choice,
as disambiguated in S4 (46b).

(46) Example narratives with comprehension questions from Experiment 8

a. Patricia had a toothache last month, but she had only lived in town for a few
months, so she had to find a local dentist to see. She spent some time gathering
information about all of the dentists in her area. Ultimately, she went to Doctor
Graziano. He gets the best reviews. He has a no-nonsense attitude, and gets his
work done very quickly. She went to him because his office is close to her work.

Did Patricia research dentists before her appointment? {Yes, No}

b. Chef Mira has been trying to work out which vinegar to use in the glaze for her
restaurant’s new asparagus dish, among the four that she had in her kitchen.
She tasted each of them as she decided. Last week, she decided on the balsamic.
It has the richest taste. It was aged for fifty years in oak barrels. She picked it
because it comes from a famous region in France.

Why did Mira pick the balsamic? {Its origin, Its taste}

Accuracy on each type of comprehension question for the 80 participants in the final sam-
ple is summarized in Table 4.17. A post-hoc analysis comparing accuracy across the ques-
tion types finds a few notable effects, including lower accuracy for questions probing the
explanation for the protagonists’ choice when compared to the other question types, β̂
= -0.31, 95% CRI = (-0.55, -0.09), higher accuracy for questions about S1 than about ei-
ther context sentence, β̂ = 1.17, 95% CRI = (0.59, 1.84), and trends that were not credibly
non-zero indicating lower accuracy for C2 questions, β̂ = -0.57, 95% CRI = (-1.21, 0.07),
driven by particular low accuracy in Ignorant conditions, δ̂Context = -0.68, P (δ < 0) =
0.91. The latter is likely attributable to a simple “Yes” bias, while the other effects indicate
that comprehenders may have struggled somewhat in encoding and retaining information
about the context and in arriving at a final decision about the correct explanation for the
protagonist’s choice.
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Table 4.17: Accuracy on comprehension questions in Experiment 8. Standard errors are
given in parentheses.

Question Target % Correct
Igno. Knowl.

C1 93% (2%) 94% (1%)
C2 73% (3%) 90% (2%)
S1 99% (1%) 100% (0%)
S2 96% (1%) 94% (1%)
S3 98% (1%) 95% (1%)
S4 83% (2%) 85% (2%)

Participants completed this experiment at the same time as Experiment 5. Ele-
ments of the procedure are briefly reiterated here. Test items were presented in pseudo-
randomized order across eight Latin-squared forms, balanced across our final sample of 80
participants. Test items were mixed with 70 filler items from various sources, including the
40 three-sentence narratives from Experiment 5, and 10 additional three-sentence narra-
tives constructed to resemble those item sets. A final 20 six-sentence filler items were con-
structed to camouflage the test items from this experiment. Crucially, these fillers always
left a potential causal inference , and never included an explicit because clause to cancel
it. All fillers were also followed by comprehension questions. Three of the six-sentence
fillers were presented to participants as practice items, and four six-sentence fillers and
two three-sentence fillers were reserved as “burn-in” items, presented at the beginning of
the main body of the experiment before participants were shown the first critical item.

After completing all 110 trials, participants completed short exit questionnaires
on their experience in the study, and demographic information regarding their language
history, before receiving compensation. The procedure in entirety was estimated to take
about 35 minutes.

4.4.1.4 Analysis

268 test trials in which a participant responded incorrectly to a comprehension
question were excluded from reading time analysis. The remaining sample includes read-
ing time data from 2932 critical trials.

Two measures of word-by-word response latencies were computed for the anal-
ysis of test items, log response latencies averaged across all positions in S2 (which var-
ied in length) and averaged across the first four positions of the because clause in S4. As
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Figure 4.12: Average residual log response latencies in various regions in Experiment 8, by
condition.

a post-hoc addition, I also examine average residual response latencies in other regions
to develop a sense of behavior across the entire stimulus. For analysis, Bayesian linear
mixed-effects models were fitted to these measures using brms as described in §3.4.1.3,
with Knowledgeable-protagonist contexts coded as the treatment level.

4.4.2 Results

All 80 participants retained for analysis answered comprehension questionswith
accuracy of greater than 75%, and recorded average response latencies of 1000ms or more
on the context sentence. Other participants who had been recruited were excluded from
analysis to ensure a base level of attentive comprehension. Mean accuracy in the final
sample was 93%. In this section, I report the response latencies in the various regions of
interest. A summary of the residual log response latencies across all regions is presented
in Figure 4.12 and Table 4.18.

4.4.2.1 S2

Residual log response latencies are broken down word-by-word for the first five
positions in S2 in Figure 4.13. Posterior values for β̂ and σβ from the linear mixed-effects
model over average log latencies in the entire S2 are provided in Table 4.19. I observe a
near-credible effect of protagonist knowledge, such that latencieswere faster after contexts
which presented a protagonist as knowledgeable, β̂ = -0.02, 95% CRI = (-0.04, 0.00).

Bayes factor analysis used a model fit with strong priors informed by the results
of the relatively-comparable self-paced reading study reported as Experiment 5 in Cozijn
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Table 4.18: Conditional means and measures of spread for various regions in Experiment
8. Standard errors are reported over the sum of raw response latencies in the region, and
bootstrapped 95% confidence intervals are reported over the critical measure, average per-
word log response latencies.

Knowledgeability Sum RT SE Avg. Log RT 95% CI

S1

Igno 2201 35 5.50 (5.48, 5.52)

Know 2187 34 5.50 (5.48, 5.52)

S2

Igno 1826 27 5.51 (5.49, 5.54)

Know 1836 28 5.51 (5.49, 5.53)

S3

Igno 2990 53 5.56 (5.54, 5.58)

Know 3213 264 5.55 (5.53, 5.57)

S4
M
. Igno 1090 60 5.59 (5.57, 5.61)

Know 1048 24 5.59 (5.57, 5.61)

Be
c. Igno 1109 12 5.54 (5.52, 5.56)

Know 1107 13 5.53 (5.51, 5.55)

Table 4.19: Bayesian linear mixed-effects models fit to average log response latencies in S2
in Experiment 8. Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 5.52 0.04 (5.44, 5.59)
Knowledge (Knowl.) -0.02 0.01 (-0.04, 0.00)
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Figure 4.13: Residual log response latencies at each position within the relative clause
region in Experiment 8, by condition.
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Figure 4.14: Residual log response latencies at each position within the because clause
region in Experiment 8, by condition.

(2000), where latencies within a potential tail were measured in conditions where the tail
was more or less plausible, and a facilitation on the log scale of about -0.08 was observed.
Under these priors, I observe moderate evidence for the absence of an effect (BF10 = 0.26).

4.4.2.2 S4 Because Clause

Residual log response latencies are broken down word-by-word within the first
four positions of the because clause in Figure 4.14. Posterior values for β̂ and σβ from
the linear mixed-effects model over average log latencies for these positions are provided
in Table 4.20. I observe a just-credible effect of protagonist knowledge, such that laten-
cies were faster after contexts which presented a protagonist as knowledgeable, β̂ = -0.02,
95% CRI = (-0.04, -0.00), continuing the pattern in S2. Note that this contrasts with the
predictions of an account which expects costly reanalysis here more in Knowledgeable
conditions.

Bayes factor analysis used a model fit with strong priors informed by the same
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Table 4.20: Bayesian linear mixed-effects models fit to average log response latencies in
the disambiguator region (the first four positions in the because clause) in Experiment 8.
Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 5.54 0.04 (5.47, 5.61)
Knowledge (Knowl.) -0.02 0.01 (-0.04, -0.00)

self-paced reading studies of reanalysis that informed priors in disambiguating regions in
Experiment 1, where costs on the log scale of about 0.02 were observed in conditions which
were more likely to require reanalysis. Under these priors, I observe anecdotal evidence
for the presence of an effect (BF10 = 1.59).

4.4.2.3 Other Regions

The consistency of the reduction in latencies for narratives in Knowledgable-
speaker contexts motivated post-hoc analysis of other regions of the narrative, beginning
with the context sentence that introduced the difference in protagonist knowledgeabil-
ity (C2) and continuing through the core of the narrative, including the matrix clause of
S4. Posterior values for β̂ and σβ from the linear mixed-effects models over average log
latencies within these regions are provided in Table 4.21. No credible effect is observed
on the critical context sentence, β̂ = -0.00, 95% CRI = (-0.01, 0.01), though already by S1
an effect may have been growing, β̂ = -0.01, 95% CRI = (-0.03, 0.01), consistent with the
trend observed in S2. A just-credible effect is then observed in S3 in the same direction,
β̂ = -0.02, 95% CRI = (-0.04, -0.00), and again fails to meet the credibility threshold in the
matrix of S4, β̂ = -0.01, 95% CRI = (-0.03, 0.01), before emerging as credible again in the
disambiguation region as noted above. This seems to suggest that if anything, a small and
consistent difficulty emerged for the entire narrative when the protagonist was introduced
as ignorant, not necessarily tied to their specific ignorance of the property described in
S2.

4.4.2.4 Within-Trial Correlation

As an additional, post-hoc examination of the data, inspired by the correlational
analyses reported in Chapter 3, I examined the trial-by-trial relationship between response
latencies for S2 to response latencies for the various regions of S4. I first fit simple linear
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Table 4.21: Bayesian linear mixed-effects models fit to summed log response latencies in
other regions of Experiment 8. Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

C2

Intercept 0.63 0.02 (0.59, 0.67)
Knowledge (Knowl.) -0.00 0.00 (-0.01, 0.01)

S1
Intercept 5.51 0.04 (5.44, 5.58)
Knowledge (Knowl.) -0.01 0.01 (-0.03, 0.01)

S3

Intercept 5.56 0.04 (5.49, 5.64)
Knowledge (Knowl.) -0.02 0.01 (-0.04, -0.00)

S4
M Intercept 5.59 0.04 (5.52, 5.66)

Knowledge (Knowl.) -0.01 0.01 (-0.03, 0.01)

Table 4.22: Bayesian linear mixed-effects models fit to residual response latencies in the
critical regions of S4, using S2 latencies as a predictor, in Experiment 8.

Effect Posterior β̂ Posterior σβ 95% CRI

M
at
. Intercept 0.15 0.10 (-0.04, 0.35)

S2 Latency -0.03 0.02 (-0.06, 0.01)

Be
c. Intercept 0.14 0.08 (-0.01, 0.29)

S2 Latency -0.03 0.01 (-0.05, -0.00)

mixed-effectsmodels predicting average latencies in S4 from average latencies in S2within
the Ignorant conditions, where that dependency is presumed to resemble the standard de-
pendency between any two regions within the same trial (i.e. by assumption there is no
causal inferencing going on). These models recorded the expected positive relationships
for the matrix clause, β̂ = 0.75, 95% CRI = (0.70, 0.79) and for the beginning of the because
clause, β̂ = 0.73, 95% CRI = (0.69, 0.77). These models were then used to generate predicted
S4 latencies from S2 latencies in the Knowledgeable conditions, and residuals were ex-
tracted by comparing these predictions to the actual values. Final, more complex models
were fit to predict these residuals based on the S2 latencies (Table 4.22). In the models over
the residuals in Knowledgeable conditions (Table 4.22), I observe a slight negative rela-
tionship, near-credible at the S4 matrix, β̂ = -0.03, 95% CRI = (-0.06, 0.01), and just-credible
at the beginnnig of the because clause, β̂ = -0.03, 95% CRI = (-0.05, -0.00), such that longer
latencies in S2 were predictive of shorter latencies in that region.

As in §3.5.2.4, it’s useful to know whether this apparent facilitation arises from
standard comprehension principles, or experience with the stimuli. A secondary analysis
was conducted for the matrix clause, adding exposure counts as a predictor for residual
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Table 4.23: Supplementary Bayesian linear mixed-effects model fit to residual response
latencies in the S4 matrix, using S2 latencies and exposure counts as predictors, in Exper-
iment 8.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 1.00 0.17 (0.67, 1.34)
S2 Latency -0.17 0.03 (-0.23, -0.11)
Exposure -0.06 0.01 (-0.08, -0.04)
S2 × Exp. 0.01 0.00 (0.01, 0.01)

latency (Table 4.23). This model captures a small near-credible first-order interaction be-
tween the effect of S2 latencies and the number of exposures, β̂ = 0.01, 95% CRI = (0.01,
0.01), such that as exposures increase, the strength of this facilitatory effect decreases.
Marginal comparisons reveal a large, credible facilitatory relationship at first exposure, δ̂
= -0.16, P (δ < 0) = 0.99, which is eliminated by the twentieth and final exposure, δ̂ = 0.03,
P (δ < 0) = 0.15. The same pattern is observed at the because clause. It would seem that
the facilitatory effect here is mainly driven by responses early in participants’ experience
in the experiment, and reduces over time.

4.4.3 Discussion

Rather than facilitation specific to content which can serve as a predictable
explanation, in this experiment we observe if anything a generic difficulty with narra-
tives that describe a decision made by an ignorant protagonist. It has been previously
observed that performance on some tasks suffers when participants represent the incom-
plete knowledge states of other agents (e.g. Samson et al., 2010; Johnson and Keil, 2014),
as comprehenders must be doing in Ignorant conditions. I take the overall effect here to
be a signature of some general cost like this. The critical alternative analysis is that this
is somehow a consequence of the differences in predictions hypothesized about above:
that is, in the Knowledgeable condition, comprehenders anticipated the content of S2 as
a likely explanation, whereas in the Ignorant condition, explanation-based anticipations
were reduced or directed towards properties the protagonist knew of. This does match
with the direction of the effect, but not its timecourse. Because trends in this direction
emerge as early as S1 and persist through nearly the entire narrative, I find a general cost
to be a more likely story.

This apparent pervasive, but small, difficulty aside, we observe no effects of the
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critical manipulation on reading behavior in any region. This crucially includes the dis-
ambiguating because region, where we would have expected to see evidence of costly re-
analysis processes if comprehenders had selected a causal interpretation of S2 at any point
before because in S4. The evidence here for the absence of costly reanalysis concurs and
strengthens the finding of absence in Experiment 5. It would appear that the absence of
reanalysis there was neither due to the atypical construction examined (relative clauses)
or to proximity between the potential tail and the disambiguating information.

These results continue to support the conclusion that comprehenders do not
select causal enrichments of passages of discourse during online reading, and thus the
generalizability of a hypothesis like Rapid Consideration Without Selection for various
pragmatic enrichments. However, given the absence of any apparent facilitation effects
in S2 conditioned on context in this experiment, we must apparently acknowledge some
limits to the factors which can influence early consideration of enrichments.

4.5 Experiment 9: Causal inferences from sentence sequences in

the Maze

Experiment 8 followed Experiment 7 in failing to observe evidence for the re-
analysis effects predicted by models where causal enrichments are selected online. It also,
however demonstrated a case where apparently, a subtle contextual manipulation didn’t
affect comprehenders’ expectations about the content of a potential explanation. In Chap-
ter 3 I observed some evidence that online expectations conditioned on possible pragmatic
enrichment were strengthened in the Maze task compared to self-paced reading. In this
section, I report a Maze task with the samematerials as Experiment 8, providing continued
evidence for the absence of reanalysis and the absence of subtle contextual manipulations
on expectations in this domain.

4.5.1 Methods

All materials, data, and analysis scripts are available for review in an OSF repos-
itory (https://osf.io/a4vx6/?view_only=9aaaa9ab11254efba98d08deb40008a1).
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4.5.1.1 Participants

80 native English speakers participated in the experiment on Prolific in 2023,
compensated according to a $12 hourly wage. All participants had US nationality, at least
the equivalent of a high school degree, and a minimum of 20 prior submissions with an
acceptance rate of 90% on the platform. Ages were within the range of 18 to 40 (with a
mean of 31). This was the same sample who completed Experiment 6.

4.5.1.2 Materials

The final four sentences of the same 40 test items used in Experiment 8 served
as the target sentences in the Maze task. Following Boyce et al. (2020), Maze foils were
sampled from length-matched high-surprisal words with reference to the language model
of Gulordava et al. (2018). Foils that were too repetitive or were judged as plausible con-
tinuations were then replaced by hand. As in Experiments 6 and 7, foils for proper nouns
were always same-length, case-matched sequences of “x”, to avoid typical high error rates.
An example set of foil strings for the target sentences in table 4.15 is given in (47).

(47) Example foils for Maze portions of Experiment 9

a. In the end, she voted for Pat Mirabella.

x-x-x lose whom, ago worse ride Xxx Xxxxxxxxx.

b. He has the most progressive platform in the race.

Kid guy go knew catastrophize grateful sick miss glad.

c. He’s from a very socio-economically diverse area, and has always championed
public programs.

Easy yeah than ones environmentalists permits send, ifs ton forgo mattresses
unless appeared.

d. She voted for him because his name was first on the ballot.

Trap smell hill seem weather hear seen trip worry eat buy tonnes.

4.5.1.3 Procedure

The experiment was prepared in Ibex (Drummond, 2010), and deployed on
PCIbexFarm. For each item, participants read the two context sentences (C1, C2) presented
one at a time in cumulative moving-window self-paced reading, followed by the four
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Table 4.24: Accuracy on comprehension questions in Experiment 9. Standard errors are
given in parentheses.

Question Target % Correct
Igno. Knowl.

C1 94% (2%) 91% (2%)
C2 63% (3%) 90% (2%)
S1 100% (0%) 100% (0%)
S2 96% (1%) 100% (0%)
S3 98% (1%) 100% (0%)
S4 93% (2%) 87% (3%)

critical sentences (S1-S4) presented in a Maze task. As in previous Maze experiments
reported here, choice of a foil terminated the trial and reset a running score counter.

The same comprehension questions were used as in Experiment 8, targeting var-
ious components of the narrative. Accuracy on each type of comprehension question for
the 80 participants in the final sample is summarized in Table 4.24. A post-hoc analysis
comparing accuracy across the question types finds some of the same patterns as in Ex-
periment 8, including higher accuracy for questions about S1 than about either context
sentence, β̂ = 1.81, 95% CRI = (0.96, 2.78), and trends indicating lower accuracy for C2
questions, β̂ = -0.74, 95% CRI = (-1.51, 0.02), seemingly driven by particular low accuracy
in Ignorant conditions, δ̂Context = 0.20, P (δ > 0) = 0.61. As before, difficulty with C2
questions in Ignorant contexts would be attributable to a “Yes” bias to questions asking
about protagonist knowledge, while the other effect diagnoses sharper memory for criti-
cal portions of the narrative vs. the preceding context In Experiment 8, we also observed
that questions probing the explanation for the protagonists’ choice (in S4) received lower
accuracy than other question types; that is not credibly the case here, β̂ = -0.23, 95% CRI =
(-0.63, 0.17). There is a small depression in accuracy particular to items with Knowledge-
able protagonists, however, δ̂Context = -0.74, P (δ < 0) = 0.72, which may diagnose some
difficulty in narratives where a causal inference was plausible but accompanied later by a
different explicit causal statement.

Practice procedure, randomization, filler items, and exit questionnaires were as
in Experiment 8, with data collected simultaneously as Experiment 6. This procedure was
estimated to take about 60 minutes.
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Figure 4.15: Average residual log response latencies in various regions in Experiment 9, by
condition.

4.5.1.4 Analysis

1074 test trials in which a participant responded incorrectly to a Maze decision
or a comprehension question were excluded from analysis of response latencies. The re-
maining sample includes data from 2126 test trials. Maze decision errors were analyzed
separately as a secondary measure of incremental difficulty, but no patterns of interest
were observed. Critical response latency measures and their analysis were computed us-
ing the same procedures as in Experiment 8.

4.5.2 Results

All 80 participants retained for analysis answered comprehension questionswith
accuracy of greater than 75% and an average Maze depth of greater than 50%. Other par-
ticipants who had been recruited were excluded from analysis to ensure a base level of at-
tentive comprehension. Mean comprehension accuracy in the final sample was 89%, Maze
completion rate was 75%, and average Maze depth was 86%. In this section, I report the re-
sponse latencies in the various regions of interest. A summary of the residual log response
latencies across all regions is presented in Figure 4.15 and Table 4.25.

4.5.2.1 S2

Residual log response latencies are broken down word-by-word for the first five
positions in S2 in Figure 4.16. Posterior values for β̂ and σβ from the linear mixed-effects
model over average log latencies in the entire S2 are provided in Table 4.26. I do not ob-
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Table 4.25: Conditional means and measures of spread for various regions in Experiment
9. Standard errors are reported over the sum of raw response latencies in the region, and
bootstrapped 95% confidence intervals are reported over the critical measure, average per-
word log response latencies.

Knowledgeability Sum RT SE Avg. Log RT 95% CI

S1

Igno 5687 165 6.50 (6.49, 6.51)

Know 5702 90 6.51 (6.50, 6.52)

S2

Igno 4894 48 6.58 (6.57, 6.59)

Know 4969 60 6.59 (6.58, 6.60)

S3

Igno 8280 87 6.66 (6.65, 6.67)

Know 8326 88 6.66 (6.65, 6.67)

S4
M
. Igno 2657 33 6.58 (6.57, 6.59)

Know 2668 36 6.58 (6.57, 6.59)

Be
c. Igno 3004 24 6.56 (6.55, 6.57)

Know 2991 22 6.56 (6.55, 6.57)
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Figure 4.16: Residual log response latencies at each position within the relative clause
region in Experiment 9, by condition.

Table 4.26: Bayesian linear mixed-effects models fit to average log response latencies in S2
in Experiment 9. Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 6.59 0.02 (6.55, 6.62)
Knowledge (Knowl.) -0.00 0.01 (-0.02, 0.01)

serve the predicted effect of protagonist knowledge; latencies were not faster after con-
texts which presented a protagonist as knowledgeable, β̂ = -0.00, 95% CRI = (-0.02, 0.01), as
would be expected if comprehenders rapidly adjusted their expectations for explanations
based on features of the context.

Bayes factor analysis used a model fit with strong priors informed by the self-
paced reading facilitation effect observed in Cozijn (2000) (see §4.3.2), adjusted by a factor
of 3 given the larger effect sizes expected in the Maze, thus centered around an effect of
-0.24. Under these priors, I observe extreme evidence for the absence of an effect (BF10 <
0.001).
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Figure 4.17: Residual log response latencies at each position within the because clause
region in Experiment 9, by condition.

4.5.2.2 S4 Because Clause

Residual log response latencies are broken down word-by-word within the first
four positions of the because clause in Figure 4.17. Posterior values for β̂ and σβ from the
linear mixed-effects model over average log latencies for these positions are provided in
Table 4.27. I do not observe the predicted effect of protagonist knowledge; latencies were
not slower after contexts which presented a protagonist as knowledgeable, β̂ = -0.00, 95%
CRI = (-0.02, 0.01), as would be expected if comprehenders suffered reanalysis costs in that
condition.

Bayes factor analysis used a model fit with strong priors informed by reanalysis
effects in self-paced reading, adjusted by a factor of 3 given the larger effect sizes expected
in the Maze, thus centered around an effect of 0.06. Under these priors, I observe strong
evidence for the absence of the predicted effect (BF10 = 0.07).
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Table 4.27: Bayesian linear mixed-effects models fit to average log response latencies in
the disambiguator region (the first four positions in the because clause) in Experiment 9.
Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 6.56 0.02 (6.52, 6.60)
Knowledge (Knowl.) -0.00 0.01 (-0.02, 0.01)

Table 4.28: Bayesian linear mixed-effects models fit to summed log response latencies in
other regions of Experiment 9. Factor levels in parentheses were coded as the treatment.

Effect Posterior β̂ Posterior σβ 95% CRI

C2

Intercept 0.65 0.02 (0.61, 0.69)
Knowledge (Knowl.) -0.00 0.00 (-0.01, 0.00)

S1

Intercept 6.51 0.02 (6.47, 6.54)
Knowledge (Knowl.) -0.00 0.01 (-0.01, 0.01)

S3

Intercept 6.66 0.02 (6.63, 6.69)
Knowledge (Knowl.) -0.00 0.01 (-0.01, 0.01)

S4
M Intercept 6.58 0.02 (6.55, 6.62)

Knowledge (Knowl.) -0.01 0.01 (-0.02, 0.01)

4.5.2.3 Other Regions

Post-hoc analysis of other regions of the narrative (Table 4.21) finds no evidence
for conditional differences elsewhere in the narrative.

4.5.2.4 Within-Trial Correlation

As in Experiment 8, I also examined the trial-by-trial relationship between re-
sponse latencies for S2 to response latencies for the various regions of S4 in the Knowl-
edgeable conditions, after residualizing based on patterns in the Ignorant conditions. In
Ignorant conditions, we observe standard positive relationships between S2 latencies and
the S4 matrix clause, β̂ = 0.52, 95% CRI = (0.44, 0.60) and the beginning of the because

clause, β̂ = 0.71, 95% CRI = (0.67, 0.75). In the models over the residuals in Knowledgeable
conditions (Table 4.22), I observe a more negative relationship, just-credible at the S4 ma-
trix, such that longer latencies in S2 predicted shorter latencies in that region, β̂ = -0.06,
95% CRI = (-0.12, -0.00).

A secondary analysis was conducted for the matrix clause, adding exposure
counts as a predictor for residual latency in order to examine how this effect was re-
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Table 4.29: Bayesian linear mixed-effects models fit to residual response latencies in the
critical regions of S4, using S2 latencies as a predictor, in Experiment 9.

Effect Posterior β̂ Posterior σβ 95% CRI

M
at
. Intercept 0.42 0.20 (0.02, 0.82)

S2 Latency -0.06 0.03 (-0.12, -0.00)

Be
c. Intercept 0.11 0.18 (-0.24, 0.46)

S2 Latency -0.02 0.03 (-0.07, 0.04)

Table 4.30: Supplementary Bayesian linear mixed-effects model fit to residual response
latencies in the S4 matrix, using S2 latencies and exposure counts as predictors, in Exper-
iment 9.

Effect Posterior β̂ Posterior σβ 95% CRI

Intercept 0.27 0.33 (-0.37, 0.92)
S2 Latency -0.04 0.05 (-0.13, 0.06)
Exposure 0.04 0.03 (-0.01, 0.09)
S2 × Exp. -0.01 0.00 (-0.01, 0.00)

lated to experience with the stimuli (Table 4.30). This model captures a small near-credible
first-order interaction between the effect of S2 latencies and the number of exposures, β̂
= -0.01, 95% CRI = (-0.01, 0.00), such that as exposures increase, so does the strength of
this facilitatory effect. Marginal comparisons reveal a small, non-credible facilitatory re-
lationship at first exposure, δ̂ = -0.04, P (δ < 0) = 0.83, which increases many times over
by the twentieth and final exposure, δ̂ = -0.17, P (δ < 0) = 0.99. It would seem that the
facilitatory effect here is mainly the result of experience with these stimuli.

4.5.3 Discussion

Behavior for these stimuli in the Maze task shows no dependence on the critical
manipulation. We observe evidence that contextually-possible explanations were not fa-
cilitated more than contextually-impossible explanations, and evidence that contextually-
possible explanations did not induce online selection that caused reanalysis costs on a
later explicit because clause. (We also fail to observe the global costs for narratives with
ignorant protagonists observed in Experiment 8.) These results continue to mismatch the
predictions of any model where comprehenders are sensitive to contextual features like
protagonist knowledge in the kinds of assertions they expect and accept as explanations
for that protagonist’s behavior.
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The absence of this kind of sensitivity does not appear to be subject to task vari-
ation: whatever pressures for better expectations provoked different behavior in the Maze
task in Chapter 3 did not change the basic expectation behavior here in ways that I can
measure. We even observe in both tasks instances of partial facilitation between reading
times early in the narrative and reading times towards the end of the narrative. One differ-
ence is how these within-trial dependencies developed over experience with the stimuli.
In the Maze task, we see the effect emerges through experience with the stimuli. Again,
I assume that latency-dependent facilitation like this simply demonstrates the presence
of slowly-developing expectations, which are stronger when comprehenders read more
slowly, and I refrain from advancing any particular explanation for the basic variance in
the earlier reading latencies. In this case, the conclusion would be that by the end of the
experiment, comprehenders in the Knowledgeable-protagonist condition were especially
able to anticipate the content of the S4 matrix based on the content of S2. It was certainly
plausible that comprehenders anticipated the S4 matrix, as it was always a repetition of
the choice described in S1, but it’s unclear why the Knowledgeable context in particular
supported these expectations. I decline to further analyze the effect, but finding a second
case of stimulus-anticipation effects in the Maze is informative to our understanding of
participants’ behavior in this task at a general level.

In this light, the self-paced reading effect is somewhat puzzling—it reflects an
early facilitatory dependency which disappears over time. The disappearance seems re-
lated to the observation that self-paced reading participants seem particularly prone to
decreased attention over time (see e.g. increased noise in the second half of Experiment
1). Whatever facilitatory process is happening there, comprehenders abandon it by the end
of the experiment.This still doesn’t explain the nature of the initial process.The discussion
above would suggest that we should take this as a case where participants engaged use-
ful predictions as S2 unfolded that facilitated processing in S4. But in self-paced reading,
unlike the Maze, those expectations seem to have been present from the beginning of the
experiment, rather than the result of experience with the stimuli.

4.6 General discussion

Across the three experiments reported in this chapter, I observe consistent evi-
dence against any difficulty processing a because clause after a discourse segment which
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provided information that could have served as a plausible explanation. This arbitrates
against a maximally-incremental model of causal inferences in discourse. On such amodel,
we would expect comprehenders to select a causal enrichment during the integration of
the relevant tail when plausible. Under the assumption that the causal enrichment is in-
compatible with the presence of an explicit because clause, on encountering the because

clause, the comprehender would have to abandon their enrichment, and adopt a different
analysis of the discourse function of that segment. But we observe no slowdowns in read-
ing behavior at because consistent with a costly reanalysis process, and so I conclude that
comprehenders do not engage in online selection of causal enrichment in these experi-
ments.

Nevertheless, other findings accord with the existing literature in demonstrat-
ing that causal enrichment was considered online, and indeed, these results help define
some of the parameters of that consideration. In Experiment 7, I observe that in con-
texts where comprehenders might be expecting explanations for a certain action, relative
clauses which could explain that action were facilitated relative to relative clauses which
would not (see also Hoek et al., 2021b and Mak and Sanders, 2013). I have argued that
this could be the reflex of an online consideration of an explanation schema for the dis-
course, which in turn drives expectations for content which would be compatible with
that schema, given the action to be explained. An exploratory comparison among various
surprisal correlations in §4.3.3 supports the active role of causal meaning here: the ob-
served reading behavior for the content of these critical relative clauses is better captured
by the contextual probability of the clause after because than the contextual probability of
the clause in its actual context.

However, I observe that this hypothetical consideration must be contextually-
naive, in two ways. First, in Experiment 7, the process of expectation described above
seems to be active even when an explicit explanation has already been advanced by a
preceding because clause. If comprehenders indeed disprefer multiple explanations of the
same action, it must be the case that the online consideration of an implicit explanatory
reading is nevertheless insensitive to the presence of an existing explanation.This is some-
what of a surprise, as this process of online consideration has been found to be neutralized
rather quickly in the face of other discourse connectives which cue other interpretations
(Millis et al., 1995; Koornneef & Sanders, 2013). Still, the presence of an existing expla-
nation, as the outcome of a comprehension process itself, might reasonably be a type of
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information which is less available to the incremental comprehender than a bottom-up
cue like a discourse connective.

Second, in Experiments 8 and 9, the degree to which content is facilitated
through an expected explanation for a protagonist’s actions was not contingent on
the protagonist’s knowledge state. Specifically, properties which might be expected as
world-knowledge-plausible explanations for a protagonist’s action were not facilitated
any less when the protagonist was introduced as ignorant to that property. I conclude
that when comprehenders consider an explanatory reading of upcoming content, their
expectations for the content are sensitive to world knowledge, but not context-specific
features which restrict admissible explanations.

These results arbitrate against both maximally-incremental comprehension, and
a naive model of pragmatic enrichment which is strictly post-hoc. They are most compat-
ible with the hypothesis of Rapid Consideration Without Selection advanced in Chapter
3 for the timecourse of scalar implicature, together with a constraint on the role of con-
text in generating the second-order expectations conditioned on considered enrichments.
Note, however, that unlike the literature on scalar implicature, the literature on causal
enrichment in discourse has not investigated the timing or cognitive-load-contingency of
enrichment-consistent responses in a truth value judgment task. For scalar implicatures,
I argued that slow and resource-contingent responses reflected a process of difficult of-
fline selection—in the absence of that kind of effect here, we have no evidence that causal
enrichment is ever selected by a comprehender with full commitment. To support the ar-
gument that this model generalizes across many types of implicit pragmatic enrichments,
future work should investigate comparable offline effects for this phenomenon, and oth-
ers.

I will close this section by following up on two topics: first, reflecting on the
(non-existent) effects of protagonist knowledge given what we know about ignorance in
domain-general causal attribution, and second, revisiting the assumption that multiple ex-
planations are avoided. The latter discussion raises important doubts about my conclusion
re: selection, but I’ll show that even allowing for the offline interpretability of multiple
explanations, given a standard account the semantics of because, we still expect online
difficulty when comprehenders encountered the explicit explanation.
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4.6.1 Sensitivity to knowledge in the explanation of motivated behavior

In Experiments 8 and 9, comprehenders failed to use a protagonist’s knowledge
state to constrain expected explanations. This may not be strictly a failure of the incre-
mental comprehension system, but indeed a vulnerability of human causal attribution
more generally. Johnson and Keil (2014) report a judgment study where participants read
narratives with protagonists who were knowledgeable or ignorant about some feature F
which helped distinguish between choices in a decision problem. In one experiment, the
authors measured the degree to which participants took the value of F as a potential ex-
planation by asking whether they thought the protagonist’s behavior required additional
explanation, depending on the choice she made. The authors observed that desire for fur-
ther explanation was higher when the protagonist made a choice with a non-optimal F
value, even when the protagonist was explicitly ignorant of F . In another experiment, the
authors asked participants to predict the protagonist’s choice; likewise, here, participants
indicated that the choice with the optimal F value was most likely, even when the pro-
tagonist was explicitly ignorant of F . This would suggest that comprehenders generally
struggle to take into account an agent’s limited knowledge state when attributing rea-
sons for their behavior. Note, however, that participants in Johnson and Keil (2014) were
somewhat able to take character knowledge into account in their offline judgments, as
they were less sensitive to the value of F when the protagonist was described as ignorant.
It seems likely that this kind of contextual manipulation is difficult for comprehenders to
take into account during incremental comprehension, and enters consideration more fully
only as comprehenders settle on a final interpretation. I assume that offline interpretations
solicited for the stimuli in Experiment 8 and 9 would reflect some sensitivity to the pro-
tagonist’s knowledge, even if the online measures show no differences. Comprehension
questions in at least Experiment 9 did show some patterns in line with this expectation.
This should be further validated in future work.

Another note on the influence of character knowledge state: in self-paced read-
ing, I observed a global cost in narratives with ignorant protagonists, attributed to the
costly maintenance of a distinct knowledge state. However, this effect was not observed in
the Maze task of Experiment 9. It is possible that this could diagnose less attention to pre-
ceding context in the Maze, attributable to the clear division between directly-presented
context sentences and the main body of the narrative presented in the Maze. However, it
can’t be so simple: comprehenders were queried about the protagonist’s knowledge state
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in one-sixth of the critical comprehension questions. In both experiments, comprehen-
ders did in fact do somewhat poorly on these questions, mainly due to over-attribution
of knowledge in the Ignorant conditions consistent with either the results of Johnson and
Keil (2014) or a classic ‘yes’-bias.This pattern was more or less the same in self-paced read-
ing and the Maze. If comprehenders were equally attentive to character knowledge state
in both experiments, why did it only slow down comprehenders in self-paced reading?
Perhaps the hypothetical increase in attentive comprehension in the Maze (Forster et al.,
2009) was responsible, if more attentive comprehension can overcome this kind of small
baseline difficulty. I leave this possibility to future work.

4.6.2 Multiple explanation

I have suggested here that reanalysis is absent because because clauses do not
appear to trigger any especially difficult processing when they follow content that could
have prompted the online selection of an implicit explanatory meaning. If we trust the
logic of the design, this suggests that implicit explanatory meanings for relative clauses or
S2 are not selected online, however much they may be considered online. Without selec-
tion, we don’t expect costly reanalysis. This picture, of rapid consideration without online
selection, is quite similar to the proposal entertained in Chapter 3 for scalar implicature.

But what if we don’t trust the logic of the design? In particular, could it be pos-
sible that there is no necessary conflict between implicit explanatory readings and the
presence of an explicit because clause? Notice that this would also explain why early be-

cause clauses were not used to rule out explanation expectation as diagnosed by response
latencies in the relative clause region (§4.3.3).

The original assumption here was that comprehenders are unwilling to admit
more than one explanation for the same eventuality, such that explicit explanations force
implicit explanations to be re-analyzed as some other kind of information. However, it
must be admitted that cases of multiple explanation are frequent in actual text. Con-
sider the examples in (48), obtained from the Corpus of Contemporary American English
(Davies, 2008).

(48) Multiple explanation

a. We are running it all each day because we think these hearings are important

and because we think it is important that you get a chance to see the whole
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thing and make your own judgments.
(Jim Lehrer on broadcasting the Watergate hearings, 1973)

b. Because of the cultural element in play here, and because Bortus apparently
does not want to press charges, Klyden will not be prosecuted.

(from The Orville episode “Primal Urges”, 2019)

c. Work was something I did because I guess I was good at it, and because I had

to earn a living to support my family.
(interviewee, Dateline episode “Murder on a long, dark stretch of road,” 2012)

d. … I want to learn to produce food. And that’s not only because I think the cities
may be starved out by dollar hyperinflation. It’s also because my ancestors

were good, honest farmers.
(commenter on alt-market.com article “Decentralization is the only plausible
economic solution left,” 2012)

It is clear that there must formally be some way that multiple explanations can be offered
for the same actuality.

Indeed, many theories of causal meaning permit that there can be multiple true
explanations of the same actuality.16 One typical claim (see e.g. D. Lewis, 1973; Mackie,
1974;Wright, 1985) is that expressions like P because Qwill be true when the conditionQ is
counterfactually necessary for a particular set of conditions to guarantee the explanandum
P . Crucially, there can often be many such conditions.

For example, to adapt an example from Wright’s (1985) discussion of the eval-
uation of causal statements in tort law, consider a case where two small fires merge and
cause damage (49). Even if neither fire would have caused the damage on their own, au-
thors largely agree that one could truthfully assert both (49a) or (49b).

(49) Merging fires

Bella and Mortimer each start a small accidental fire in their home.These fires then
merge, and become large enough to do damage to the home of a third party on their
block, Cassandra.

a. Cassandra’s house was damaged because Bella started a fire.

b. Cassandra’s house was damaged because Mortimer started a fire.
16I am grateful to Dean McHugh (p.c.) for valuable suggestions and conversations that helped sharpen my

insights in the ensuing discussion.
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Example (49a) is expected to be true because, although Bella’s fire would not have been
sufficient to cause damage on its own, it is part of a set of conditions (Bella’s fire + Mor-
timer’s fire) that was sufficient, and Bella’s fire was indeed necessary for that set to be
sufficient, as Mortimer’s fire wouldn’t have been sufficient on its own. Similar reasoning
holds for (49b).

If we accept that this is at least one way for an explanation to be true, as is
standard,17 then we can indeed predict at least one globally acceptable, non-contradictory
reading for a sentence like (50), or an adapted version of one of our stimuli, like (51), where
both potential explanations are present.

(50) Cassandra’s house was damaged because Bella started a fire, and becauseMortimer
started a fire.

(51) Sally voted for Pat Mirabella because he has the most progressive platform and
because his name was first on the ballot.

Example (51) can be true with the above rough semantics if Mirabella’s platform and bal-
lot position together were enough to guarantee Sally’s vote, and neither condition was
sufficient on its own.

It is nevertheless hard, by my judgment, to access this interpretation for (50)
or (51) with any clarity. Why might this be? Work on counterfactual reasoning in the
semantics of natural language has long observed that there is much flexibility in how we
imagine realities different from the actual (e.g. Stalnaker, 1968; Kratzer, 1981). What is key
here seems to be my willingness to vary whether a known and related fact Q′ is true
as I counter-factually consider e.g. whether an actual condition Q completed a sufficient
set of conditions. By my own judgment I can adjust my willingness to accept a causal
statement like (49a) or (49b) based on contextual parameters like whether an eventuality
was expected or not. For instance, consider if Mortimer’s fire was an annual prescribed
burn on his property, while Bella’s was a complete accident. In this context the statement

17In fact, authors often admit causal claims with even weaker contributions, e.g. Wright (1985) describes a
similar scenario that has legal precedent, where Mortimer’s fire would have been sufficient on its own. Under
Wright’s particular construal of the condition above, called there the Necessary Element of a Sufficient Set
(NESS), Bella’s fire may still be judged a necessary member of a sufficient set with portions of Mortimer’s
fire. Essentially, Wright finds it relevant that if Mortimer’s fire were existent but smaller, Bella’s fire would
have been necessary to bring about the damage. Nevertheless, courts have often held in such cases that the
actual sufficiency of another condition on its own removes the fault of insufficient contributions like Bella’s;
see Wright’s discussion of cases of overwhelming force. Per the discussion below, the possibility for variation
in these cases can be attributed to variation in exactly which known facts we permit to be false as we reason
counter-factually.
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in (49a) seems very much true, but (49b) less so. This could be out of an asymmetry in
whether I hold constant the existence of the other fire (Q′): when thinking about Bella’s
accidental fire in (49a), I take as given Mortimer’s prescribed burn, and so find that Bella’s
fire will always complete a sufficient set, but when thinking about Mortimer’s prescribed
burn in (49b), I may find it easier to imagine cases where the other fire never occurred, as
it was accidental, in which case, Mortimer’s burn won’t always complete a sufficient set.

I suggest that this flexibility over the presence of other contributing conditions,
plus the way that we might typically resolve it when comprehending narrative, makes
multiple explanation a case of incremental contradiction, although a globally consistent
interpretation can ultimately be reached. Essentially, I argue that the strength of the causal
meaning we typically derive from an single explanation is incompatible with the meaning
that is offered by a second explanation provided in the context of the first. Given this, I
still derive the prediction that late because clauses should have resulted in costly reanaly-
sis in online comprehension if an implicit explanation had already been constructed and
selected. In the remainder of this section, I will demonstrate how exactly this incremental
contradiction arises, given a semantics for because like the sketch above, together with
reasonable assumptions about how comprehenders construct causal backgrounds.

For precision’s sake, I will use a simplified semantics for because adopted from
McHugh (2023a). McHugh’s proposal is a useful exemplar in the modern tradition of for-
mal semantics for causation descending from the counterfactual approach outlined by D.
Lewis (1973), with particular attention to the importance of counterfactual alternatives
(see also McHugh, 2020, 2023b). While there are several innovations that help this pro-
posal account for difficult edge cases, the relevant features here are largely shared among
classic approaches (D. Lewis, 1973; Mackie, 1974; Wright, 1985) and other contemporary
descendants (e.g. Beckers, 2016). Following McHugh, I take P because Q to feature two
key truth conditions, a positive condition and a negative condition, as in (52).18

(52) McHugh’s semantics for because:

JP because QK⇝ p ∧ q ∧□f,g(q)(p) ∧ ¬□f,g(¬q)(p)

a. Positive condition: Given the circumstances (modal base f and ordering source
18Take□ to indicate counterfactual necessity. McHugh (2023a) in fact presents a simpler representation for

this denotation, where the final conjunct is derived by the exhaustification of the former, see also McHugh
(2023b). This is avoided here solely for reasons of clarity, as is the extension of this account to a production
theory of causation.
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g), the truth of q guarantees the truth of p.
(Q is sufficient for P )

b. Negative condition: Given the circumstances (modal base f and ordering
source g), the falsity of q does not guarantee the truth of p.
(not-Q is not sufficient for P )

The critical assumption I will add is that in cases of multiple explanations, the condition
of the first explanation typically becomes a fixed component of the modal base for the
evaluation of the second explanation (53).19 This would be a natural consequence of the
assumption that all entailments from the preceding discourse dynamically enter the modal
base, given that P because Q entails Q, but here I will simply stipulate it.

(53) Preceding conditions enter the base

When interpreting P because Q and because Q′, if the modal base for P because Q

is f , the modal base for P because Q′ is f ′ = f +Q

I will now step through the incremental comprehension of example (51). First, the com-
prehender interprets (54). In addition to the fact of both simple propositions here, this
entails, via the positive condition, that Mirabella’s progressive platform (p) guaranteed
Sally’s vote (s), given some modal base f (54a). It also entails, via the negative condition,
that in the absence of Mirabella’s progressive platform, Sally’s vote was not guaranteed,
given f (54b). Next, the comprehender interprets (55). In addition to Mirabella’s position
on the ballot, this entails, via the positive condition, that Mirabella’s ballot position (b)
guaranteed Sally’s vote (s), given the modal base f ′ (55b), where f ′ includes Mirabella’s
platform (55a). It also entails, via the negative condition, that in the absence of Mirabella’s
ballot position, Sally’s vote was not guaranteed, given f ′ (54c).

(54) Sally voted for Pat Mirabella because he has the most progressive platform.

a. □f,g(p)(s)

b. ¬□f,g(¬p)(s)

(55) … and because his name was first on the ballot.

a. f ′ = f + p

19In Chapters 3 and 4, McHugh (2023a) lays out a logic for how the elements of a complex sentence fix
aspects of its modal base and the counterfactual alternatives which are available (see also Ciardelli et al.,
2018), but examples like this do not figure in the discussion.
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b. □f ′,g(b)(s)

c. ¬□f ′,g(¬b)(s)

At this point, we have a contradiction. Entailment (54a) would have it that wherever
Mirabella has the most progressive platform, Sally votes for him. Entailment (55b) re-
quires that there is at least one possibility in modal base f ′ where Sally does not vote for
Mirabella—otherwise, her vote would be guaranteed even in the absence of his ballot po-
sition. However, f ′ does not admit any possibility that Sally doesn’t vote for Mirabella,
because f ′ includes the proposition that Mirabella has the most progressive platform, and
by (54a), in all such cases, Sally votes for him.

This inconsistency, however, is not fatal. Because the modal base is always fixed
in the pragmatics, the comprehender may return to (54) and amend f to include the fact
just learned, Mirabella’s ballot position. Now, (54a) is weaker: Mirabella’s progressive plat-
form only guarantees her vote among cases where he is first on the ballot. No contradiction
remains, and in fact, we arrive at the intuitive reading suggested for (51) above, where each
condition is a necessary component of a sufficient set which includes the other.

Under this approach, the incremental difficulty faced by the comprehender as
they interpret a multiple cause sentence is much like any case where an implicit restriction
is clarified by a speaker retroactively, whether in modal quantification or quantification at
the level of individuals (56).

(56) Retroactive restriction

a. You may not be able to escape your federal tax burden, but you can lessen your
state tax burden—if, that is, you can move to another state.

(from “Your state tax burden,” Consumers Research 17(10), 1990)

b. The second thing, as far as a state to state, yeah, you can do that, but not with
autonomous trucks, and that is because every state, the ones that have au-
tonomous truck legislation, it is different.

(Patrick Penfield on C-SPAN, Oct. 2021)

c. Of course, I too have the video on my website. The first one, that is.
(comment on the jwz blog, Dec. 2010)

To my knowledge, this difficulty has not been measured, for multiple explanation or oth-
erwise, but I presume it should come with a cost, to the extent that an interpretation for
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the retroactively restricted expression has been selected before the restriction is added.
For the same reasons, in the circumstance where a comprehender has selected an implicit
causal interpretation of a discourse unit before encountering a later explicit explanation,
I imagine that if they choose to retain that causal interpretation, they will have to engage
in a costly procedure of revising their assumed modal base.

This incremental contradiction, to be clear, is not a strictly necessary conclusion
of the theory of causal meaning I have entertained here. It rests on the assumption in (53);
if each of two explanations are evaluated entirely independently, so that the first explana-
tory condition is not held constant during evaluation of the second, comprehenders may
relate the two explanations to each other as they see fit, without incremental contradiction.
This does not seem likely to me, as it mismatches what seems to be the natural interpre-
tation of naturally-occurring examples of multiple explanation. Further work examining
this component of the semantics of because and the pragmatics of multiple explanation is
necessary to be more certain here.

I will conclude this section by noting that the fact of multiple explanations, even
given the possibility of incremental contradiction provided above, suggests that in the
early-because conditions in Experiment 7, comprehenders may have been more welcome
to entertain an explanatory parse for the relative clause than initially assumed.That is, it is
in fact semantically possible for comprehenders to have fully interpreted the initial because
clause and yet still expect a second explanation to be furnished in the relative clause.
This would be another explanation for the continued presence of plausible-explanation
facilitation there, although offline completion data from Hoek et al. (2021a) does suggest
that comprehenders are not very likely to expect additional explanations for an action
after one has already been given.

4.6.3 Conclusions

In this chapter, I’ve considered how causal inferences may relate to the theory
of the incremental comprehension of scalar implicatures advanced in Chapter 3. Across
three experiments, I see no evidence for the costly reanalysis predicted if causal infer-
ences received selection online. This result, together with the common observation that
potential causal inferences nevertheless drive online expectations, suggests that indeed,
Rapid Consideration Without Selection may be a viable theory of incremental compre-
hension for many types of pragmatic enrichments. This would separate the processes of
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intepretation-conditioned expectation and interpretation selection for many types of un-
certain meanings.
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Chapter 5

Conclusion

In the three previous chapters, I have profiled the incremental comprehension
of five different linguistic phenomena with uncertain meaning. Key benchmark effects
thought to diagnose the selection of a single meaning, as observed in previous work and
measured further through performance in novel SPR and Maze experiments, are subject
to notable variation across these five cases. I attribute this variation to differences in the
timing of selection.

The existing understanding of such timing differences in the field of sentence
processing has largely been a simple binary, between decisions made rapidly during in-
cremental processing, and decisions which are temporarily deferred. I have highlighted
two empirical insights from the present studies which can enrich our existing understand-
ing beyond this binary. First, evidence from Chapter 2 suggests that the comprehension
mechanism’s preference for deferment is flexible and capable of reversal under the right
circumstances.This motivates a hypothesis that selection timing is a variable and strategic
component of behavior sensitive to the utility and risk of a firm decision. Second, evidence
fromChapters 3 and 4 suggests that even in cases of deferred selection, the comprehension
mechanism may generate, consider, and rank the multiple possible analyses in a way that
drives expectations for upcoming input. This motivates a model for incremental compre-
hension that takes seriously both interactive expectation-building and the selection and
construction of a single interpretation as component processes.

I would like to dwell in this section on the theoretical consequences of that move,
including especially the desiderata for a theory of selection timing and the relationship
between expectation and comprehension. I will begin in the next section by widening
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the discussion to include a few more cases of uncertain meaning that can be captured
within the present framework. In §5.2, I then consider the task for a functional account of
selection timing given this expanded picture, suggest some lessons about the nature of the
selection process, and draw comparisons with major existing accounts, before considering
the limitations of my argument and future directions in §5.3.

5.1 Enriching the empirical picture

My discussion so far has centered around the timing of selection for five different
constructions, which have exhibited one of three kinds of basic behavior. Homonymous
nouns, as has been prototypically observed in previous work, are selected immediately,
driving garden-path effects, and also exhibiting subordinate selection costs when con-
text encourages an interpretation which is dispreferred by context-independent factors
(meaning dominance). Two linguistic phenomena, polysemous nouns and distributivity,
were observed to vary in the timing of their selection, driving garden-path effects most
clearly in experiments where immediate selection would be more strategic. A final two
phenomena, scalar implicature in the interpretation of the quantifier some and causal in-
ference driven by coherence, were uniformly observed to lack garden-path effects, even
at very late disambiguation, although other evidence suggested preferred interpretations
still played some role in expectations for upcoming content. I have argued that these final
cases should be understood as long-term deferment of selection, with rapid consideration
of the possible interpretations in the meantime.

Across these five case studies, even as the presence of garden-path effects var-
ied, I have not observed any evidence against two other empirical cornerstones of my
approach, costs for selection of an interpretation which is somehow dispreferred, and ev-
idence that the potential analyses of input with uncertain meaning are generated and
receive rapid incremental consideration even in lieu of selection. The former effect, which
I refer to as a subordinate selection cost, is not always obvious: in Experiments 3 and 4,
for instance, distributive interpretations were dispreferred, but apparent costs associated
with constructing the preferred collective interpretations obscure any ability to observe
costs for selecting distributive interpretation. In other cases, experiments simply have not
been constructed in a way that would observe such costs, as is the case for causal infer-
ences. Nevertheless, in the other cases, subordinate selection costs are present wherever
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selection seems to occur.
In this section, I will bring in evidence from literatures on five further types

of input with uncertain meaning: ambiguities of quantifier scope, temporal order, aspect,
modifier attachment, and discourse anaphora. Although there are many cases here where
data is contradictory, I will demonstrate how each might be understood using the mech-
anisms I have entertained here. Notably, if my tentative outlook in each case is correct,
these five further case studies fall into the same three categories already observed: rapid se-
lection (discourse anaphora), flexible deferment of selection (quantifier scope, aspect) and
uniform deferment of selection (temporal order, modifier attachment). After this review,
I will move on to profile how the entire collection of ten cases might inform a strategic
theory of selection timing.

5.1.1 Revisiting lexical comprehension

Before moving on to the constructions that have not already been discussed, as
an addendum to the discussion in Chapter 2, I want to add one note about the process-
ing of homonyms and the immediacy of selection. The classic evidence for rapid selection
comes from studies on homonymous nouns, but as we consider homonymous verbs and
homonyms which cross syntactic category, the timecourse looks somewhat different. In
a classic earlier study, Frazier and Rayner (1987) examined eye movements during the
processing of approximately equi-biased noun/verb homonyms like trains in sentences
where the syntactic context was compatible with both meanings (57). Comprehenders in
such sentences seem to delay specification until at least the following word; the eye move-
ment record shows a trade-off in the timing of a costly selection process, which occurs on
the target in predisambiguated controls, but is delayed until the following disambiguation
region in the conditions in (57).1

(57) Cross-category homonymy (taken from Frazier and Rayner (1987))

I know that the desert trains…

a. young people to be especially tough. (trains = V)

b. are especially tough on young people. (trains = N)
1This delay does not obtain when preceding syntactic context resolves the ambiguity. In that case the

two meanings appear to compete immediately, using syntactic fit as a decisive source of evidence much like
semantic context (Folk & Morris, 2003).
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Similarly, Pickering and Frisson (2001) examined eye movements during the processing of
transitive homonymous verbs, and observed that costs for subordinate selection did not
emerge on the verb itself, but after the verb’s object if at all. Both of these are scenarios
where disambiguating information is intuitively very likely to come in the immediately
following position.2 In such cases, the observation that the comprehender is willing to
temporarily postpone a decision briefly is in line with the idea that when strategic, all
types of comprehension decisions may be subject to delay.

5.1.2 Quantifier scope ambiguity

Sentences featuring a universally-quantified argument and an indefinite singu-
lar argument (58) have (at least) two interpretations in English and many other languages.
Formal semantics generally characterizes this as an abstract ambiguity of scope, often cor-
responding to two possible implicitly-distinct structures, one where the linearly-first ar-
gument takes higher scope (a “surface scope” reading) and one where the linearly-second
argument takes higher scope (an “inverse scope” reading).3 E.g. on a surface scope read-
ing of (58), there is one salient cashier, who greeted every customer, and the discourse
might continue by referencing that one cashier (58a) but not by referencing a plurality
of cashiers (58b). Reference to a plurality would disambiguate towards the inverse scope
reading, where for every customer, there is at least one cashier who greeted them, and so
a potential plurality of cashiers.

(58) Quantifier scope ambiguity

A cashier greeted every customer.

a. The cashier…

b. The cashiers…

Offline data on co-argument scope ambiguities suggests that comprehenders greatly pre-
fer surface scope (Kurtzman & MacDonald, 1993; Anderson, 2004; Dwivedi, 2013), which
has led many to expect a bias for surface scope in ambiguity resolution, and correspond-
ing difficulty accessing inverse scope. And indeed, sentences pre-disambiguated to inverse

2It would be beneficial to evaluate this intuition with corpus evidence.
3From the perspective of formal semantics, it is usually more productive to use these terms to talk about

relationships between the interpretation and the hierarchical position of the quantifiers in the structure of
the sentence as pronounced. I will use them in this linear way here only for simplicity’s sake.
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scope are sometimes costly (O. Bott and Schlotterbeck, 2015; but cf. Brasoveanu and Dot-
lac̆il, 2015). Nevertheless, attempts to demonstrate garden path effects for disambiguation
to inverse scope in a following clause have been mixed, with some authors finding partial
evidence in button-press paradigms (Tunstall, 1998; Anderson, 2004), but others in subse-
quent button-press, eyetracking, and ERP studies finding nothing at all (Filik et al., 2004;
Paterson et al., 2008; Dwivedi et al., 2010; Dwivedi, 2013). In a recent review, Brasoveanu
and Dotlac̆il (2019) make the argument that garden path effects are present in these cases,
consistent with an early selection and interpretation of surface scope (see Dotlačil and
Brasoveanu, 2015 and Brasoveanu and Dotlac̆il, 2015), but it remains unclear why many
authors repeatedly fail to observe this effect.4 Examination using the same stimuli while
manipulating task demands could prove fruitful, extending the efforts already demon-
strated in Dwivedi (2013).

Possible postponement of the decision here must still be associated with at least
consideration of both meanings, much as argued here for scalar implicatures and causal
inferences. It is a common observation (Filik et al., 2004; Paterson et al., 2008; Radó & Bott,
2012) that even when comprehenders do not exhibit difficulty with later disambiguation,
they experience some slowdown at the introduction of a second quantifier, particularly in
conditions where bias towards (linear) surface scope conflicts with some other bias, e.g.
for indirect objects to have higher scope than direct objects.

I note that one complication here is that if there is a cost for selection of inverse
scope, observing costs in later disambiguation to inverse scope may simply be attributed
to this selection cost, rather than evidence of an earlier choice followed by costly revision.
My studies here on scalar implicature and causal inference have been able to avoid this
confound because they probed the cost of reanalysis away from a subordinate analysis
which is preferred in context. Critical evidence for on-line selection would have to come
from a study that showed that inverse-scope-biasing contexts increase both early selection
costs (on the ambiguous sentence) and reanalysis costs on regions which obligate surface
scope.

4Some of the nulls can be explained by the observation that singular reference to an indefinite is, strictly-
speaking, compatible with wide-scope or narrow-scope readings of the indefinite (e.g. just because the truth
conditions allow for every cashier to have greeted a separate customer does not mean that they did not all
happen to greet the same one) (Tunstall, 1998). This would explain the failure to find evidence of reanalysis
triggered by the singular in Tunstall (1998), Filik et al. (2004), Paterson et al. (2008), Dwivedi et al. (2010), and
Dwivedi (2013). Nevertheless, Filik et al. (2004) and Paterson et al. (2008) also fail to replicate any cost for
reanalysis triggered by the plural.
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5.1.3 Temporal order in discourse

Discourses featuring a sequence of simple past utterances are ambiguous be-
tween (at least) an exceedingly common reading of narrative progression, where S2 de-
scribes an eventuality which follows the eventuality described in S1 (59a), and an infre-
quent “backshifted” reading, where S2 describes an eventuality which precedes the even-
tuality described in S1 (59b). The standard approach in modern semantics, following Par-
tee (1984), is to treat this as a case of ambiguous temporal anaphora. Modern theories of
discourse coherence have sought to account for this resolution largely as a byproduct of
selecting a discourse relation (Asher & Lascarides, 2003).

(59) Temporal order ambiguity (after Dickey, 2001)

This year Anne celebrated her birthday by taking the day off from work.

In the morning she went shopping and went out for lunch downtown.

a. She went to a matinee with her boyfriend (on her way home).

ø τ(S1) < τ(S2)

b. She went to a matinee with her boyfriend (on her last birthday).

ø τ(S2) < τ(S1)

If decisions about temporal order were made during the interpretation of S2, we would ex-
pect a garden-path effect for late disambiguation to the presumably-subordinate backshift-
ing interpretation, as in (59b). However, evidence here is mixed. Dickey (2001) reported
a pair of SPR experiments using a movable-adjunct-disambiguation paradigm to probe
for exactly this garden-path effect. Observing costs in the spillover following the critical
adverbial in all backshifted S2s, but no cost for late disambiguation to a backshifted in-
terpretation, he concluded that backshifted interpretations were costly to select, but there
was no garden-path effect. That is, forward progression may be preferred, but it was not
selected before the end of S2 in the absence of disambiguation.

In a series of follow-up studies, Sasaki (2021) failed to find any strong evidence
for the penalty for backshifting. Instead, in one SPR experiment, Sasaki did find that read-
ing times on late adverbials signalling a progression interpretationwere elevated when the
lexical content of S2 made a backshifting interpretation highly plausible, perhaps evidence
for a garden-path in the other direction driven by plausibility considerations. Neverthe-
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less, a follow-up Maze experiment in turn failed to replicate this or the original Dickey
effect.

There is much room for further investigation here, but between Dickey (2001)
and Sasaki (2021), present evidence suggests that selection of a particular temporal order is
postponed at least until the end of S2.This is not surprising on a coherence-based approach
to this ambiguity, given my results in Chapter 4: it would seem that both temporal order
and causal inference depend on the evaluation of coherence, a process which does not
generally fuel decisive incremental interpretations.

5.1.4 Aspectual ambiguity

As alluded to in Chapter 2, the aspectual interpretation of predicates has received
a good amount of attention as an opportunity for incremental ambiguity. By aspect here,
I mean internal aspect, what has also been called Aktionsart, the classical classification of
a predicate with regards to eventivity, durativity, and boundedness (see e.g. Vendler, 1957;
Dowty, 1979; Moens and Steedman, 1988). While many verbs have an apparently typical
interpretation, e.g. jump as a non-durative description of a single hop (60a), they may
yield alternative interpretations in certain contexts, e.g. jump as a durative description of
a series of hops (60b).

(60) Aspectual ambiguity (after Brennan and Pylkkänen, 2008)

The clown jumped…

a. at three o’clock.

b. for three minutes.

A series of early and influential investigations in sentence processing found that cases like
(60b) in English, where a modifier after the verb phrase forces a durative interpretation
of a typically non-durative predicate, were associated with cognitive difficulty diagnosed
by increased latencies for a simultaneous lexical decision (Piñango et al., 1999, 2006) and
increased latencies in a Stops-Making-Sense task (Todorova et al., 2000).5 However, sub-
sequent investigation of this durative coercion effect in English (Pickering et al., 2006) and
German (O. Bott, 2010) using self-paced reading and eye-tracking has not always replicated

5See also the Dutch ERP study reported in Baggio et al. (2008), where a late adjunct contravening the
telicity of a progressive event was associated with a Sustained Anterior Negativity (SAN).
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these effects.6 Pickering et al. (2006) and Pylkkänen and McElree (2006) suggested that the
tasks of Piñango, Todorova, and their colleagues may have made it strategic to settle on
early specification of what may be a sense distinction of the same minor degree as that
found in polysemy, but other work has found such effects with more certainty (Townsend,
2013; see also Husband et al., 2008 and discussion in Stockall et al., 2010). A similar cost
has been observed on the predicate itself when durative adverbials were sentence-initial,
driving slowdowns in SPR in English and pronounced negativities in the ERP record in
English and in Japanese (Brennan & Pylkkänen, 2008; Paczynski et al., 2014; Yano, 2018).
As a result, it’s somewhat hard to distinguish between a model where the costs on late
adverbials are due to reanalysis following an aspectual garden path, or merely the cost of
selecting an atypical aspectual interpretation for a given verb.

A series of concerted investigations by O. Bott and colleagues (O. Bott, 2010,
2013; O. Bott & Hamm, 2014; O. Bott & Gattnar, 2015) has examined these various costs
across languages and types of coercion. O. Bott (2010), in a monograph systematically
comparing various types of aspectual disambiguation in German, observes three key ef-
fects (i) a cost for late telic modification of non-telic predicates indexed by increased SPR
latencies and a left anterior negativity (LAN) in ERP (see also O. Bott, 2013), (ii) no cost for
atelic modification of telic predicates and (iii) a cost for long durative modifiers only when
modifying durative telic events (Vendlerian “accomplishments”) indexed by increased SPR
latencies. While result (i) is taken to merely be a cost of constructing a more complex event
structure, result (iii) is of interest, argued to arise from a conflict between an initially-
constructed (long) single-event reading and plausibility, leading to reanalysis towards a
dispreferred multiple-event reading—this suggests an immediate selection of single-event
readings here when possible. A series of later SPR experiments (O. Bott & Hamm, 2014)
found that result (ii) is subject to cross-linguistic variation; while German comprehenders
appear to freely permit atelic modification of telic events, it is associated with some cost in
English attributable to selection of canonical telic readings and late reanalysis.The authors
argue that the structure of aspectual marking across the two languages leads to differing
strategies: English comprehenders, who experience reliable aspectual cues on the verb in
the past tense, select telic meanings at the VP boundary, while German comprehenders,

6I included experiments with a reduced item set adapted from Brennan and Pylkkänen (2008) and inspired
by the Pickering et al. (2006) design in the fillers of Experiments 3 and 4 from Chapter 2, and failed to find
any indication of costs in the relevant condition, in line with Pickering et al. (2006), although power may not
have been sufficient for conclusive interpretation.
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who lack such useful cues, postpone the interpretation of telicity (see related effects in a
comparison between German and Russian by O. Bott and Gattnar, 2015).

It is clear that aspectual interpretation is an area with room for much more rich
work. Existing generalizations suggest that in at least some languages, in some tasks, some
components of aspectual interpretation come at a cost. These costs may not necessarily be
associated with costly reanalysis; further work should attempt to clarify and separate costs
associated with selection and costs associated with post-selection reanalysis. Whatever
the appropriate explanation is for these costs, cross-linguistic and task comparisons seem
to reveal rich strategic differences here. While available evidence is not enough to fully
incorporate this variation into the model I lay out in this dissertation, understanding them
through the same lens would be an attainable goal for future work.

5.1.5 Modifier attachment

I touch now on an ambiguity of constituency which has received much discus-
sion in the literature on the timing of decisions, ambiguities of modifier attachment. The
syntax of English in principle allows the prepositional phrase with the moustache in (61)
to modify either the constituent the driver of the car (in which case the driver has a mous-
tache) or the embedded constituent the car (in which case the car has a moustache).7

(61) Modifier attachment ambiguities (from Traxler et al., 1998)

The driver of the car with the moustache was pretty cool.

The Late Closure heuristic proposed by Frazier (1978) predicts the parser to heuristically
build the latter structure, modifying the car. This would predict a garden-path effect in
cases like (61), where lexical content should force late reanalysis to the alternative parse
modifying the larger constituent. However, SPR data from Carreiras and Clifton (1993)
on similar ambiguities of relative clause attachment in English revealed no such effect;
late disambiguation to the hypothetically dispreferred parse was no more costly than to
the hypothetically preferred parse. Frazier and Clifton (1996) used this data to argue that
parsing decisions for modifier attachment are atypically made via parallel consideration of
possible interpretations (termed “construal”), and not by immediate heuristic construction
of a single preferred parse.

7Traxler and colleagues intend this to be an implausible meaning, however for at least a certain point of
time it was not impossible (though still somewhat remarkable) to see some ride-share cars with moustaches,
an observation I owe to Brian Dillon.
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Against this backdrop, Traxler et al. (1998) presented a surprising observation
from a series of eye-tracking experiments: modifiers disambiguated to either interpreta-
tion featured prolonged reading times compared to modifiers which remained globally
ambiguous, an effect they termed the “ambiguity advantage.” One compelling explanation
for these findings was advanced by van Gompel et al. (2000, 2005): contra the construal hy-
pothesis, selection for attachment of an ambiguous modifier is made rapidly, but stochas-
tically, as the outcome from a noisy decision process between the two alternatives.8 Under
this hypothesis, the costs for both disambiguated structures can be explained as reanaly-
sis effects after all, deriving from the proportion of trials where the noisy decision process
selected a parse which turned out to be unsatisfactory.9 Under this view, resolution of this
ambiguity is much like resolution of an equibiased homonym: all alternatives are momen-
tarily considered, and one is rapidly selected (Duffy et al., 1988).

But the ambiguity advantage effect has one other influential explanation, owed
to Swets et al. (2008), who argue that reading ambiguous stimuli is relatively easier be-
cause decisions about modifier attachment are regularly postponed in natural reading.
They take crucial evidence for this claim from an SPR study where the advantage disap-
pears when comprehenders learn to expect more difficult questions. The apparent cost
for disambiguated stimuli in less task-oriented reading is taken to be the cost incurred
by optional specification. I note two meaningful objections to their analysis from more
recent work. First, Logačev and Vasishth (2016) reported modeling evidence that the vari-
ation observed by Swets and colleagues could be attributed to simpler modulations of
depth of processing, rather than differences in the timing of selection.10 Second, in a forth-
coming comparison across SPR, the Maze, and eyetracking, Sloggett et al. (2023) failed to
replicate consistent task-dependence in line with the predictions of Swets et al. (2008).11

8They suggest a race between multiple evidence accumulation processes terminating when one process
passes a threshold for selection (termed the “Unrestricted Race Model”). It seems to me that in principle,
a single-accumulator drift model would work just as well. The principle difference is that the latter would
predict slower decisions given the presence of evidence for an alternative, but these models are not aiming to
model the effect of evidence that comes from within the modifier; they are operating under the assumption
that this parsing decision is carried out before the content of the modifier is observed. Both a race model and
a drift model could derive the stochasticity that they require.

9Logačev and Vasishth (2016, pp. 269–271) find this version of a race model to be conceptually and em-
pirically less preferable than an alternative which does not require reanalysis, although I am not particularly
convinced by their argument.

10This is a good benchmark for any claim of task effects on particular processing; in principle the task
dependence reported in Chapter 2 could be susceptible to a similar objection.

11Relatedly, in a 2021 blog post (https://vasishth-statistics.blogspot.com/2021/08/
a-common-mistake-in-psychology-and.html), Shravan Vasishth demonstrated that the critical interac-
tion effect between disambiguation and task demands in the Swets et al. (2008) data does not emerge as
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There is therefore little evidence to believe that the ambiguity advantage derives from
task-dependent delays in the parsing of modifiers.

To be clear, task effects can still undoubtedly influence comprehension of am-
biguous modifiers. Logačev and Vasishth (2016) had German comprehenders read simi-
lar sentences in an experiment where they were encouraged to generate and interpret
all possible parses for ambiguous modifiers. In this case, reading times were inflated in
ambiguous conditions (an “ambiguity disadvantage”), which they take to reflect the cog-
nitive demands of constructing and storing both parses in memory. As in Chapter 2, the
demonstration of atypical behavior is a useful indication of the general flexibility of com-
prehension in the face of strategic demands.

A model based on task-specific delayed selection is not particularly well-
supported by the data; nevertheless, two recent judgment studies offer a different, more
convincing challenge to rapid stochastic selection. First, Dillon et al. (2019), probing
speeded acceptability judgments on late-disambiguated modifiers, demonstrated that
participants rated sentences with unambiguous attachment more slowly and less certainly
than controls. The authors argue that this is more naturally explained if comprehenders
were considering multiple parses at the time of judgment, and referencing all active
parses to administer a judgment: judgment was slower and less certain, then, because
parses were split in acceptability. Second, Logačev (2023) used a deadline procedure to
investigate the availability of competing parses over time for German ambiguously-
attaching relative clauses. He observed that the acceptability of ambiguously-attaching
modifiers first began to influence judgments somewhat faster than the acceptability of
any modifiers with disambiguated attachment. If this is a robust pattern, it is incompatible
with a model of early stochastic selection, where the earliest registration of acceptability
should be the same in all conditions. It is far more compatible with a parallel model,
where, as noted by Dillon et al. (2019), multiple parses with equivalent acceptability could
drive faster responses than parses mismatching in acceptability.

These judgment studies provide suggestive evidence for more protracted paral-
lel consideration here, and can explain patterns of response behavior, but need additional
assumptions to explain the original reading time asymmetries. Dillon et al. (2019) suggest
that one potential explanation would be to expect reanalysis-like behavior in the com-
prehender whenever one of the multiple parses they are considering must be rejected.

significant when subjected to more stringent analysis.
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One similar alternative is that before one parse is selected comprehenders are engaged in
expectation-building from all parses under consideration, and thus modifiers that are e.g.
lexically consistent with both attachment sites will be maximally facilitated—indeed, this
is exactly the argument of Levy (2008, pp. 1153–1157). Additional assumptions would also
be necessary to account for the extra costs of encouraging comprehenders to interpret
multiple parses, per Logačev and Vasishth (2016); perhaps these are associated with the
maintenance and full interpretation of multiple parses rather than the generation of mul-
tiple parses as originally suggested by those authors. At the moment, to me, this tempo-
rary parallelism, essentially in line with the “construal” proposal from Frazier and Clifton
(1996), seems like the best candidate explanation on themarket, andwould fit nicelywithin
the present framework.

5.1.6 Discourse anaphora

The last case of incremental ambiguity I will discuss here is a perennial research
area for sentence processing, the interpretation of discourse anaphora, which is to say,
pronounswhich are used to flexibly refer to antecedents from the preceding context. In En-
glish, where pronouns distinguish only grammatical gender, animacy, and number, when-
ever there are multiple antecedents which match the features of a pronoun, it is properly
ambiguous. E.g. the final he in (62) could refer to Bill or John, and subsequent text may
disambiguate in either direction.12

(62) Ambiguous discourse anaphora (from Gordon and Scearce, 1995)

Bill wanted John to look over some important documents.

He had to mail him the documents.

Unfortunately, he…

a. never sent the papers. (he = Bill)

b. never received the papers. (he = John)

Psycholinguistic research on the comprehension of pronouns has generally focused on
the types of information comprehenders are sensitive to in the resolution of pronominal

12As a consequence of discussion in Winograd (1972), the human-like interpretation of these kind of post-
hoc disambiguated discourses sentences has been used as an important benchmark for human-like language
comprehension (Levesque et al., 2012), one now met for the first time by modern large language models
(Kocijan et al., 2023).
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ambiguities; see Rohde (2019) for a review. Less work has examined the timecourse of
selecting an antecedent, and the potential for garden-path effects, but for a few studies.
The most straightforward evidence comes from Gordon and Scearce (1995), using phrasal
SPR to examine discourses like (62). In their stimuli, one potential referent was always the
matrix subject of the two previous context sentences, a structure in which that referent
is very likely to be the antecedent for a following subject pronoun (Gordon et al., 1993).
Indeed, comprehenders seem to have selected this interpretation for sentences rapidly,
such that continuations consistent with the dispreferred interpretation (62b) were asso-
ciated with slower latencies in an apparent garden-path effect. The authors also observe
that selection of this dispreferred referent is independently costly when disambiguating
information precedes the pronoun, but the apparent garden-path costs exceed the baseline
difficulty of selecting against the subject bias, evidence that there are additional costs due
to reanalysis.

The only other case I am aware of comes from the second experiment reported
by Stewart et al. (2007), which used word-by-word SPR, discourses which engendered less
of a bias for the pronoun, and later disambiguation, in themiddle of the following sentence.
Stewart and colleagues observe that late disambiguation to a subject antecedent (63a) and
to an object antecedent (63b) were costly to the same degree, compared to relatively faster
reading of the same region following an unambiguous pronoun.

(63) Ambiguous discourse anaphora (from Stewart et al., 2007)

Paul lent Rick the CD before he left for the holidays. He went to the Bahamas and…

a. sent Rick a postcard from the hotel. (he = Paul)

b. sent Paul a postcard from the hotel. (he = John)

This is essentially the pattern of Traxler et al. (1998), and affords the same possible inter-
pretations: (i) these costs index costly reanalysis following rapid stochastic selection of
an antecedent (a la van Gompel et al., 2000), or (ii) these costs index reduced expectation
density as a function of the presence of an ambiguity (a la Levy, 2008). In either case, the
absence of asymmetry here need not be contradictory with the clear subject bias observed
in Gordon and Scearce (1995); it is likely that the reduced length of the discourse and the
predominance of transfer-of-possession verbs in the Stewart et al. (2007) items contributed
to balance out preferences for interpretation of the pronoun, although the authors do not
report any data on these preferences.
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Stewart et al. (2007) argue for a third interpretation of their results, that selec-
tion has been postponed here, and the costs observed following ambiguous pronouns are
indicators of symmetric costly selection. I am less inclined to adopt this explanation be-
cause the Stewart results do not show a corresponding selection cost on the pronoun in
unambiguous conditions.13

Why might it make sense to argue for postponed selection for discourse
anaphora? In a separate but prominent line of work in sentence processing, many studies
have observed task-dependent behavior in the comprehension of pronouns related to the
activation of alternatives. Initial evidence from cross-modal priming studies suggested
that selection of a pronominal antecedent was associated with a downgrade in activation
for any potential but unselected antecedents; e.g. Gernsbacher (1989) found evidence
that this occurred at sentence offset, whether pronouns were disambiguated by gender
or information in context. Nevertheless, this late downgrading of alternative antecedents
only occurred when task features encouraged very careful comprehension (Greene
et al., 1992; Rigalleau et al., 2004), even when pronouns are unambiguous due to gender
information, leading Greene et al. (1992) to argue that pronominal antecedents are
generally not selected during incremental comprehension. Relatedly, Stewart et al. (2007)
demonstrated in their first experiment that a potentially-related cost arises on ambiguous
pronouns when task features encourage careful comprehension, a finding replicated
recently in Dutch (Creemers & Meyer, 2022) (although see Grant et al., 2020). In sum,
there is evidence for a task-specific costly process related to pronoun interpretation
which results in downgraded activation for unselected potential antecedents.

There are two ways I can see to understand this task-specific process in tandem
with the clear results of Gordon and Scearce (1995). First, we could take this costly down-
grading as a signature of selection itself, in which case we must say that in many of these
studies, true selection of an antecedent was not occurring, even in the absence of ambi-
guity. Gordon and Scearce (1995) would have to be argued to be a special scenario where
selection was motivated. This seems possible, but relatively undesirable: intuitively, un-
ambiguous pronouns are interpreted rather quickly during narrative comprehension, as
a rule. More concretely, the discourses of Gordon and Scearce (1995) were most like the
caseswhere Greene et al. (1992) failed to observe their downgrading effect, as they featured

13The authors in fact argue against a race-like stochastic selection process on the basis that they did not
observe this selection cost, but the original van Gompel et al. (2000) Unrestricted Race Model does not predict
an ambiguity advantage prior to disambiguation, while a delayed-selection approach indeed would.
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questions unrelated to the identity of the pronominal antecedent—why, then, does selec-
tion seem apparent for Gordon and Scearce (1995) and not Greene et al. (1992)? In light of
this, I adopt the second potential explanation: that the systematic review and downgrad-
ing of all other hypothetical antecedents is a secondary strategic comprehension process,
somewhat like the one induced for modifier attachment by Logačev and Vasishth (2016).14

One piece of evidence for dissociating this priming-diagnosed activation differential from
typical interpretive properties is that implicit attention to potential referents, as measured
by eye movements in visual-world paradigms, accumulates quickly (i.e. before the end of
the sentence) and is sensitive to cues like gender and subject-bias (Arnold et al., 2000, inter
alia). It would seem that rapid consideration of potential meanings is a standard function
of pronoun interpretation, and thus that evidence for a late and task-dependent effect
from priming must be a consequence of some other process. This way of understanding
this body of work predicts that garden-path effects should be observed following pronouns
with a strongly preferred antecedent regardless of task variables like comprehension ques-
tions, and even in the absence of these priming-based downgrading effects; this prediction
should be examined in future work.

5.2 Towards an account of the typology

Taking into account the five cases highlighted in this dissertation, and five fur-
ther cases as profiled briefly in the previous section, Table 5.1 summarizes the apparent
time-course of each decision.
Three groups are apparent by virtue of variation in garden-path costs. In two cases—
homonymous nouns and discourse anaphora—garden-path effects are well-attested with-
out known task or language variation, diagnosing a typical pattern of rapid selection. The
classic evidence in Frazier (1978), Frazier and Rayner (1982), and subsequent work on syn-
tactic garden paths would hold that the parsing of most constituency ambiguities falls
into this same category, although I have not discussed such cases here. At the other end

14As reviewed above, activation differentials are taken as evidence for the exhaustive access of potential
meanings of a homonym, followed by selection (e.g. Onifer and Swinney, 1981). It may seem inconsistent to
claim that lowered activation of competing meanings is merely the consequence of a secondary process for
pronoun interpretation. Nevertheless, cross-modal priming studies for pronoun interpretation have used re-
presentation of character names as probes for activation, while the probes in homonymy studies are tradition-
ally associates of the target meanings. Unlike associates of a contextually-incorrect meaning, a contextually-
incorrect referent for a pronoun begins important and remains important in a narrative, as a salient character.
I would argue these activation effects should not be taken to be directly comparable.
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Table 5.1: A rough typology of decision-making timecourses across the types of decisions
described in this section, with particular attention to the presence of garden path effects,
subordinate selection costs, and evidence for rapid consideration of available analyses.

Case Summary Garden Paths? Sub. Sel. Costs? Rapid Consid.?

Homonymy Always immediately
selecteda

Y Y Y

Discourse anaphora Immediately selected,
task-specific
ambiguity costs

Y Y Y

Polysemy Postponed to
sentence boundary
unless motivated

% Y -

Distributivity Sometimes
postponed to at least
VP edge unless
motivated

% -b -

Quantifier scope Sometimes
postponed
indefinitely unless
motivated

% Y Yc

Aspect Postponed to VP
edge depending on
language, sometimes
further unless
motivated

% Y -

Scalar implicature Always postponed
indefinitely, but rapid
consideration of
enrichment

N Y Y

Causal inference Always postponed
indefinitely, but rapid
consideration of
enrichment

N - Y

Temporal order Possibly postponed
indefinitely

N -d -

Modifier attachment Postponed to at least
modifier edge,
equi-biased parses,
task-specific
ambiguity costs

N %e Y

Key “Y”: presence observed consistently; “N”: absence observed consistently;
“%”: observed to vary; “-”: not enough evidence available
a With the exception of homonymous verbs and cross-category homonymy, which may exhibit short-term
postponement.
b Unexplained costly generation for collective interpretations may outweigh hypothetical difficulty selecting
distributive interpretation.
c Unlike other cases, which can be understood as adjustments to expectations, evidence here for rapid
competition difficulty when cues conflict.
d Variation in backshifting costs across two studies remains unexplained.
e Variation presumably attributable to variability in the direction and strength of biases.
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of the table, four cases—scalar implicature, causal inference, temporal order, and modifier
attachment—consistently lack garden-path effects, again without observed variation, di-
agnosing deferred selection. In the middle, I have profiled another four cases—polysemy,
distributivity, quantifier scope, and aspect—where garden-path effects are only sometimes
observed, conditioned on differences between task variables like the presence and nature
of comprehension questions, or the dynamics of the reading task itself. The presence of
garden paths for aspect is also apparently conditioned by language and the exact nature
of the aspectual decisions to be made. In these cases, the timing of selection seems to be
governed by the particular utility of a selection relative to the comprehender’s goals, and
the likely position and difficulty of later disambiguation.

Notice that while garden path effects can indeed be seen to vary across the cases
I have profiled, the other two classes of notable effects (subordinate selection costs and
evidence of rapid consideration) are more constant, either clearly observed, or else incon-
clusive or unexamined. It would be valuable to probe the existing gaps further, but judging
solely from the current evidence, these features may be invariant consequences of how the
comprehension mechanism handles ambiguity.

In the rest of this section, I will suggest and explore the consequences of possible
explanations of these three features of this observed typology—the variation in the timing
of selection, the consistency of costs for subordinate selection, and the consistency of
evidence for rapid consideration.

5.2.1 Predicting variation in selection timing

Under the functional approach to selection timing hypothesized in Chapter 2, the
comprehension mechanism selects a single analysis of input if the net value of selection
is above some threshold; that is, if the relative utility of a decision at that point is high
enough compared to the risk it engenders. As I have presented it, one would want this
approach to explain the observed variation in garden-path effects in Table 5.1—not only
the particular between-experiment variation observed for those cases in the middle of the
table, but also why some input receives immediate selection consistently, and why other
input does not receive any apparent selection during online comprehension.

To examine how this might be possible, I will go into a bit more detail on the
factors which might influence the net value of a decision, and then give the outlook for
whether such factors could vary in the predicted ways across the ten constructions under
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discussion.This cannot be a rigorous test of the approach, as these factorswill be numerous
and, unfortunately, non-trivial to quantify. However, I hope that this discussion might aid
in bringing the proposal closer to a falsifiable theory.

I’ll begin by laying out how we could estimate the utility of selection. One way
in which selection is useful is that it presumably reduces demand on cognitive resources
compared to a deferred decision. The exact demand that deferment imposes is difficult
to quantify, but it may be smaller when there is a linguistic representation which can be
adoptedwhich is compatible with any of the potential analyses, as is the case for polysemy,
by virtue of an available underspecified representation (Frisson, 2009). This is also the case
whenever the decision lies between two alternatives where one properly entails the other,
like the meanings of some or perhaps some aspectual interpretations (see O. Bott, 2010 on
“additive coercion”): in such cases, the stronger interpretation may be adopted later with-
out contradicting the former.15 Like Frazier (1999), I assume it is most difficult to maintain
uncertainty over multiple candidate analyses when the continued analysis of the input
depends on an analysis of the ambiguous target, although I stress that this cannot be eval-
uated independently of assumptions about the nature of the linguistic representations used
in comprehension.16 As I noted in Chapter 1, Frazier’s division between representational
and post-representational decisions can do a lot of work here, correctly (given some as-
sumptions) accounting for at least the possibility of delaying selection for polysemy, scalar
implicature, and causal inference. But it cannot straightforwardly account for the rest of
the typology, assuming that the comprehender does not have access to underspecified
representations for ambiguities like distributivity and quantifier scope.17

Another main measure which should contribute to the hypothetical utility of in-
cremental selection is the gain in the quality of expectations obtained by adopting a single
interpretation. This comes from the general assumption that comprehension is generally

15This does not mean selection of the weaker meaningwould be necessarily indistinguishable from deferred
selection: in the former case, we could expect the strongermeaning to be explicitly ruled out if selection always
involves exhaustive rejection of all alternative analyses.

16E.g. must a pronoun’s referent be selected in order for the comprehension mechanism to construct a
complete semantic interpretation? Not if complete semantic interpretations are thought of just as functions
from variable assignments to truth values, but yes, if they are thought of as instructions for updating a mental
model.

17This is not a necessary assumption: it is possible to imagine a scheme of representation that permits un-
derspecification for any ambiguity (Egg, 2010) and there is a long tradition of doing so for scope ambiguity
in particular, see Ebert (2005) for extensive discussion. I have tacitly assumed that the semantic representa-
tions we compute during incremental processing generally involve something more like standard Montague
semantics, as outlined in e.g. Dowty et al. (1981). One has to adopt a cut-off somewhere, as it is in principle
possible to adopt underspecified formalisms for all of the types of uncertainty profiled here.
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aided by rapidly-developing expectation for what will come next (see e.g. Ferreira and
Chantavarin, 2018 for a recent nuanced review), and that comprehension proceeds most
smoothly when input was most expected. The more substantial the shift in expectations
due to a decision, the more useful that shift might be to facilitate upcoming processing.
The weight of this particular measure of utility presumably should vary depending on the
dynamics of a task: concrete expectations are more useful in the Maze, where they help
prevent trial failure, than in typical reading, where they merely facilitate integration.

On the other side, the risk of selection should largely be a factor of the cost of
selection itself, and the cost and likelihood of potential reanalysis. On the first point, ev-
idence from recent work on sense specification for polysemy (Brocher et al., 2016, 2018)
has suggested that selection is not only more difficult given evidence conflict (driving
subordinate selection costs), but also given close overlap between alternative meanings.
The closer the relationship between the meanings in question, then, the harder selection
would be; this could make deferment a more appealing prospect for cases with closely
related meanings. As for the second point, although this has not been heavily explored in
the realm of incremental semantic decision-making,18 it is possible that different types of
reanalysis could require more or less cognitive resources to execute. This could also per-
haps be related to the distinctiveness of the analyses under question, in terms of structural
representations or interpretive consequences, although the relationship between distinct-
ness and cost is not obvious. On one view, similar meanings may not require as much
revision, making reanalysis a less risky prospect. But informed by the above results for
meaning proximity and costly selection, performing the operations necessary for reanaly-
sis may be more difficult for closely related meanings.19 Whatever the anticipated cost of
reanalysis might be, it should then presumably be modulated by the estimated likelihood
of reanalysis: as comprehenders are less certain that a single interpretation selected given
the current information would be correct, the greater risk reanalysis costs should pose.

I summarize these contributions to utility and risk in (64–65).

(64) The utility of selection

a. … increases as the resource demands of potential deferment increase
18See Bader (1998) for discussion of differential reanalysis costs in parsing, which he argues could be related

to the need for changes to reconstructed implicit prosody.
19This is particularly also the case if we model reanalysis as dependent on cue-based retrieval of material

from memory (Van Dyke & Lewis, 2003), which should be subject to similarity-based encoding or retrieval
interference.
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b. … increases as the resulting change in expectations for upcoming input in-
creases (modulated by the value of expectations in the task)

(65) The risk of selection

… increases as the anticipated cost of selection increases

… increases as the anticipated cost of reanalysis increases (modulated by the like-
lihood that reanalysis will be necessary)

Notice that several values in the rough relationships sketched in (64–65) might
be approximated by some measure of the distinctiveness of the potential interpretations.
As the interpretations get more distinct, the predictive value of a choice should increase,
increasing the utility of selection (64b). At the same time, the expected costs of selection
processes should decrease, decreasing the risk of selection (65a). Moreover, distinctness of
meaning may also play a hand in estimating a comprehender’s ability to distinguish be-
tween possible interpretations given context, decreasing the likelihood of reanalysis and
thus also decreasing the risk of selection (65b). The wild card is the role of distinctness
on the costs of reanalysis: very distinct meanings may entail easier or harder reanaly-
sis, depending on linking assumptions about the reanalysis mechanism (65b). Without a
particular proposal for the exact contribution of each of these measures to the overall
value calculation, it’s hard to be sure, but given these first three points, it seems probable
that comprehension decisions between more distinct meanings should overall have higher
value (due to their higher utility and perhaps lower risk).

In addition to these components, we must imagine there is some contribution of
specific task obligation, such that if a task requires some aspect of the interpretation to be
fixed, that aspect must be selected at some point during comprehension. It’s not obvious
that this should motivate far earlier selection for obligatory interpretative choices (pace
Stewart et al., 2007; Swets et al., 2008), just that it should force a decision at some point.

Could these kind of estimates of value explain the relative behavior of the ten
case studies in Table 5.1? That depends on several pairwise predictions; e.g. the theory
requires that homonymy must somehow entail more costly deferment and/or have more
highly distinct interpretations, than any of the cases which do not receive uniformly rapid
selection (polysemy, distributivity, and so on all the way down to modifier attachment;
the same goes for discourse anaphora). Some of these seem to be intuitively plausible: e.g.
homonymy over polysemy, implicature and matters of discourse coherence under many of
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the others. But other comparisons do not seem so intuitive: the extreme value of immediate
selection for discourse anaphora compared to the negligible value of immediate selection
for modifier attachment, for instance.

One element of nuance here is the timeline for when selection does eventually
occur when it is temporarily put off. In the overall approach sketched above, the compre-
hension mechanism should cease deferment once it accumulates enough evidence to be
more certain in a choice, lowering the risk of reanalysis in a way which is separable from
the above simplification to meaning distinctness. This evidence accumulation seems to
bring the net value over the relevant threshold at different delays for different decisions.
From fastest to slowest: aspect and verbal homonymy (and distributivity, perhaps) are at
least sometimes delayed just until the verb and its arguments have all been encountered,
a delay of a few words; modifier attachment is uniformly delayed at least until the entire
modifier has been encountered, a delay of as much as a full relative clause; polysemy is
often delayed until the sentence boundary; and quantifier scope, scalar implicature, causal
inference, and temporal order seem to frequently or always remain delayed for larger peri-
ods of the discourse. These seem to line up reasonably with where important information
may fall: verbal meaning in general is heavily dependent on its arguments; the likelihood
of various modifier attachments is heavily dependent on the meaning of the modifier; the
exact sense of a polyseme is almost always directly recoverable from its immediate context;
whereas the remaining four types of meaning plausibly have only more diffuse evidence
as to their resolution.

In general, to more exactly predict or explain the timing of selection, we would
need a non-circular way of estimating the key contributing factors in (64–65), plus some
quantification of subsequent evidence which might be accumulated during deferment.
Many of these factors could be estimated using modern distributional and information-
theoretic approaches to modeling the distribution of meaning throughout the linguistic
signal, and the distances between different meanings: see e.g. Gibson et al. (2019) for a re-
cent review of some prominent applications of these methods. For instance, (64b) should
in part be estimable by the conditional entropy for the next material after the ambigu-
ous input given a selected analysis of the input vs. the disjunction of all possible analyses
of the input, perhaps averaged across all possible selected analyses.20 That itself is not

20Given my discussion of the pre-selection stage of comprehension here, this is an oversimplification, be-
cause different analyses may have more or less weight even before selection.
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directly estimateable using typical information-theoretic models which rely on surface
forms, but approximations substituting synonymous unambiguous (or less ambiguous)
input would be appropriate. Likewise, probing the surprisal of synonymous unambiguous
tokens substituted for the ambiguous input, given various preceding contexts, would be a
useful approximation for the quality of (at least distributional) evidence among multiple
possible analyses. Other parameters cannot be so easily estimated pre-theoretically, and
would need to be selected by hand, I presume: e.g. the theoretically-dependent choice for
the difficulty of representing the input while deferring interpretation. So far in my work
on this topic, I have not yet been able to take the necessary steps to implement a model of
this calculus for selection value along these lines, but it should be possible, and it would
bring the proposal to the point where it can be directly tested. I hope to move this work
in this direction in the future.

Moreover, if the timing of selection is indeed a rational solution as part of a
learned procedure for comprehension, we should expect to be able to model it using
domain-general models of sequential decision-making like reinforcement learning. That
is, I would predict that a simulated agent should reach this pattern of behavior as they
try and optimize their performance given experience with outcomes of rapid and delayed
selection strategies. Evaluating these predictions on a complete model of discourse com-
prehension would be a massive undertaking, but perhaps initial progress can be made by
constructing representative toy simulations.

5.2.2 Explaining subordinate selection costs and rapid consideration

Even as garden-path effects vary across the constructions in Table 5.1, the pres-
ence of subordinate selection costs and evidence for rapid consideration remain the same,
at least as far as current data can tell. This too has lessons for a theory of comprehension
decision-making, in the first place showing us that it is feasible to treat that process as
somehow unified across different kinds of decisions, and moreover highlighting elements
of that process that are apparently inevitable.

I take as given that the proper way to treat subordinate selection costs is as a
difficult implicit decision where contextual evidence is pushing against some source of
bias. It is a truism in the cognitive psychology of decision-making that a decision be-
tween two choices should be harder and slower when the net strength of evidence is weak
(Luce, 1986), or when evidence runs counter to an active bias (Ratcliff, 1985; Ratcliff &
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McKoon, 2008). The foundational metaphor for almost all modern models of continuous
decision-making is the accumulation of relevant evidence, either via continuous percep-
tion of a stimulus or continuous sampling frommemory of a stimulus. These models differ
in whether evidence for n alternatives is thought to be recorded in a series of n accumu-
lators, until one accumulator crosses a threshold (a race model, e.g. Rouder et al., 2015)
or a single n-dimensional accumulator, until the accumulator reaches a threshold in one
of the dimensions (a diffusion model, e.g. Ratcliff and McKoon, 2008; Ratcliff et al., 2016).
They generally model these types of evidence strength and bias effects on response time
as differences in the rate of accumulation, or the starting point of accumulation relative
to the threshold.

Suggesting that interpretive decisions should be subject to this general truism of
difficulty is desirable in its parsimony, and explains why all such decisions could be subject
to subordinate selection costs, but does not on its own explain why they always seem to
be. I’ll highlight for a moment some reasonable alternative patterns I could have expected.
Consider the way the interactive-activation model of MacDonald et al. (1994) accounts for
garden-path effects: the comprehender’s resolution of ambiguity is the result of parallel
consideration of the possible interpretations, aiming to select one based on evaluation of
several possible sources of evidence. As in the domain-general models mentioned above,
when evidence from contextual fit is in conflict with a bias from frequency, the system
will take longer to converge on a single high-activation alternative, explaining subordi-
nate selection costs. Garden-path effects are in turn explained as costly re-ranking given
new data, after a single alternative receives high activation. If we augmented this type
of theory with the ability to, when strategic, permit continued comprehension without
waiting for a single high-activation alternative to emerge, we could explain the absence of
garden-path effects with e.g. scalar implicature. At the time later disambiguating material
is encountered, contextual evidence may not have meaningfully affected activation of the
possible interpretations, and so no noticeable re-ranking costs would be evoked. Such a
model would also predict the pattern of off-line subordinate selection costs described in
Chapter 3: if evidence from context for the possible upper-bound meaning never gets a
chance to fully overcome evidence for the heuristically-preferred lower-bound meaning,
a final decision process still should take longer to converge on upper-bound meanings.21

21I note nevertheless that this does not seem incredibly likely, and would possibly require the full freeze
of activations over the alternatives to achieve in practice, given that activation from context must generally
accumulate very quickly in such models. Indeed, the rapid influence of context was the very point of these
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However, by imagining that evidence from context has basically had no chance to accumu-
late at all in these cases, we expect no effect of a preferred analysis on reading at all in the
interim. This fails to match the available evidence for rapid consideration: if you recall,
a wide range of reading studies (although not my own) replicate an effect whereby the
contextual salience of an upper-bound meaning facilitates reference to the complement
this meaning would entail (Breheny et al., 2006; Bergen & Grodner, 2012; Politzer-Ahles
& Fiorentino, 2013; S. Lewis, 2013; Hartshorne & Snedeker, 2014).

I basically return to the surprising conclusion that there must be some mean-
ingful separation between the incremental consideration of meaning that is driving ex-
pectations for upcoming content, and a process of decisive selection. Moreover, these two
processes must be somewhat separated. To demonstrate, I will imagine a model where the
selection process could be fed by the same incremental considerations fueling the com-
prehender’s expectations. As already sketched in Chapter 3, facilitation effects could be
captured using a system of interactive processing and expectation akin to e.g. Levy (2008),
where incoming material can be facilitated based on expectations conditioned on analy-
sis of existing input, which may involve multiple gradiently-considered alternatives given
more or less credence based on their own likelihood in context. (Some adjustments, de-
tailed there, would be necessary to derive the particular patternwhere cues for higher like-
lihood of a given alternative analysis do not make content incompatible with that analysis
more difficult, a pattern I called a “No Worries If Not” effect.22) I have motivated the idea
that there must be then a second process of selection; to model this we might turn to a race
or diffusion model over alternative analyses which outputs a single, selected analysis. Ad-
justments over the likelihood of possible analyses as used to generate expectationsmust be
cost-free, in contrast it is only abandonment of a selected analysis that generates garden-
path effects. In the cases of deferred selection, at the time of selection, the comprehension

models’ innovation in the first place.
22I have not discussed “No Worries If Not” against the broader literature on lexical predictions during

comprehension. There too, there has been a related debate about whether the strength of predictions for a
subset of lexical items modulates the difficulty integrating an item outside of that subset. Evidence here is
somewhat split. E.g., the most influential source of evidence for lexical expectations, the N400 signal in the
ERP record, is not sensitive to constraint in this way—however, authors have often observed that constraint
affects a variety of later positive deflections (Federmeier et al., 2007; Kuperberg et al., 2020; Stone et al., 2023).
As I understand this literature, there is no consensus for how to interpret this later deflection. See also evidence
from eye-tracking corpora, which has also been taken to support the idea that expectation strength does not
penalize other alternatives (Luke & Christianson, 2016). I’m not certain what relationship these findings have
with the effects I have focused on here (especially because they generally use cloze probability to measure
expectations, which might already systematically flatten the estimates for continuations outside of the most
likely), but there is at least some support for this general thesis.
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mechanism has already accumulated significant evidence about the likelihood of various
analyses, used to generate expectations. It would be reasonable for this evidence to be the
starting point for subsequent selection of an analysis, predicting that selection costs for
dispreferred meanings should be reduced when selection is deferred, via the mechanisms
that developed an preference for a dispreferred analysis during earlier interpretation. But
this is demonstrably not the case; again, sticking with the exemplar of scalar implicature,
Degen and Tanenhaus (2016) observe in their visual world experiments that comprehen-
ders demonstrate a subordinate selection cost for dispreferred upper-bound meanings for
some even after developing rapid expectations conditioned on an upper-bound meaning
on the same trial.

The consistency of a selection cost thus pushes the present proposal towards a
somewhat modular view of the relationship between expectations and decisive compre-
hension. The processes which develop incremental expectations are rapid, and can exploit
the contextual likelihood of various analyses of indeterminate input. But the selection
of one analysis for the purposes of interpretation is driven by an independent decision
process, which we can treat using a domain-general model of decision-making, sensitive
to bias, and drawing on noisy sampling of relevant evidence from a memory representa-
tion of the available input. Presumably, when selection is carried out online, the selected
meaning may feed back into the incremental expectation algorithm, but critically the lev-
els of credence in that expectation algorithm do not determine the evidence for subsequent
selection. Under this view, automatic interactive expectations over possible analyses and
possible upcoming content benefit from decisive interpretation, and facilitate further com-
prehension processes at a low level, but are not themselves part of the mechanism for
decisive interpretation.

5.2.3 Comparing with another two-stage model

In the discussion above, I have highlighted again why it seems that we need a
model of comprehension with two stages, ending in a single interpretation for ambiguous
input. A fully-interactive parallel model has desirable properties for its ability to model the
rapid and gradient influence of multiple possible meanings on expectations for upcoming
input, but conflates the facilitatory effects of this influence with the costs of expectation
revision, whereas I have argued that the former must be possible without the latter. We
arrive, then, at a two-stage model of comprehension where the latter stage of complete
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interpretation may be delayed. As such, the proposal is somewhat similar to another such
model which has been influential in research on polysemy, and a few other domains, Fris-
son and Pickering’s Underspecification Model, laid out programmatically in Frisson and
Pickering (2001) and Frisson (2009).

The Underspecification Model aims to treat the process of deferred decision-
making between senses of a polyseme observed in Frazier and Rayner (1990) and subse-
quently by e.g. Frisson and Pickering (1999) and Pickering and Frisson (2001). The central
claim, following closely with the original Frazier and Rayner proposal, is that initial lex-
ical access of a polysemous word generates a single underspecified meaning, an abstract
meaning which is compatible with all possible senses of the word. In a post-lexical pro-
cess, comprehenders may optionally “home in” on a single sense using information in
context; this homing-in process may occur quickly given an informative context, or in the
canonical case will be delayed. Such a model predicts that garden-path effects will not be
observed until homing in is completed, and crucially, because individual senses are not
selected through a process of typical decision among alternatives, purports to predict no
subordinate selection costs. Even in cases where comprehenders may be able to rapidly
home in on a single sense, asymmetries based on meaning dominance are not expected to
affect reading behavior. Indeed, early evidence in Frisson and Pickering (1999) and Pick-
ering and Frisson (2001) found that polysemes lacked both garden paths and subordinate
selection costs. Subsequent work has challenged the lack of subordinate selection costs,
largely finding that in specifying contexts, specifying a non-dominant sense is associated
with slower reading behavior as soon as the polyseme itself (Lowder & Gordon, 2013;
Brocher et al., 2016, 2018). This would seem to arbitrate for a model where rapid specifica-
tion does involve competition among senses, while still allowing that under delay, some
non-competitive homing-in may happen gradually.

The proposal has had influence beyond polysemy: underspecification-like pro-
posals for cases of delayed decisions, where a single non-specific representation is formed
and later optionally refined, have been explicitly considered and sometimes adopted or re-
jected in several of the other literatures discussed here, e.g. Radó and Bott (2012) for quan-
tifier scope ambiguity, Pickering et al. (2006) for aspectual ambiguity, Swets et al. (2008)
and Logačev and Vasishth (2016) for modifier attachment, etc. Some of these cases (e.g.
Swets et al., 2008) exemplify a connection between Underspecification-like models and the
hypothesis of Good Enough Processing (Ferreira & Patson, 2007), which, like the present
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work, tries to reckon with the influence of task demands and comprehender goals on com-
prehension behavior. Like the Underspecification Model, Good Enough Processing holds
that in certain scenarios, comprehenders will adopt non-specific representations, and that
these representations allow comprehenders to avoid effortful decision-making. Crucially
the latter type of account differs by allowing non-specificity even when the grammar does
not afford a single underspecified or otherwise non-specific-but-coherent representation.

The proposal in this dissertation differs from any model that allows for this kind
of single incomplete representation, specifically in the claim that alternative analyses are
generated and rapidly available even when comprehenders are strategically avoiding a
decision. I have not presented evidence for this fact in the case of polysemy,23 but I have
discussed evidence that possible interpretations have been generated and are under ac-
tive consideration for both the interpretation of some in Chapter 3, and the derivation of
causal inference in Chapter 4, even as final decisions have been apparently deferred. As
reviewed in Table 5.1, there is also some evidence for rapid consideration before selection
for quantifier scope and modifier attachment, and I am ultimately not aware of any studies
which have noted evidence for the absence of such effects in any of the ten constructions
under discussion. Effects of expectation founded on consideration of possible meanings
strike me as excellent evidence against an Underspecification-like account, as these ac-
counts predict that when comprehenders delay selection of a specific meaning, they have
not engaged in the generation of possible meanings at all.

I note that this allows us to treat selection among meanings for polysemes as the
same type of comprehension procedure as selection among meanings for homonyms, i.e.
there is no need to posit an alternative mechanism for homing in on a specified meaning
without competition. Regardless of whether selection happens immediately or at a delay,
the procedure is ultimately the same sort of implicit decision among alternatives.

A strong claim available to me would be that comprehenders never adopt under-
specified representations of this kind, and always rapidly generate alternative meanings to
decide between. This is not, to my knowledge, untenable: e.g. Frisson (2009) offered that
the best argument for underspecification rather than parallel consideration was simply
that meaning uncertainty is frequent, and maintenance of all possible analyses in parallel

23The right evidence would be, in neutral contexts, evidence of exhaustive access of senses using a priming
paradigm, or evidence that reflects rapid expectations before the sentence boundary, perhaps from ERPs or
visual world eye-tracking. In this domain, I only know of Chang et al. (2015), who provide cross-modal priming
evidence for exhaustive access with at least one kind of polysemy in Mandarin Chinese.
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could be incredibly costly. I agree that that leaving a multiplicity of interpretations unre-
solved may require substantial resources. But I have treated that pressure as a component
in a larger calculus regarding cost, where other benefits may conspire to make that behav-
ior more rational. Still, I do not rule out that underspecification may be an option available
to the comprehender in certain cases, at least as a temporary stopping point that allows
for some partially determinate representation during consideration among possible spec-
ified meanings. Future work might make progress here by testing whether there is any
evidence for underspecification as a strategy to avoid generating meanings, or whether
we can hold onto a model that always generates possible meanings rapidly. The latter is
more parsimonious, but the present model could accommodate the former by allowing the
timing of generation to vary, as well as the timing of selection.

5.2.4 On the roles of domain-general cognition and grammar

In the argumentation in this dissertation, I have made frequent recourse to the
idea that comprehension behaviors may have their source in domain-general cognitive
mechanisms. I have suggested that the final stage of ambiguity resolution should be mod-
eled using standard models of explicit forced-choice selection from alternatives; I have
suggested that preferences of decision timing should be explained by standard pressures
for rational sequential behavior. I adopt these positions as a starting point, to be preferred
instead of a language-specific explanation, at least for theoretical parsimony: there is good
evidence for these models in other components of human behavior, and it is reasonable
to assume that they could apply in language processing in the same ways. But it is an
empirical question whether such models suffice to explain the necessary facts.

There are two kinds of evidence that I think are relevant here. First, given an
explicit model relying on domain-general components (of the kind sketched but not fully
developed here), evidence that the model cannot generate the right predictions litigates for
more language-specific modifications and pressures. But we can also marshal evidence in
favor of a domain-general model without relying on parsimony, if we can observe that gen-
eral cognitive variables affect language processing in the same way as they do other tasks.
This is a common argument used to pick out shared resources among cognitive faculties,
although it relies on experimental designs that elicit valid and reliable measures of indi-
vidual differences on multiple tasks. Often, familiar cognitive tasks are not well designed
to permit such measurements (Hedge et al., 2018), but certain strategic variables, like gen-
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eral response caution, have been shown to have a reliable effect across tasks for the same
individuals (Hedge et al., 2019, 2022). If there is individual variance in how comprehenders
negotiate the calculus for selection timing, and that calculus is indeed a domain-general
phenomenon related to caution, we should expect it to correlate with variables like re-
sponse caution across other tasks. Evidence for this kind of correlation would be valuable
positive evidence to retain a domain-general account of selection timing.

Bymaking an argument that there is a domain-general source for certain aspects
of how comprehenders time and execute selection processes during incremental compre-
hension, I do not mean to pretend that the peculiarities of language as a cognitive object
have no importance here.24 Certainly, the relationship between the input and the possi-
ble outputs of language comprehension is determined by the language faculty. Moreover,
speaking particularly about the problem of decision timing now, I take as standard the
idea that the comprehension mechanism generalizes preferred behavior across categories
of stimulus determined by linguistic knowledge. If, for instance, there is a systematic dis-
tinction between how comprehenders time selection for nominal homonyms and verbal
homonyms (e.g. compare Frazier and Rayner (1990) and Pickering and Frisson (2001)), I
do not imagine that this pattern emerges entirely from experience with individual nouns
and verbs, but rather that the abstract categories learned as part of the grammar help
determine pathways of generalization. In short, I assume that the symbols and abstract
representations particular to language are an inextricable component of how we process
language. The stance I have taken throughout this dissertation, however, is one of curios-
ity about how theories of sentence processing might model general pressures on the way
we execute that particular task.

As a result of both a commitment to the cognitive reality of linguistic representa-
tions and a theoretical stance favoring domain-general explanations, there are a few places
here where the border between language-specific and domain-general explanations is of
interest. The relevance of a division between strictly grammatical and post-grammatical
comprehension decisions is one such place. As I note, the original firm Frazier (1999) split
between grammatical decisions made immediately and deferred post-grammatical deci-
sions can cover a lot of ground, and specifically does predict the delay of pragmatic infer-
ences noted in Chapters 3 and 4. But we also have seen evidence that uncertainties related
to grammatical representation can be delayed (distributivity, certain homonyms, quanti-

24I thank Lyn Frazier for encouraging me to make this point more clearly.
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fier scope, modifier attachment…). I do not think that the split, such that decisions which
require a distinction of grammatical representation are more likely to occur more rapidly,
is an accident. However, given the variation observed among those grammatical decisions,
the grammatical status of the decision cannot be treated as an unmitigated determinant
of behavior. Here, I have tried to capture how the representational consequences of an
ambiguity matter by approaching them from a functional perspective. I think there is a
broader lesson here, representative of how one can approach the relevance of grammar
while connecting comprehension processes to other cognitive behavior: limits imposed by
our linguistic theories matter for psycholinguistic performance, but they may take their
effect on behavior indirectly.

5.3 Limitations and directions for future work

I will conclude by highlighting the limitations of this work, and the future direc-
tions that I think can help redress those limitations, and make further progress building
from the foundation I have suggested here.

First, I want to acknowledge the status of the evidence I build from here. I have
attempted to draw on a wide variety of work to develop a general characterization of how
comprehenders tend to solve the functional problem of incremental comprehension of
uncertain input. Nevertheless, my novel contributions are small, limited in scope, and not
always consistent with that previouswork.There are several critical effects that the picture
I present rests heavily on, and they should be further evaluated carefully across different
methods and designs. In particular, this includes the novel effects I report here, the task-
specificity of garden paths for polysemy from Chapter 2, and the lack of garden paths for
scalar implicature and causal inference in Chapters 3 and 4. This also includes predicted
effects that I either did not test or tested but failed to find: facilitation for complement
reference due to possible upper-bound meaning for some, and offline selection costs for
causal inferences. Although I maintain that Rapid Consideration Without Selection is a
convincing account of both scalar implicature and causal inference, those facts require
further investigation to make a more compelling case. Finally, in the last sections (§5.1-
5.2), I have moved towards a broader typology building on constructions which I have not
myself investigated here, and where previous studies may not be directly comparable. If
the three effects of interest here (garden-path effects, subordinate selection effects, and
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rapid consideration effects) were pursued more systematically across these constructions,
it would provide better empirical support for the conclusions made tentatively in Table 5.1.
As it stands, I can argue that it is possible to generalize over these constructions, but in the
process I have made many assumptions and predictions that should be further tested—I
have tried to flag these where possible in the discussion above.

In addition to the ways the empirical picture merits further development, the
model of comprehension I propose has been advanced merely as a series of computa-
tional intuitions. Many contemporarymodels of language comprehension, including those
which I purport to argue against here, have found great success in generating explicit,
testable predictions through computational cognitive modeling: e.g. ACT-R based models
for memory operations during parsing descending from R. L. Lewis and Vasishth (2005)
and information-theoretic approaches to incremental expectations descending from Hale
(2006) and Levy (2008); see also Bayesianmodels for the likely outcomes of pragmatic com-
putation descending from Goodman and Frank (2016). Several elements of my proposal
here are modelable, at least in some simplified form: the interactive expectation mecha-
nism with variable resources sketched in §3.2, the generalized account of selection costs
suggested in §5.2.2, and perhaps most importantly, the value-based approach to selection
timing summarized in §5.2.1. Moving towards more explicit models in each of these ar-
eas would allow more precise statement of the claims, and mechanisms for extracting and
evaluating predictions that could drive future work.

I would also like to point out a few places where my proposal here has con-
sequences or predictions that lie outside of the empirical scope of the dissertation. The
way I have presented the proposal, as an account of decision-making in comprehension,
should extend not only to the somewhat niche areas of uncertain meaning profiled here,
but also the heavily-researched phenomenon of incremental syntactic ambiguity, which
has only been touched on here briefly. I cannot defend or even consider the predictions
here in nearly as much detail as is necessary, and they almost certainly would be shown to
be overly simple if I did. But I will note prospectively that the idea of value-based timing
of comprehension decisions may be a useful tool for accounting for cases where syntac-
tic comprehension appears to be less incremental in certain languages. For instance, eye
movement data investigated by Duff et al. (in preparation) is compatible with the hypoth-
esis that comprehenders in a language with a fully productive suite of non-intrusive re-
sumptive pronouns for filler-gap dependencies (Santiago Laxopa Zapotec) systematically

269



delay predictions about the base position of a relativized argument, avoiding the rapid pre-
dictive associations thought to underlie garden-path-like effects in English relative clauses
(Wagers & Pendleton, 2015). This could be interpreted as rational delay given expectation
for a later high-value cue (the possible resumptive pronoun).

Another area where the proposal has implications that I have not considered
systematically is the development of language comprehension behavior. I have framed
the value-based calculation of the timing of comprehension decisions as a way to derive
key behavioral generalizations from experience. But this makes testable predictions about
how humans actually acquire such behavior, imagining that they move through stages of
overly rapid or strikingly delayed decision-making on their way to the rational balance
apparently struck by adults. The acquisition of adult-like mechanisms for processing am-
biguous input has been an object of much study in the past few decades, although it has
been absent from my own discussion so far. The major discoveries, as outlined in helpful
reviews from Snedeker (2013) and Omaki et al. (2015), are two-fold (and both anticipated in
the seminal study by Trueswell et al., 1999 that raised these questions to prominence): chil-
dren rapidly consider potential interpretations of ambiguous input using a subset of the
cues exploited by adults, and have trouble executing rapid reanalysis. Recent evidence sug-
gests that apparently-ignored cues may be used by children given more time, and ties re-
analysis difficulties to developing domain-general cognitive control mechanisms (Qi et al.,
2020). These facts are remarkably consistent across the types of ambiguity that have been
subjected to the most study so far, including not only syntactic ambiguities (Trueswell
et al., 1999, see also e.g. Yacovone et al., 2020), but also pronominal ambiguities (sources
reviewed in Snedeker, 2013), quantifier scope ambiguities (sources reviewed in Lidz, 2018),
and scalar implicature (e.g. Y. T. Huang and Snedeker, 2009b).25 In all of these areas, chil-
dren behave somewhat like adults under high cognitive load, preferring to pick and stick
with less context-sensitive interpretationswhich are often adults’ first choice (Omaki et al.,
2015). One place where kids have been found to be more surprisingly adult-like is a small
literature on homonymy (Rabagliati et al., 2013; Hahn et al., 2015), where interpretations
are largely sensitive to preceding context.

Despite the growing amount of work on incremental consideration in this lit-
erature, not so much is known about incremental decisions and when they are (or are

25The finding that children exhibit fewer upper-bound interpretations of weak scalars is far from unique,
offline or online, but is subject to much debate, see Horowitz et al. (2018) for a recent discussion of the lay of
the land.
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not) made; this is the domain where I make the most predictions. Of course, key evidence
for firm decision-making has generally come here from reading time measures, which are
ill-suited to the job here: even in investigations with late school-age children, lower-level
deficits in the skill of reading are a problematic confound that is hard to avoid (Snedeker,
2013). Perhaps judicious use of paradigms like self-paced listening (Kidd & Bavin, 2007) or
pupillometry (Schmidtke, 2018) could offer a better opportunity to measure incremental
difficulties due to selection followed by costly reanalysis.

It is my hope that the proposal here, tentative as it must be, will fuel further study
of decision-making during incremental comprehension as a generalized phenomenon.
There is a laundry list of empirical work that must be done to develop more specific pro-
posals, and in future work any generalized proposal must be further specified in order
to make testable predictions. However, it seems to me that the pursuit of a more unified
perspective on these decisions would leave our understanding of incremental comprehen-
sion richer, specifically by leaving us with a better framework to investigate differences
between types of input, diverse languages, and stages of comprehension expertise.
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