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Abstract

Electronic and Magnetic Properties of Multiferroic Based Magnetoelectric Field Effect
Devices

by

Stephen Mingda Wu

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Robert C. Dynes, Chair

The electric field control of ferromagnetism has been a long sought after effect, due to the
large number of potential applications in electronic/magnetic devices. Large currents (and
hence large powers) are required to generate the large magnetic fields needed to control the
magnetization of a ferromagnetic material in a thin film electronic device, which is incom-
patible with planar integrated circuit technology. Alternatively, creating large electric fields
at these scales requires minimal current (and hence minimal power) and is already well es-
tablished. By exploiting a magnetoelectric material, magnetization can be manipulated in
a scalable planar low-power device through the application of electric field. Using this type
of device architecture could lead to huge advances in magnetic memory and storage, as well
as provide a crucial first step to creating low-power spintronic devices as a replacement for
traditional electronics that are reaching the limit of scaling. One possible way to achieve the
electric control of ferromagnetism is by controlling exchange bias, the shift of a magnetic
hysteresis curve along the applied field axis due to interface interactions between coupled an-
tiferromagnetic (AFM) and ferromagnetic (FM) materials. If it is possible to shift exchange
bias through the coercive field of the FM, magnetization can be reversed. Reaching this goal
requires a careful understanding of antiferromagnetism, ferromagnetism and the interactions
between the two when coupled (exchange bias). The main focus of this thesis will be the de-
sign, fabrication, characterization, and understanding of an electric field effect device where
we are able to reversibly modulate between two exchange bias states with opposite polarity
in a thin film ferromagnet by coupling it to a multiferroic (ferroelectric/antiferromagnetic)
material.

The multiferroic material BiFeO3 (BFO), an AFM and ferroelectric (FE) with coupled
AFM/FE order parameters, is a prime candidate material for affecting change in exchange
bias systems. When coupled to a thin film ferromagnet such as the colossal magnetoresistive
manganite La0.7Sr0.3MnO3 (LSMO), one can envision a system where FE order is switched
in BFO, which induces a change in AFM order in BFO, which induces a change in exchange
bias in LSMO. Here, an electric field effect device is created using BFO as the dielectric and
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LSMO as the conducting channel to realize just such a system. Heteroepitaxially deposited
BFO (3 nm)/LSMO (200 nm) heterostructures are grown on SrTiO3 (100) substrates and
subsequently patterned into field effect devices using a fabrication process involving pho-
tolithography and argon ion milling. These devices are then characterized through magneto-
transport measurements to characterize the magnetic properties of the LSMO channel with
respect to BFO FE polarization. Through these measurements this thesis shows, for the first
time, exchange bias is directly controlled with electric field without temperature cycling or
any electric or magnetic field cooling/biasing. This effect is reversible and comes concur-
rently with the modulation of channel resistance (sometimes over 300%), the modulation of
magnetic coercivity, and magnetic Curie temperature.

Based on these results and the current understanding of exchange bias we propose a
model to understand the electric control of exchange bias. In this model the coupled anti-
ferromagnetic/ferroelectric order in BFO along with the modulation of interfacial exchange
interactions due to ionic displacement of Fe3+ in BFO relative to Mn3+/4+ in LSMO cause
exchange bias modulation.
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Chapter 1

Introduction

In the past 15 years there has been considerable growth in activity in the area of magnetic
materials. With the advent of new technologies for the thin film growth and characteriza-
tion of such materials, a door has been opened for the use of these materials in magnetic
device applications. One fundamental aspect of these magnetic materials that remains a
prerequisite for application is the ability to control the magnetization within the material
in a straightforward way. Many different approaches have been taken along this path to
achieve this, for example the use of read-write heads on hard disk drives to magnetize and
read magnetic domains on magnetic disks. The focus of this thesis will be the use of electric
fields to control the properties of a ferromagnetic thin film. If this could be accomplished
we would be able to create high-density, scalable, low-power, planar magnetic devices; all
properties that are desirable for memory or spintronics applications. In this chapter, the req-
uisite background information is presented to serve as a base to introduce the fundamental
idea behind the device which is the main topic of this thesis. First, the fundamentals of the
magnetoelectric effect, the electric control of magnetization or the magnetic control of po-
larization, are introduced. Then, multiferroic materials, materials that have more than one
type of ferroic order, are discussed as a possible (but currently difficult) method to obtain
the desired magnetoelectric effect. Next, exchange bias, a shift of the magnetic hysteresis
curve along the applied field axis, is reviewed and discussed as an alternative method to
achieve the electric control of magnetism. Finally, we summarize the current world of de-
vices that attempt to achieve magnetoelectric control through exchange bias manipulation
and introduce our own multiferroic field effect device that obtains the full electric control of
exchange bias that other devices have been unsuccessful at in the past.

1.1 Magnetoelectric Effect

In the most general sense, the magnetoelectric effect is the induction of magnetization by an
electric field or of polarization by a magnetic field. The effect was first conjectured by Curie
in 1894 [1], although the first rigorous experimental confirmation of electric field induced



2

magnetization did not come until the 1960s, where it was shown to exist in Cr2O3 by Astrov
[2], after being theoretically predicted by Dzyaloshinskii [3, 4]. This caused a large effort
to find other materials systems that exhibited magnetoelectric behavior but was relatively
unsuccessful until recently when the possibility of applications in electronics started again
drawing the attention of the scientific community. Formally the magnetoelectric effect can be
described using Landau theory through expressing the free energy of a single-phase crystal
in terms of applied magnetic field Hi and applied electric field Ei [5].

−F (E,H) =
1

2
ε0εijEiEj +

1

2
µ0µijHiHj + αijEiHj +

βijk
2
EiHjHk +

γijk
2
HiEjEk + . . . (1.1)

Here the second rank tensors, εij represents the relative permittivity, µij represents the
relative permiability,and αij represents the linear magnetoelectric coupling. The third rank
tensors βijk, and γijk represent higher order magnetoelectric coupling terms. By differenti-
ating the free energy with respect to Ei and Hi we obtain:

Pi = − ∂F
∂Ei

= ε0εijEj + αijHj +
βijk
2
HjHk + . . . (1.2)

Mi = − ∂F
∂Hi

= µ0µijHj + αjiEj +
γijk
2
EjEk + . . . (1.3)

Where the first term of equations 1.2 and 1.3 represent linear susceptibility, the second
represents the linear magnetoelectric effect, and the third represents higher order magneto-
electric effects. The focus of most research is on the linear magnetoelectric term, therefore
the term “linear” is generally omitted when referring to the magnetoelectric effect, a conven-
tion we will follow in this text. Focus has generally been to find materials that both exhibit
the magnetoelectric effect and also have a large αij for applications purposes. It has been
shown though [4, 5], that αij is fundamentally limited by the relation:

α2
ij ≤ εµ0εiiµjj (1.4)

Due to this, two different approaches have been taken to achieve large magnetoelectric cou-
pling [4]. The first was to drop the idea that the magnetoelectric effect had to occur in a
single material, and use composite systems where piezoelectric materials were coupled to
magnetostrictive materials. In this way, applying electric fields causes a change in the strain
of the piezoelectric material that is passed on to a coupled magnetostrictive material where
a change in strain causes a change in magnetization. The second approach, was to use
materials that have simultaneously large magnetic and electric susceptibilities. The highest
susceptibilities occur in ferromagnetic (FM) and ferroelectric (FE) materials, so their co-
existence in a single multiferroic material would be the ideal candidate for magnetoelectric
coupling. Since piezoelectric/magnetostrictive composite systems involve more caveats to
operation, such as frequency dependence of magnetoelectric coupling strength and do not
necessarily retain either magnetization or polarization after turning off electric or magnetic
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fields, here we will first examine multiferroic magnetoelectrics. Specifically, we focus on the
electric field control of ferromagnetism through the use of multiferroics. Such a single-phase
ferroelectric/ferromagnetic material would retain magnetization information after the appli-
cation of electric field and offer no frequency dependence of magnetoelectric coupling, and
thus be directly applicable to magnetic memory and spintronics applications. In the follow-
ing section we explore the background behind multiferroics and how they may be used to
achieve electric control of magnetization.

1.2 Multiferroic Materials

By definition, a multiferroic material is one that simultaneously shows more than one type
of ferroic order such as, ferromagnetism, ferroelectricity, or ferroelasticity. A large amount
of interest has been generated in the field of multiferroic materials due to the prospect
of finding a single-phase magnetoelectric multiferroic material with coupled ferromagnetic
and ferroelectric order parameters, which would be involve both interesting physics and at
the same time allow for interesting applications[6–8]. This, as it turns out, is not an easy
prospect due to the large number of restrictions placed upon each material as we demand
the properties that we want from it. This scarcity of materials is illustrated by Fig. 1.1,
where the requirements for magnetoelectric multiferroics are explicitly drawn out, and only
a small subset of materials meet that need [5]. One of the seminal theoretical works on
multiferroics suggested that, in fact, many of the key requirements for the coexistence of
ferromagnetism and ferroelectricity are mutually exclusive [9]. Since then, the challenge
has been to work around these limitations and many groups have recently come up with
moderate magnetoelectric coupling factors in single-phase multiferroics[10, 11]. Here we
review the constituent forms of order that go into searching for a ferroelectric ferromagnet
and what significant challenges exist in finding one.

Ferromagnetism

A material is said to be ferromagnetic when it exhibits a spontaneous macroscopic magnetic
moment without the application of a magnetic field. Typically a phase transition occurs
from a high-temperature paramagnetic state to a low-temperature ferromagnetic state, at
a temperature known as the Curie temperature TC . Due to the formation of magnetic do-
mains, as prepared samples of ferromagnets may not necessarily have a net magnetization
due to the random ordering of these domains. Upon application of a magnetic field, do-
mains are aligned and a net magnetization is produced. This causes ferromagnets to exhibit
hysteresis in magnetization vs. applied magnetic field plots as shown in Fig. 1.2a. Upon
applying positive magnetic field, the magnetization increases until reaching a value known
as the saturation magnetization MS. Now as the magnetic field is reversed, even at zero
applied magnetic field a spontaneous magnetization still exists up to a point known as a
coercive field HC . The coercive field is the magnetic field in the reverse direction needed
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Magnetically Polarizable
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Ferromagnetic Ferroelectric
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Magnetoelectric

Magnetoelectric

Multiferroic

Figure 1.1: An illustration of the large number of requirements placed on a magnetoelectric
multiferroic and why these such materials are scarce. Within the space of all materials only
a small subset are magnetically or electrically polarizable. Within those spaces, only a small
subset are ferromagnetic or ferroelectric. Then there exists only a small overlap between
those two groups, and an even smaller subset within that group when the requirement for
magnetoelectric coupling is added. Overall, what is left is a large possible space to search
for an extremely small group of materials with the properties that we desire.

to reduce the net magnetization to zero before flipping magnetization completely. The mi-
croscopic origin of ferromagnetism involves the exchange interactions between the electrons
of individual magnetic ions that favors the alignment of electronic magnetic moments over
anti-alignment. The exact mechanism for each system may be slightly different and result
in slightly different magnetic properties. Most elemental ferromagnets, for example, are a
result of direct exchange, while in the doped manganites double exchange is the relevant
interaction term. Several other types of exchange interactions exist such as RKKY and
superexchange interactions. These different types of exchange interaction can also cause
antiferromagnetism (AFM) where the spins are anti-aligned between ions. The full theory of
ferromagnetism is well studied and involves a depth that is beyond the scope of this thesis.
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Figure 1.2: A depiction of the similarities between (a) ferromagnetism and (b) ferroelectricity.
MS and PS represent the saturation magnetization and polarization, respectively. HC and
EC represent the electric and magnetic coercive fields, respectively.

There are, however, some fundamental requirements for ferromagnetism worth mentioning:
the violation of time reversal symmetry, and the existence of unpaired d orbital electrons.
Both of these factors limit the number of possible materials that exhibit ferromagnetism,
which will become important as we look for materials that both exhibit ferromagnetism and
ferroelectricity.

Ferroelectricity

By making an exact analogy to ferromagnetism, a ferroelectric material exhibits a sponta-
neous macroscopic polarization without the application of electric field. There is typically
also a phase transition that occurs between a paraelectric to a ferroelectric state, and an
analogous hysteresis curve can be plotted involving polarization vs. electric field as shown
in Fig. 1.2b. The earliest studies of ferroelectricity occurred in the 1920’s involving Rochelle
salt, the first ferroelectric to be discovered [12]. Since then, many others have been discovered
and applications for ferroelectrics have hugely increased.

Fundamentally, when a lattice of oppositely charged ions are put together the structure
is inherently unstable. However, due to a careful balancing act of ionic placement, a stable
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structure can be created from these constituent ions. Whether this balancing act favors a
symmetric structure or a nonsymmetric structure as a stabilizer is key to ferroelectricity.
In the formation of ferroelectric materials, typically stabilization results in a double well
potential that favors a distorted structure rather than a symmetric one. By using electric field
to switch between two different nonsymmetric states a spontaneous polarization can develop
due to the relative position of the cations to the anions, thus leading to ferroelectricity.
The prototypical ferroelectric is the transition metal oxide, where often this type of non-
centrosymmetric distortion is caused by the hybridization of the d-orbitals in the transition
metal with the p-orbitals of the surrounding oxygen due to covalent bonding [13]. Because
of these non-centrosymmetric structures in ferroelectric materials inversion symmetry must
be broken, placing a limit on the number of ferroelectric systems that exist.

Single phase magnetoelectric multiferroics

Based off the previous two sections we can see that there exists challenges to finding both a
ferromagnetic and ferroelectric material. Ferroelectrics require spatial inversion symmetry,
but not time reversal symmetry, while ferromagnets require time reversal symmetry, but
not spatial inversion symmetry. This brings the number of compatible Shubnikov point
groups down from a total of 122 to a minuscule 13 [9]. Additionally, ferromagnetism arises
from unpaired d-orbital electrons, where ferroelectricity relies on the covalent bonding of
these d-orbitals to induce a non-centrosymmetric distortion. Ferroelectrics are also typically
insulating materials (otherwise polarization would induce an electric current to flow) ,and
while there is no requirement for ferromagnets to have specific electrical properties, they are
often metallic. Since these many different factors are often incompatible, it is not a surprise
that finding magnetoelectric multiferroics is not an easy task. In fact, to date there are no
fully coupled single phase ferroelectric/ferromagnetic magnetoelectric systems.

Several methods have been used recently, though, as an attempt to try to get around
these requirements. For example,in transition metal perovskite oxide materials (oxides with
the form ABO3), the A-site ion is used to to induce ferroelectricity rather than the B-site
ion as is typical for most ferroelectrics. In this way, ferromagnetic properties can derive from
B-site ionic interactions, while ferroelectricity can be induced from the A-site ions. BiMnO3

derives ferroelecity from the Bi ion, leaving the Mn ion free to develop magnetic interactions
[14]. In this material there is both large polarization and magnetization, although only a
weak coupling between the two [15]. Other methods involve using improper ferroelectrics
that derive ferroelectricity through non-hybridization methods [16], or using ferroelectricity
that arises from magnetic ordering[17]. While there is a scarcity of simultaneously ferro-
electric/ferromagnetic magnetoelectric materials, this is not the case with simultaneously
ferroelectric/antiferromagnetic coupled systems[18, 19]. Thus, in the next section we intro-
duce exchange bias as a method of controlling magnetism in a coupled two material system,
which avoids the complications of finding single phase mangetoelectric materials. Using this
method we combine the best aspects of both multiferroic and composite magnetoelectric
systems.
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1.3 Exchange Bias

Exchange bias occurs in coupled antiferromagnetic/ferromagnetic systems, where a unidi-
rectional shift along the applied field axis develops in ferromagnetic hysteresis curve due to
interfacial spin effects between the AFM and FM materials. Phenomenologically, adding
an AFM layer to a FM layer does not immediately induce this shift in hysteresis, only an
increase in coercivity, but when a exchange bias system is cooled through the Neel tempera-
ture of the AFM layer in an applied magnetic field a shift develops in the opposite direction
of the cooling field [20]. These effects are outlined in Fig. 1.3. Exchange bias was first
discovered in 1956 by Meiklejohn and Bean [21], and has since garnered a lot of attention
due to its usefulness in magnetic device applications such as magnetic stabilizers in hard
disk read/write heads. Though, only recently has its usefulness in magnetoelectric devices
been exploited [7, 22]. Despite being discovered over 50 years ago, a complete understanding
of this phenomenon has not yet been developed. However, recent experimental and theo-
retical work has shed light on many aspects of exchange bias that goes beyond the simple
models developed immediately after its discovery. Here we start with simplest early model

M

H

M

H

M

H

HEB

Magnetization State

Ferromagnet Ferromagnet/Antiferromagnet Ferromagnet/Antiferromagnet

with field cool

Figure 1.3: The effects of coupling a ferromagnetic (FM) material to a antiferromagnetic
(AFM) material are depicted. In a FM only system, the system has a small coercivity,
and is symmetric about the applied magnetic field axis. When adding an AFM to the
FM, coercive field is enhanced due to a “spin drag” effect but the hysteresis curve is still
symmetric. By cooling the AFM/FM system through the Neel temperature of the AFM
material in applied magnetic field, coercive enhancement is seen and an exchange bias field
develops and the hysteresis curve is no longer symmetric.

to arise for exchange bias systems. Typically they involved a simple colinear spin system
with a perfect interface between the AFM and FM as depicted in Fig. 1.4 [20, 23, 24]. First
we start above the Neel temperature of the AFM and apply a magnetic field, aligning the
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FM but not the AFM where the spins are randomized (Fig. 1.4a). Next, temperature is
lowered through the AFM Neel temperature such that AFM order develops and AFM spins
at the interface are aligned to the FM due to interfacial magnetic interactions (Fig.1.4b) . In
this case, they align ferromagnetically, although AFM alignment is also possible depending
on the type of interface interactions. Now that the AFM spins are frozen-in due to AFM
anisotropy, when we sweep magnetic field in the opposite direction additional magnetic field
is needed to reverse the magnetization because of a force that develops on the FM due to
interfacial interactions (Fig.1.4c). When field is swept back now, the extra force now favors
the original spin direction and thus less field is required to flip the spins back (Fig.1.4d).
The end result is a hysteresis curve that is shifted in the direction opposite to the original
magnetic cooling field.

This model can be described as a simple energy minimization problem as an attempt to
quantify the exchange bias field. Here the energy per unit area of an exchange bias system
is described as:

E = −HMFM tFMcos(θ − β) +KFM tFMsin
2(β) +KAF tAF sin

2(α)− JINT cos(β − α) (1.5)

Where H is the applied magnetic field, MFM is the saturation magnetization of the FM,
tFM is the thickness of the FM, tAFM is the thickness of the AFM, KFM is the FM anisotropy
energy, KAFM is the AFM anisotropy energy, and JINT is the interfacial coupling constant.
Here the anisotropy axis of both the FM and the AFM are assumed to be the same, and θ,
β,and α are the angles of H, MFM , and MAFM from that axis, respectively. It is typically
assumed that KFM is much smaller than KAFM , which is typically true experimentally, thus
simplifying the equations.

E = −HMFM tFMcos(θ − β) +KFM tFMsin
2(β)− JINT cos(β − α) (1.6)

From here we can minimize the energy with respect to α and β, in two different limiting
cases which results in different spin behavior. Starting with KAFM tAFM � JINT , here the
energy is minimized by keeping α small independently of β, which leads to the AFM spins
being pinned, and resulting in an exchange bias of:

HEB =
JINT

MFM tFM
(1.7)

In the second case, with KAFM tAFM � JINT , the energy is minimized by keeping β − α
small, and thus the AFM spins will rotate with the FM spins, and cause no exchange bias.
In this case coercivity is increased due to the force from the interface still “dragging” the spins
causing them to not flip as easily. This idea of unequally contributing AFM spins goes a long
way to explain some of the behavior in exchange bias systems. Some spins are pinned and
contribute to exchange bias without enhancing coercivity much, while other spins rotate with
the AFM not contributing to exchange bias but enhancing coercivity more [25]. Despite the
successes of this simple model, there are still huge discrepancies between theory and reality.
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Figure 1.4: A simple model of exchange bias. A microscopic picture of interface spin structure
is presented along with the macroscopic effect on the magnetic hysteresis curve. Initially the
system is above the Neel temperature of the AFM (a), and is cooled with field to a starting
state (b). Magnetic field is then swept in the opposite direction and back depicted in (c),
(d), and (e).

For example, the estimated value of exchange bias is orders of magnitude larger than typical
observed values. Several theories have since tried to resolve this apparent incongruity, by
introducing models that include AF domain walls forming at the interface [26], or rough
interfaces [27]. All such models involve a unique interface structure where only a fraction
of the spins in the AFM are contributing to exchange bias. Recent experimental work
using x-ray spectroscopy have shown that the underlying idea behind these models is correct
and that in some systems only around 4 percent of AFM interface spins are pinned [28].
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Another failure point of the simplified models is the reliance on systems with uncompensated
interfaces, where all the AFM spins at the interface lie in the same direction. Exchange bias
exists in many systems where it has been shown that the type of antiferromagnetism causes
the interface to be magnetically compensated such that there is no net magnetization at
the interface layer in the AFM. A few theories have emerged attempting to explain this and
other unexplained exchange bias effects but a full picture has not yet emerged due to the
difficulty of viewing the spin structure of an atomically thin interface layer [23–25, 29]. In
this thesis we attempt to exploit exchange bias as a mechanism to affect the magnetism in a
thin film ferromagnet, and along the way attempt to add to the understanding of exchange
bias physics.

1.4 Magnetoelectric Devices Using Multiferroics

Electrical Control of 

Ferromagnetism

FM

AFM

FE

FE: Ferroelectric

AFM: Antiferromagnet

FM: Ferromagnet

Figure 1.5: Using an intermediate order parameter as a method to control ferromagnetism
through ferroelectricity.

Instead of the typical approach of finding single-phase multiferroics with coupled FM and
FE order parameters, a separate movement is growing in the field of magnetoelectric devices
where multiferroics are used in conjunction with another material to affect magnetism [22].
By using an antiferromagnetic ferroelectric with coupled order parameters we can attempt
to use the antiferromagnetism as a form of intermediate order to connect ferroelectrcity to
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ferromagnetism as illustrated in Fig. 1.5 [7]. Many groups have seen that the electric control
of exchange bias as a necessary first step in using this technique. If it is possible to electrically
shift exchange bias through the coercive field of the FM, magnetization of the FM film can
be reversed and thus magnetoelectric coupling can be achieved (Fig. 1.6). There have
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Figure 1.6: A schematic depicting using the electric control of exchange bias to control the
magnetization of a ferromagnet.

been several groups who have attempted to control exchange bias using electric field with
varying degrees of success. Each attempt uses different materials and device architectures,
each having its own unique limitations for operation, and thus falling just short of full
direct electrical control of exchange bias. Using multiferroic YMnO3/permalloy bilayers,
Laukhin et al. showed that it was possible to field cool a device and subsequently irreversibly
suppress exchange bias in this system [30]. Later, work by He et al. using Cr2O3 coupled
to Pd/Co multilayers showed that it was possible to reversibly switch between two different
exchange bias polarity states through the application of electric field and an additional
applied magnetic field after magnetoelectric field cooling [31]. The focus of this thesis is
the use of multiferroic BiFeO3 with ferromagnetic La0.7Sr0.3MnO3 to create a multiferroic
field effect device with reversible static control of the polarity of exchange bias, using no
additional cooling fields and no additional caveats, the first time this behavior has ever been
demonstrated in any device. Achieving this is a huge first step in the direction of fully
electrically controllable magnetoelectric devices, and highlights many important aspects of
the physics of exchange bias.
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1.5 Organization of Dissertation

The remainder of this dissertation includes 5 more chapters. Chapter 2 focuses on the mo-
tivation of choosing multiferroic BiFeO3 and ferromagnetic La0.7Sr0.3MnO3 as the relevant
materials for our device. Chapter 3 focuses on the the design of the multiferroic field effect
device,and the fabrication techniques used in its construction. Chapter 4 focuses on electri-
cal and magnetic characterization of the device. Here we introduce the magnetotransport
characterization system, and the experimental techniques involved in measuring magnetic
properties using electrical transport. The results of the experiments directly show that we
achieve the full electric control of exchange bias and provide evidence for the model intro-
duced in chapter 5. Chapter 5 discuses the results of Chapter 4 and introduces a simple
model based on our current knowledge of exchange bias and multiferroics. Also in this chap-
ter a brief discussion is included about how what steps need to be taken to achieve the
full control of magnetization at room temperature. Finally, chapter 6 explains what is left
unknown about this system and what future experimentation can shed light in these areas.
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Chapter 2

BiFeO3/La0.7Sr0.3MnO3
Heterostructures

2.1 Multiferroic BiFeO3

A large amount of interest in antiferromagnetic ferroelectrics have developed recently specifi-
cally for the applications to the magnetoelectric effect [7, 8, 32]. Many oxide AFM/FE multi-
ferroics exist such as YMnO3 (TN=∼90 K, TC=∼900 K) [33, 34], or BiMnO3 (TN=∼100 K,
TN=∼450 K) [15], but one of the most ideal materials for exploring composite magnetoelec-
tric systems with multiferroics is BiFeO3 (BFO). BFO is, to date, the only room temperature
multiferroic (AFM/FE), having a ferroelectric TC of ∼1103 K and an antiferromagnetic TN

of ∼673 K [35]. Here we take advantage of these properties to attempt to indirectly couple
ferroelectricity to ferromagnetism. Historically, BFO was first synthesized in bulk in the
late 1950’s where it was suspected to contain both ferroelectric and antiferromagnetic order,
although this was not shown until years later [36]. Initial structural investigations showed
that in single crystal BFO, the unit cell is rhombohedral and takes the form of two distorted
perovskite cells connected along pseudocubic [111] direction [37]. Within these perovskite
cells the oxygen octahedra are rotated in opposite directions by ±13.8◦ forming an antifer-
rodistortive octahedral tilt lattice. In the early 1970’s it was shown, in bulk BFO, that there
was a net ferroelectric polarization of 6.1 µC/cm2 along the [111] direction of the crystal,
which is small compared to other ferroelectric systems of the time [38]. Later it was also
shown that ferroelectricity was due to the hybridization of the A-site ion (Bi) to oxygen
ions resulting in a relative displacement to the oxygen octahedra, which exists in contrast
to typical ferroelectricity which relies on hybridization of the B-site ion [14]. Investigations
into the magnetic ordering using neutron diffraction were performed in the 1980’s to reveal
G-type antiferromagnetic order due to magnetic superexchange in Fe3+ [39]. Additionally,
the symmetry of the system allows for a canting of the AFM moment that would allow for
weak ferromagnetism due to Dzyaloshinskii-Moriya interactions. Typically, in bulk films this
weak magnetism is quenched due to the the canted spins orienting in a cycloidal structure
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along the [110] direction with a periodicity of ∼62 nm [40].
After most of the initial studies on BFO were performed, a wain in BFO related research

occurred until 2003 when Wang et. al. first grew high quality thin film BFO samples and
reported an “enhancement” of ferroelectricity from a saturation polarization of 6.1 µC/cm2

to 90 µC/cm2 [11]. Along with this, a significant magnetization can also be detected, which
suggests that the spin cycloid structure in bulk BFO has been suppressed. Studies have
shown that these properties were intrinsic to the material, and only revealed themselves when
controlled thin film growth allowed for higher quality samples; low polarization values of bulk
samples were due to poor quality materials. Since this seminal work, research interest in BFO
has exploded and many interesting properties of BFO have been exploited for applications.
In the next section we explore some of the magnetoelectric properties of BFO.

Magnetoelectric coupling in BiFeO3

Figure 2.1: Depiction of the magnetic easy plane in bulk BFO. The vector ~k represents the
cycloid propagation vector, and the vectors ~P represent the polarization vectors. Together,
these two vectors define the easy magnetic plane for bulk BFO. Adapted from [41].

In thin film BFO, there exists a small single phase magnetoelectric coupling effect (3
V/cm·Oe) that exists due to the coupling of the AFM canting and ferroelectric polarization
[11]. However, a more interesting type of magnetoelectric coupling exists at a more subtle
level. Detailed study on bulk BFO has shown that the magnetic moments rotate along an
easy plane defined by the polarization vector (P‖[111]pseudocubic) and the cycloid propagation
vector (k‖[10-1]pseudocubic) as shown in Fig. 2.1. Thus, by changing the polarization vector
by either a 71◦ or 109◦ shift, the AFM easy plane can be controlled [41, 42]. While this is
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a groundbreaking effect, in bulk BFO the existence of a spin cycloid makes these changes
hard to exploit, but in thin film BFO this is a different story.
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Figure 2.2: Thin film BFO is depicted in (a), where the out of plane polarization is defined to
be up, as represented by P. The easy magnetic plane is depicted by the plane perpendicular
to the polarization vector P. When an electric field is applied there are three different possible
switching events, as depicted in (b). 180◦ switches do not change the AFM easy plane, while
109◦ and 71◦ switching does. Adapted from [19].

Since there is a suppression of the cycloidal moment in thin film BFO, a favorable change
in the relationship between AFM spin orientation and FE polarization occurs. Theoretical
studies have shown that in thin film BFO the spins are homogenously G-type antiferromag-
netic with a slight cant, without the cycloid [43]. The orientation of these spins exist in an
easy plane that lies perpendicular to the polarization vector with six degenerate preferred
orientations within this plane. By changing the direction of the polarization vector we can
control the easy magnetic plane, exactly in the case of bulk BFO, but due to the lack of
a spin cycloid we are able to now observe the direct macroscopic effects (Fig. 2.2). Zhao
et. al. shows that there is a direct one to one correlation between AFM domains and FE
polarization using a combination of piezoresponse force microscopy and X-ray photoemission
electron microscopy [19]. This fact is of extreme importance as it opens the possibility to
exploit the AFM/FE coupling in BFO for magnetoelectric devices, as is the case with the
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device which is the central focus of this thesis.

2.2 Ferromagnetic La0.7Sr0.3MnO3

Figure 2.3: The phase diagram of La1−xSrxMnO3 with increasing Sr concentration x. Vari-
ous different magnetic and conductive states such as antiferromagnetic-insulating (AFM-I),
ferromagnetic-insulating (FM-I), and ferromagnetic-metallic (FM-M) appear as x increases.
In addition, three different charge ordered states exist as well. The transition temperatures
of these phases are as shown. The different symbols represent the methods used to obtain
the transition temperatures. Adapted from [44].

To produce a system with exchange bias, there must be a ferromagnet in addition to an
antiferromagnet. For the purposes of our device, an ideal material is the conducting ferro-
magnet La0.7Sr0.3MnO3 (LSMO), which exists as a perovskite oxide that is closely lattice
matched to BFO. This material comes from a boarder class of materials known as the man-
ganites, which consist of perovskite oxides of the form AMnO3 (A=La,Ca,Ba,Sr,Pb,Nd,Pr).
A large amount of research has been poured into the subsitutionally doped La manganites
due to their incredibly rich phase diagrams and unique electronic and magnetic properties
[44, 45]. Initial interest began in the 1950’s when a barrage of experimental studies were done
on La1−xA’xMnO3 (A’=Sr,Ca,Ba), to map out different electronic and magnetic properties
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as a function of x [46, 47]. One of the exciting things about these materials is that when
doped the material becomes ferromagnetic and conducting, when the parent compounds
are antiferromagnetic and insulating. Greater interest did not develop until the discovery
of colossal magnetoresistance (CMR) in the manganites by Jin et. al. in 1994 [48]. It
was shown that in doped manganites that upon application of magnetic field thousandfold
changes in resistivity can occur. This lead to a huge push in experimental and theoretical
research in these materials systems to both exploit and explain the CMR effect, starting a
new renaissance for manganite materials.

Detailed studies of the electronic and magnetic properties of La1−xSr’xMnO3 reveal that
in manganite systems, various interacting charge, spin and orbital degrees of freedom play
a huge role in what properties the material shows. A full phase diagram for La1−xSrxMnO3

is presented in Fig. 2.3. It should be noted that within this phase diagram that while
x=0 (LaMnO3) and the x=1 (SrMnO3) both exhibit insulating AFM states, with different
doping levels several different magnetic and charge ordered phases start to emerge. There
different charge ordered states appear at x=1/8,1/2, and 2/3, all corresponding to insulating
states. The more technologically exploitable doping level is 0.2≤x≤0.45, which corresponds
to a ferromagnetic metallic state which has a high degree of spin polarization. For the
purposes of our experiments a doping level of x=0.3 was chosen due to its higher than room
temperature TC (380 K) in bulk. This doping level is extremely well studied due to this fact
and some of the relevant physics behind electronic transport is reviewed in the next section.

Electron Transport in La0.7Sr0.3MnO3

Some of the first experiments with manganites already showed that transport in these mate-
rials was unique. Many conclusions were already being reached by researchers in the 1950’s,
such as a linear relationship between magnetization and magnetoresistance, showing a unique
relationship between magnetism and electrical conductivity. AC measurements also showed
that the material was extremely inhomogeneous and that it was likely made up of metallic
grains surrounded by a high-resistance intergrain material. In addition, it was found that
TC of the material was directly related to the Mn-O-Mn bond angle, which is related to the
different dopant species used. Depending on the different dopant species, different distor-
tions could be induced in the lattice due to the difference in size of the ions. In the case of
Sr, a smaller bond angle is induced which leads to higher TC . After extensive study on this
material system, it was concluded that the transport effects could be mostly explained by
two effects: double exchange interactions between mixed valent Mn ions [49], and percolative
phase separation providing an intrinsic inhomogeneity to the material [50].

To understand double exchange transport in manganites we must first examine the energy
levels of the 3d electrons in Mn. Initially the states are five-fold degenerate, but due to O2−

surrounding Mn in an octahedral pattern a crystal field splitting occurs. The energy states
are split into two different groups, the lower energy t2g and the higher energy eg (Fig. 2.4a).
The three lower energy t2g states are highly localized and do not contribute to conduction,
but the higher energy eg states do. If we look initially at the Mn3+ state and fill the
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Figure 2.4: A depiction of the interaction energies involved in double exchange manganite
systems. Energy levels are depicted in (a) with electrons occupying these levels (all spin
up due to Hund’s rules). A Hund’s coupling term JH and a hopping term t represent
the interaction between eg electrons and t2g electrons and a hopping probability between
neighboring Mn ions. A depiction of a double exchange “hop” mediated through an oxygen
ion is depicted in (b).

energy levels using Hund’s rules, we can fill all the t2g states while leaving one in the eg
state, all with the same spin due to Hund’s rules. An effective Hund’s rule coupling, JH ,
exists then between the t2g electrons and the eg electrons, favoring eg spin alignment with
the t2g spins. In Mn4+, only the t2g states are filled. If we have a mixed valent system
where Mn3+ and Mn4+ coexist, such as in doped LaMnO3, the eg electrons can hop from
Mn3+ to Mn4+ through an intermediate O2−. This process of simultaneously exchanging
one electron from Mn3+ to O2− while another electron is exchanged from O2− to Mn4+ is
known as double exchange hopping and is the primary mechanism for conduction in these
systems (Fig. 2.4b). From these two mechanisms it can be seen that conduction is favored
when the t2g electron spins are aligned between neighboring Mn3+ and Mn4+ ions, and
that the ferromagnetism in manganites is carrier mediated. Although beyond this simple
model, the physics of manganites is significantly more complex, this double exchange model
remains a cornerstone in the theory of magnetism and conduction in this system [51]. This
model is used to partially explain the CMR effect, and the relation between magnetism and
conductivity.
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Another contributing factor to the interesting transport physics of manganites is the
percolative phase separation that is intrinsic to the system. Many experimental groups
now have confirmed the initial suspicions that manganites are highly inhomogeneous [50,
52, 53]. This is a result of the competition between the ferromagnetic conducting phase
and antiferromagnetic charge ordered insulating phase that manifests itself as electronically
phase separated regions at the nanoscale. In a single material, electronically inhomogeneous
phases can coexist in a percolative nanoscale network that changes with temperature and
magnetic field, thus making transport measurements in this material difficult (e.g. Hall
effect). This effect contributes to the unique transport mechanisms in manganites and also
is believed to contribute to the physics of CMR behavior.

Although we are primarily only concerned with exchange bias in a BFO/LSMO system,
clearly the many degrees of freedom (charge, spin, orbital, lattice) between the two different
highly correlated materials BFO and LSMO are extremely unique. The interaction between
the two materials at an artificially created heterointerface will also allow for interesting
exploration of the physics of complex oxide material systems.

2.3 BiFeO3/La0.7Sr0.3MnO3 Heterostructure Growth

and Characterization

Growth of BiFeO3/La0.7Sr0.3MnO3 Heterostructures

To grow high quality BFO/LSMO heterostructures a process known as pulsed laser depo-
sition (PLD) [54] is employed with reflection high-energy electron diffraction (RHEED) to
monitor growth [55]. In this process a high energy laser is used to ablate material from a
target which epitaxially deposited onto a substrate. To monitor the growth process in-situ,
a high energy electron bean (∼20 keV) is used to strike the growth surface at a grazing
angle of 1-5◦ and the reflected beam is analysed by a detector. A highly surface sensitive
diffraction pattern is formed due to the interaction with the electron beam and the crystal
lattice.

The process begins with the preparation of the substrate. Chosen because it is closely
lattice matched to both LSMO and BFO, a 5x5 mm2 sample of SrTiO3 (STO) (001) is
treated by first wet etching in a buffered HF solution followed by a thermal anneal to obtain
a fully TiO2 (B-site)-terminated surface [56]. This interface engineering is highly important
in this process, since highly different interface properties can arise from growing LSMO or
BFO on the opposite termination. LSMO and BFO were then epitaxially grown using the
previously described method, at a laser energy density of 1.5 J/cm2 at a repetition rate of
1 and 3 Hz, respectively. The substrate was held at 700◦ C in an oxygen ambience of 200
mTorr and 100 mTorr, for LSMO and BFO respectively. RHEED was used to continuously
monitor the growth process to ensure layer-by-layer growth, where atoms coalesce together
in one atomic layer until that layer has been filled before starting growth on the next layer.
This can be observed as oscillations in the RHEED diffraction pattern. Initially a smooth
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Figure 2.5: An example of RHEED oscillations with respect to layer growth in layer by layer
growth. The RHEED signal is reduced due to the increased scattering when a non-complete
layer is formed, and increases again after the layer is complete.

surface exists and the diffraction pattern is at a local maxima. As the next layer starts to
grow the surface gets rougher and the signal decreases, until a local minimum is reached.
The signal starts to rise again and returns to the next local max when the next layer is
completed. This is schematically shown in Fig. 2.5. By viewing these oscillations, it is
possible to precisely control the thickness of the film down to the unit cell level. Oscillations
for a typical BFO/LSMO heterostructure growth process is shown in Fig. 2.6. Here we
deposit 8 u.c. (3 nm) of LSMO before moving onto BFO, where there is a quick transition
from layer-by-layer growth into a step flow growth regime where RHEED oscillations die
out. Here, 3 nm was chosen so that exchange bias effects at the interface will dominate when
probed with electrical transport measurements. BFO is then deposited for 3 hours at the
rate previously mentioned, which typically results in a film of ∼200 nm. This thickness is
necessary to prevent pinhole defects from forming within BFO, which will later affect the
ability to gate the material. After the growth process the heterostructure is cooled to room



21

a

)
a)

b)

Figure 2.6: RHEED oscillations for a typical BFO/LSMO heterostructure.

temperature at an oxygen ambience of 760 Torr at a rate of 1◦ C/min, which is necessary to
ensure full oxygenation of the sample.

Ferroelectric characterization

Using piezoresponse force microscopy (PFM) we can image the ferroelectric domain structure
of these BFO/LSMO heterostructures. This method is a variant of atomic force microscopy
that allows for the imaging of ferroelectric domains at the nanoscale. Using a sharp con-
ductive probe, a AC voltage is used to excite a response from the underlying ferroelectric
surface. The resulting deflection is the detected and corresponds to ferroelectric polarization.
By measuring both lateral and vertical deflection both in-plane (IP) and out-of-plane (OOP)
ferroelectric polarizations can be mapped.

Since the ferroelectric polarization vector in BFO lies along the body diagonal in {111},
there are 8 possible variants corresponding to vectors pointing to any of the 8 cubic cor-
ners. By imaging the sample along the [1-10] direction we can obtain contrast between the
two OOP components and three IP components (left and right polarizations have no con-
trast). Displayed in Fig. 2.7, is both the IP and OOP ferroelectric domain structures on a
BFO/LSMO heterostructure where a conducting AFM tip has been used to locally switch
ferroelectric polarization from up to down. The polarization in BFO was both stable and
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Out of plane (OOP) In plane (IP)

Figure 2.7: Both out of plane (a) and in plane (b) ferroelectric domain structure as ob-
tained from piezoresponse force microscopy. The center region has been poled into the down
polarization state using a conducting AFM tip.

switchable and shows stripe like domains IP whether polarization is up or down OOP.

Magnetic characterization

To measure the magnetic properties of the grown heterostructures a Quantum Design MPMS
SQUID magnetometer was used. Here we can characterize the exchange bias in BFO/LSMO
heterostructures before any fabrication has been done. By applying a magnetic cooling field
of ±1 T, we can observe exchange bias in the most canonical sense by observing a shift in
the M-H curve. Shown in Fig. 2.8a are the M-H hysteresis curves of a typical BFO/LSMO
heterostructure at 7 K cooled with opposite magnetic fields showing exchange bias shifts
of 225 Oe in either direction. Additionally, a similarly grown sample with a 2 nm STO
spacer between BFO and LSMO was also measured under the same field cooling procedure
and resulted in a M-H curve without exchange bias (Fig. 2.8b). It appears from these
measurements that exchange bias does indeed exist in BFO/LSMO heterostructures and the
effect is very dependent on the interface between BFO and LSMO. Additionally, temperature
dependent measurements show that exchange bias only starts to occur at ∼100-120 K despite
field cooling from room temperature. This type of behavior is normal in many exchange bias
systems, where the onset of exchange bias occurs at some blocking temperature TB that
does not equal either TC nor TN .
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Figure 2.8: SQUID magnetometery measurements of exchange bias after ±1 T field coolings
of BFO/LSMO heterostructures are presented in (a). The corresponding magnetometery
measurement with a 2 nm STO spacer shows no exchange bias in (b).

2.4 Emergent Interfacial Phenomenon in

BiFeO3/La0.7Sr0.3MnO3 Heterostructures

Measurements have been done using x-ray spectroscopy techniques by Yu et. al. that shed
light on some of the interfacial interactions that cause exchange bias in BFO/LSMO systems
[57]. In exchange bias systems, symmetry in the magnetic hysteresis curve is broken due to
pinned unrotatable spins in the AFM. A few of the major questions that arise when dealing
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with exchange bias in BFO/LSMO are the origin of these pinned spins and how they interact
at the interface. Since BFO is strongly G-type antiferromagnetic, the spins in the (100) plane
are compensated, meaning they have no net magnetic moment (Fig. 2.9), it is therefore not
immediately obvious where the pinned spins necessary for exchange bias arise from.

Compensated (100) plane

G-type AFM: 

Spins aligned on (111) plane

Figure 2.9: BFO spin structure is depicted here. G-type antiferromagnetism occurs in this
system, and leaves the (100) plane magnetically compensated.

To answer these questions it is necessary to directly probe the spin structure at the in-
terface of this system. X-ray absorption spectroscopy (XAS) is the perfect tool to do this
with. By obtaining XAS spectra while recording the total electron yield (TEY) current as
a function of x-ray photon energy, highly element specific information about the transition
metal spin structure at the interface can be obtained. A technique known as x-ray magnetic
circular dichroism (XMCD) can be used to examine the magnetic properties of individual
transition metal ions at the interface by examining the differences between the absorption
spectras of left and right circularly polarized light [58]. This is due to the spin-orbit coupling
of the electrons in the sample and the fact that left and right circularly polarized x-rays carry
different angular momenta resulting in different absorption cross sections. The sign of the
XMCD signal gives information about the direction of the spin, while the amplitude gives
information about the magnitude of the magnetization. In BFO/LSMO heterostructures it
was found that a spin structure that is highly different than that of the bulk is formed at
the interface between BFO and LSMO. Data from XMCD measurements show that at the
interface a unique magnetic state is formed exhibiting magnetization of ∼0.6 µB/Fe, which
is 20 times larger than the nominal value in non-interfacial BFO (0.03 µB/Fe). Temperature
dependent measurements of this magnetic interface state show that the onset of interface
magnetism corresponds directly to the onset of exchange bias (Fig. 2.10). It is likely that
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in this magnetically compensated system that the unique magnetic interface state is con-
tributing the pinned unrotatable spins necessary for exchange bias. Further work by Yu et.
al. show that the origin of this interface state involves orbital ordering of the interfacial Mn
and Fe. Additionally, it was also found from the sign of the XMCD signal that the coupling
at the interface between interfacial Mn and Fe was antiferromagnetic in nature.

Figure 2.10: Temperature dependent XMCD data on both Fe and Mn is presented in this
figure. The uniquely large interface magnetism arises at the same temperature as exchange
bias as measured using SQUID magnetometery. The magnetism in Mn as measured through
XMCD roughly behaves in the way expected, and arises as soon as the LSMO film becomes
magnetic. Adapted from [57].

One drawback of doing x-ray spectroscopy measurements on large unpatterned as-grown
heterostructures is that in this experiment it was not possible to switch the polarization
of the BFO. A huge remaining question is, by changing BFO polarization is it possible to
manipulate this interface state to control exchange bias? In the remainder of this thesis we
answer this question by using fabrication techniques to build a switchable field effect device
out of the bulk heterostructures, the topic of the next chapter.
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Chapter 3

Device Design and Fabrication

3.1 Multiferroic Field Effect Device

After growth it is important to pattern the heterostructure into a device configuration.
Unpatterned thin film heterostructures have their inherent limitations on experimentation
and applicability. Due to the large area of the films grown for this thesis work (5 mm x 5
mm), it was not practical to ferroelectrically switch the entire BFO thin film. This is due to
the number of pinhole defects per unit area in the BFO dielectric, which limits the size of
the top electrode. This is partially obviated by the use the a conducting AFM tip to locally
switch ferroelectric polarization of BFO, but to do this repeatedly on a large scale would be
impractical. To more carefully examine the effects of BFO polarization on exchange bias here
we design and fabricate a multiferroic field effect device with a patterned conduction channel
and top electrode gate. By patterning smaller gate electrodes we are able to reliably and
repeatedly switch BFO polarization by only having to apply a gate voltage pulse. In addition,
by creating a device with the same device architecture as a traditional field effect transistor,
we create a scalable magnetic device already ready for applications. Due to the patterning
of the material into small area field effect devices, the bulk magnetometery techniques used
in the previous section cannot be used, and because of this we use magnetotransport to
measure the electronic and magnetic properties of the LSMO channel upon gate switching.
By using this technique we are measuring only the relevant LSMO layer beneath the gated
BFO, thus providing more direct information about the magnetic properties of LSMO that
are changing upon gating.

The device is shown schematically in Fig. 3.1. Devices were patterned with the conduc-
tion channel both in the [100] (Fig. 3.1a) and the [110] directions (Fig. 3.1b) relative to the
STO substrate. A conventional hall bar geometry was chosen for this device but with a BFO
dielectric and Au top gate electrode over the center. Using this device geometry we can easily
measure the resistance of the channel using a four-point probe method by inputting current
and then measuring VMR (Fig. 3.1b). Magnetoresistance measurements can be performed
by applying an external magnetic field in either the [100] or [010] directions, depicted as Bx
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Figure 3.1: A schematic depiction of a fabricated BFO/LSMO field effect device in a gated
hall bar geometry. In (a) current goes in the [100] direction, while in (b), the current goes
along [110]. Voltage pulses (VG) are applied to the Au top gate electrode to ferroelectrically
polarize BFO and the four point magnetoresistivity of LSMO is measured under applied
fields in both the x and y directions.
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and By in Fig. 3.1, respectively. By changing the applied magnetic field to the out of plane
direction [001], or Bz, the Hall effect can be measured by inputting current and measuring
VH (Fig. 3.1b). Using these two techniques, information about the magnetic and electronic
properties of LSMO can be deduced, and the effect of BFO polarization on these properties
can be observed. The following sections of this chapter provide a guide for the fabrication
steps and techniques used in creating this device.

3.2 Fabrication Process

Through careful engineering, a reliable process was developed for the fabrication of BFO/LSMO
multiferroic field effect devices. Each step of the process is outlined in Fig. 3.2, which pro-
vides a summary of the entire process. As described in the previous chapter, we start with
a high quality 5x5 mm2 heterostructure sample of BFO (200 nm)/LSMO (3 nm) grown on
(100) STO. The first step is to put down a top electrode for the gate, since the LSMO chan-
nel doubles as the bottom electrode for the ferroelectric. Here we use thermal evaporation
to uniformly put down a gold top electrode over the entire chip (Fig. 3.2a). Next, using
photolithography and argon ion milling the channel is patterned by etching the entire film
down to the substrate (Fig. 3.2b). Using a second photolithography and ion milling step,
the gate is patterned so that the gold top electrode remains only on the portion of the de-
vice that is measured through magnetotransport (Fig. 3.2c). A lift-off process was used to
pattern titanium that was deposited using e-beam evaporation for contact pads (Fig. 3.2d).
Finally, the entire device is annealed for 2 hours at 250◦ C to heal oxygen defects induced
through the previous processing steps.

3.3 Gate Electrode Deposition

Using a modified Varian 3118 thermal deposition system, top electrode contacts were ther-
mally evaporated onto as grown BFO/LSMO heterostructures. The 5x5 mm2 chips were
mounted onto a 4 in copper dummy wafer using vacuum grease and loaded into the vacuum
chamber using a custom made holder. The chamber was then pumped to <2 x 10−6 Torr,
and 2 nm of titanium was deposited at a rate of 0.05 nm/s as measured by a quartz crystal
microbalance. The Ti layer served as an adhesion layer between the gold and oxide. Then,
without breaking vacuum, 200 nm of gold was deposited at a rate of 0.5 nm/s. The largest
mechanism for failure in BFO capacitor type devices are the pinhole defects that cause
shorts through the oxide. One way to limit this type of failure mode is by growing a thick
BFO film to reduce the areal density of defects that reach the underlying LSMO. Another
is reducing the area of the gate such that there is a reduced probability of encountering a
defect. Empirically we have found that using a non-reactive noble metal with a large atomic
radius also decreases the chances of pinhole shorts in devices. This is especially relevant after
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Figure 3.2: A depiction of each step in the device fabrication process. (a) Thermal deposi-
tion of gold for the gate top electrode. (b) Photolithography and ion milling to define the
LSMO channel. (c) Second photolithography and ion milling step for the definition of a gate
electrode. (d) Electron beam deposition and lift-off process for Ti contact pads.
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an annealing process which increases the chances that metallic ions diffuse through pinhole
defects to create shorts. For these reasons, a gold gate electrode was chosen.

3.4 Photolithographic Patterning and Mask Design

All the patterning steps done were done through contact photolithography using a JBA
contact mask aligner. Since there were three separate patterning steps, three masks were
designed and shown in Fig. 3.3. Five separate devices were designed to be linked together
so a common input current could be used. Each device was also designed to have four
separate voltage probes to measure either magnetoresistance or hall effect, depending on the
applied magnetic field direction and the choice of voltage probes. Each device has its own
gate electrode, which was designed to have the smallest area (80 x 80 µm2) to reduce gate
leakage, but still remain bondable by an ultrasonic wire bonder. Additionally, ferroelectric
test capacitors were included on each device to serve as a check of the ferroelectric properties
of the BFO. Three separate masks were designed for each of the patterning steps needed,
as mentioned previously. The first mask (Fig. 3.3a) involves the overall pattern, and only
masks the portion of the material which is not to be etched away through ion milling. The
second mask (Fig. 3.3b), protects the gate electrode on the second ion milling step that
removes the gold from the areas of the device not under measurement. The third mask (Fig.
3.3c) is a metallization mask for our lift-off process to pattern Ti contact pads. Alignment
marks in each mask allow for realignment after each step. All masks were patterned on 2.5”
chrome masks on soda lime, using a GCA 3600 Pattern Generator.

To pattern using the mask aligner, FujiFilm OCG 825 (G-line) photoresist was spun at
4000 rpm for 40 s on the standard 5 x 5 mm2 chips. Samples were then soft baked for 3
min at 90◦ C to remove solvent from the resist. Using the mask aligner, samples were then
exposed for 12 s using the previously mentioned masks at 12.5 mW/cm2. Samples were
then developed in Shipley MF-319 developer for 12 s, rinsed with deionized water to stop
development, and blown dry with compressed nitrogen. After development, the samples were
typically hard baked at 120◦ C for a minimum of 5 minutes to harden the resist for the next
processing step. This baking causes cross-linking of the polymers in the photoresist, which
increases its resistance to etchants.

3.5 Argon Ion Milling

Ion milling has become the standard etch process for oxide systems, since wet etch and
other dry etch recipes (like reactive ion etching) typically do not etch oxide systems well.
This sputter etching process involves subjecting the sample to a monoenergenic beam of
ions (usually an inert gas like Ar) which physically sputters off the material. Since there
is no chemical reaction in this process, it is effective to a wide range of different materials
including oxides. Typically using either a DC or RF source, a plasma is created by ionizing
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Figure 3.3: The set of three photolithographic masks used in device fabrication. The first
mask is used to define the channel (a), the second mask is used to define the gate electrodes
(b), and the final mask is used in a lift off process to define contact pads. In (d) all three
masks are overlayed to show how each individual mask aligns with the others.

the process gas in a discharge chamber inside the ion gun. The ions are then accelerated
and focused using a set of grids placed above the discharge held with a potential difference.
Typically a neutralizing filament sits outside the ion gun and provides excess electrons to
maintain a charge balance in the plasma as it leaves the gun and is sent towards the sample.

In our process we use a custom built cryogenic ion milling system with a 3.5 cm Kaufmann
ion source, an Ion Tech MPS 300 FC power supply, and a liquid nitrogen cooled sample
stage. Samples were attached to a copper plate using vacuum grease and the copper plate
was attached to the liquid nitrogen cooled stage using vacuum grease and copper clips. The
chamber is typically pumped down to <1 x 10−6 Torr before liquid nitrogen is forced through
copper coils attached to the sample stage through a pressurized dewar. After a 5 minute
precooling step, the chamber is filled with argon gas through a variable leak valve and was
held at 2 x 10−4 Torr. The ion mill power supply was then turned on to ignite the plasma
and accelerate the beam. The ion mill was run typically with a beam current of 10 mA
with an beam voltage of 600 V and an accelerating voltage of 250 V. A shutter was used to
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mask the sample every 15 minutes for 5 minutes to decrease heating from the neutralizing
filament. This process results in a gold etch rate of ∼20 nm/min and a BFO/LSMO etch
rate of ∼4 nm/min. Since the total thickness of the BFO/LSMO heterostructure is not
typically a well known value, visual inspection is typically used to determine the etch stop.
By viewing through a glass window, it is clear when the etch has reached the substrate as
the sample turns clear in areas not covered by photoresist. Since the first ion milling step
involves removing all the material down to the substrate, but the second ion milling step
involves leaving the LSMO layer intact, the second milling step is timed to be less than that
of the first.

Ion damage induced oxygen vacancies

One well known problem with using ion milling as an etch is the creation of defects at the
surface during milling. In oxide materials ion milling produces a large number of oxygen
vacancies at the surface, which negatively affect its electronic/magnetic properties [59, 60].
The largest source for concern in our process is the creation of oxygen vacancies in the STO
substrate. Nominally STO is a band insulator with a band gap of 3.25 eV, but even low
amounts of doping from cation-substitution (La for Sr, or Nb for Ti) or oxygen vacancies
can induce metallicity at the surface [59, 61, 62]. It has been shown that doping levels as
low as 2.7 x 1017 cm−3 can cause STO to change from insulating to conducting [63]. This
results in a large problem for the fabrication of devices on STO substrates.

During the etch process, ions are removed from the surface of the sample due to sput-
tering. If every ion was equally diffusive there would be no more oxygen defects than any
other ion species at the surface, but this is not true. Oxygen, due to its small size and closer
spacing in STO, is significantly more mobile than Ti and Sr. Because of this fact, as oxygen
is sputtered off the surface of the sample, oxygen from beneath the surface will diffuse up
and fill the space causing an oxygen deficient layer beneath the surface. Typically these
defects occur deep enough that they are created faster than they can be etched away by the
ion beam, and therefore a metallic surface layer is created in the substrate [59].

We employ two methods to counteract these effects. First, we lower the diffusion rate of
oxygen by lowering the temperature during etching by using a liquid nitrogen cooled stage.
This significantly reduces the number of oxygen vacancies created, and leaves the remaining
defects very close to the surface. Second, after all other processing steps are performed, a
2 hr O2 anneal at 250◦ is used to heal the remaining surface defects. After this process, by
all discernable measurements, the STO substrate is insulating and has no adverse effects on
device performance.

3.6 Channel Contact Metallization

One of the final steps to the device fabrication process is to make ohmic contact to the
underlying LSMO channel. Ohmic contacts are defined as making a contact to a device
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that is non-rectifying such that the current-voltage (IV) curve is linear and antisymmetric
with minimal contact resistance. This is in contrast to a Schottky barrier contact that has
a non-linear rectifying diode-like IV, which is due to band bending at the interface between
the contact metal and the device. Making ohmic contact to LSMO is not necessarily an easy
prospect due to the fact that the thickness of LSMO is only 3 nm, and the only direct point of
exposure is at an edge of an ion milled mesa with BFO covering it. Direct wire bonding with
Al wire at the edges of these mesas produces unsatisfactory contacts with highly nonlinear
IV characteristics and high contact resistance.

Here we exploit two techniques to resolve the contact issue. Since wire bonding at the
edge of the mesa creates undesirable contacts, we attempt to make contact through the top
of the mesa by taking advantage of the leaky dielectric properties of BFO. The second ion
milling step now has a dual purpose, both to remove the gate electrode from the non-relevant
areas of the device and also to thin the BFO on top of the LSMO. By thinning the BFO layer
we increase the chance of making contact by diffusing metal ions through pinhole defects.
Another mechanism that helps us to make contact is to exploit the effect that ion milling
has on the STO substrate. By inducing metallicity in selective areas of the device substrate,
we can attempt to make contact to the LSMO from the bottom of the mesa. To accomplish
all of this we initially thin down the BFO as much as possible in the second ion milling
step when the gate electrode is removed, and pattern, using photolithography, a new layer
with only a contact area exposed. Now the sample is placed back into the ion mill system
and milled with the same parameters as described in the previous section for 2 minutes
but without liquid nitrogen cooling to induce oxygen defects that cannot be annealed out.
Without breaking vacuum 100 nm of Ti is deposited at a rate of 0.1 nm/s on the sample
using a custom installed MDC e-Vap electron beam deposition system designed into the
same vacuum chamber as the ion mill. Finally, the photoresist is lifted off by using acetone
and ultrasound, to reveal the finished contact pads. By choosing a metal with a small ionic
radius and sending the entire chip through the final annealing step, the likelihood of making
good metallic contact through the BFO dielectric is greatly increased. Applying a direct
Al wire bond to the contact pads now creates contacts that are highly linear and have low
contact resistance at all temperatures measured (4-400 K).
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Figure 3.4: A optical micrograph of the finished device.
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Chapter 4

Device Characterization and
Measurement

4.1 Measurement Setup

To characterize and perform magnetotransport measurements on our device, a custom built
cryogenic measurement system was used. Fabricated chips were mounted using silver paint
into the pocket of a 16-pin plastic leaded chip carrier (PLCC). Samples were carefully
mounted to ensure that devices were aligned to the chip carrier edge so that the applied
magnetic field would be applied along either the [100] (Bx) or [010] (By) directions relative

Fabricated device

Temperature sensor

Surface mount heater

Figure 4.1: A photograph of the PLCC chip carrier used in magnetotransport experiments.
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to the crystal. Along with the device, a Lakeshore Cernox thermometer (CX-1050-SD) was
mounted near to the sample using epoxy for temperature sensing. A Cernox type thermome-
ter was used for its accuracy and relative insensitivity in magnetic fields, with less than a
0.15% deviation from actual temperature at 8 T. Opposite the thermometer, a 50 Ω surface
mount resistor was soldered directly to the legs of the chip carrier and mounted into the
pocket using epoxy to serve as a local heater. By using the surface mount resistor as a
heater and the Cernox thermometer as a sensor, temperature control could be performed
using a Cryocon Model 44C temperature controller. Temperature in this system could be
controlled to within 0.0001 K using this method. A picture of the chip carrier is displayed in
Fig. 4.1. Using an ultrasonic wire bonder, electrical contacts were made from the terminals
of the chip carrier to the devices using 0.7 mil (∼18 microns) Al wire. Extra care was taken
when making contact to the gate electrode to prevent the shorting of the gate to the channel
by having a bond land to the edge of the Au gate pad, or breaking through the dielectric
completely by using excessive ultrasonic power. Also anti-static grounding straps were used
to ensure electrostatic discharge from human contact did not cause dielectric breakdown in
any of the devices.

After wire bonding the samples, the chip carriers were loaded into a custom built cryo-
genic dip probe (Fig. 4.2). This probe was built using stainless steel tubing and designed
to be used under vacuum. At one end of the tubing there is one hermetically sealed 19-pin
LEMO connector for electrical feedthroughs and a vacuum port for probe evacuation. A
thermocouple vacuum gauge and a low pressure blow off valve is also mounted at the top
of the stainless steel tubing. On the other end, a copper block is attached to the tubing
with a 16-pin PLCC socket mounted for the chip carrier to be inserted into. Through the
tubing of the probe, twisted pair manganin wire was used to connect the socket to the LEMO
feedthrough. Depending on the experiment, magnetic field may be applied in different di-
rections by mounting the sample with or without a 16-pin 90◦ socket adaptor such that the
device can be rotated from the default [001] Bz direction to either the [100] Bx or [010]
By directions. The entire lower portion of this probe is then encased in a cylindrical brass
jacket that is sealed using Wood’s metal solder to a brass ring welded to the outside of the
stainless steel tubing, allowing for the probe to be pumped down to high vacuum conditions.
Typically, measurement preparation involves placing a wire bonded sample into the 16-pin
socket, sealing the probe using Wood’s metal solder, and pumping the probe using a turbo
pump based pump station to ∼1 x 10−5 Torr. The probe is then backfilled with 30 mTorr
of helium gas to serve as a thermal exchange gas. Using this method temperature could be
controlled using a temperature controller from 4.2 K to ∼300 K. A picture of the probe with
the chip carrier attached in a 90◦ socket adaptor is presented in Fig. 4.2.

Following sample loading, the probe is precooled to 77 K in a handheld liquid nitrogen
dewar before being inserted into a custom superconducting magnet. We use a Cryogenic
Consultants 10.5 T superconducting magnet, recently fitted with a new top flange with
several hermetically sealed electrical feedthroughs for temperature and liquid helium level
sensing. The magnet is housed in a newly designed custom built liquid helium dewar con-
structed by Kadel Engineering. The magnet is powered by a Cryomagnetics 4G Bipolar
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Figure 4.2: A photograph of the cryogenic probe used in magnetotransport experiments. (a)
shows the probe with the encapsulating brass cylinder off, and (b) shows the probe after
being sealed using Wood’s metal solder.

superconducting magnet power supply, which was needed for smooth continuous sweeping
of the magnetic field through zero. A 0.01 Ω shunt resistor was attached in series to the
magnet and tapped off to measure the magnet current. This value was then then converted
to magnetic field based on the original manufacturers calibration. When inserting the probe
into the magnet, extra care was taken to ensure that the sample always sat at the center of
the magnet where the original field calibration was done. This was accomplished by fitting
a hose clamp to the top of the probe marking the position the probe sits when the sample
is centered. A photograph of the magnet assembly is presented in Fig. 4.3.

4.2 Magnetotransport

Using the system described in the previous section, magnetotransport measurements can be
performed on our devices. The simplest magnetotransport measurement that can be done
is to measure the resistance of the LSMO channel as a function of applied magnetic field,
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Figure 4.3: A photograph of the superconducting magnet system used in magnetotransport
experiments in a custom designed liquid helium dewar.

known as magnetoresistance (MR). Since devices were built with the conduction channel
both in the [100] direction and in the [110] direction and magnetic field can be applied in
both the [100] (Bx) and [010] (By) directions, this allows for four different measurements of
magnetoresistance (Fig. 3.1). As we will see in a later section, these different configurations
correspond to different device behaviors. A four-point probe method was used to measure
the resistance of the channel as depicted schematically in Fig. 4.4. A function generator was
used with a bias resistor to current bias the device. Both the voltage across the channel and
the voltage across a current measuring resistor in series with the device were fed into separate
Ithaco Model 1201 low-noise voltage preamplifiers, which were then lock-in detected using
two separate Signal Recovery Model 7265 lock-in amplifiers. This gives two highly sensitive
measurements of both current and voltage through the device, thus allowing us to determine
the resistance. It was necessary to obtain a measure of current despite current biasing the
device due to the phase separated nature of the LSMO channel. Subtle changes in the
percolative resistive network in an area of the channel that is not measured by the voltage
probes could cause tiny jumps in current that manifests itself as tiny jumps in the voltage of
the measured device. If a static bias current is assumed, then these current fluctuations cause
our calculated resistance to have tiny jumps as well, when in fact no change has occurred
in the area of the device under measurement since the tiny jumps in voltage are related to
the tiny jumps in current. Also, it was necessary for each lock-in amplifier to perform a
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Figure 4.4: A schematic diagram showing how a four-point magnetoresistance measurement
is measured in our device.

vector measurement of the voltage and current since parasitic sources of capacitance and
inductance can lead to inaccurate measurements of channel resistance. Since the effects of
magnetoresistance of LSMO at low temperatures are sometimes small, it sometimes becomes
necessary to measure a very small change in resistance. To achieve this extra sensitivity, a
bridge method was needed to subtract out the large background portion of the signal so
that the remaining field sensitive signal could be determined with increased sensitivity. To
accomplish this, before each measurement a phase synced sinusoidal signal equivalent in
amplitude to the measured voltage at zero field is fed into the differential input of the lock-
in amplifier to be subtracted out. The signal is phase synced to the input signal using a dual
channel Agilent 33522A arbitrary waveform generator to ensure the signal is subtracted out
correctly. A schematic depiction of the entire measurement setup is provided in Fig. 4.5.

Since LSMO is magnetically hysteretic and electronic transport is intimately linked to
magnetism due to double exchange transport, it is to be expected that when measuring the
magnetoresistance of LSMO the resulting measurement will also be hysteretic. Here we do
magnetoresistance measurements on the LSMO channel by applying magnetic field along
one of the two easy axes, [100] or [010]. The result is a curve that typically looks like Fig.
4.6, regardless of the direction field is applied in (Bx or By) or the direction of current in
the channel. Sheet resistance is used over resistivity due to the small thickness of LSMO (8
u.c., 3 nm). Although highly growth dependent, transport measurements have shown that
as LSMO films become thinner, an insulating dead layer exists below 8 u.c. [64]. Films of
thickness less than 8 u.c. are insulating. Because of this, the true thickness of the transport
layer is not known, but is presumed to be very thin (perhaps 2-dimensional). Therefore, it
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Figure 4.5: A diagram showing the electronics involved in a typical magnetoresistance mea-
surement. A function generator provides a signal which is run through a current biasing
resistor, a current measuring resistor, and the sample. Current and voltage are both lock-
in detected and an optional bridging circuit may be used to increase the sensitivity of the
voltage measurement (dotted box).
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Figure 4.7: Two magnetoresistance measurements in the same device under two different
field cooling conditions at 7 K. The red curve has been cooled with a +1 T field, and the
blue curve has been cooled with a -1 T field. These values of exchange bias match well with
the same field cooling experiment performed using SQUID magnetometery. HX represents
the magnetic field where the magnetoresistance traces cross.

is prudent to use sheet resistance over resistivity to describe the transport for our devices.

4.3 Comparison of Magnetotransport to SQUID

Magnetometery

To connect magnetotransport measurements to magnetometery measurements performed
with a SQUID magnetometer on unpatterned heterostructures, MR was measured using the
same field cooling procedure used in magnetometery. Using the probe heater, the sample
was heated up to ∼200 K and cooled in either ±1 T magnetic field to 7 K where MR was
measured. The results are presented in Fig. 4.7. The traces are hysteretic and exhibit peaks
where magnetization is zero due to the double exchange mechanism. From these data we
define H+ as the location of the positive peak, and H− to be the location of the negative
peak (Fig. 4.7). The coercive field (HC) is then defined to be half the distance between
the two peaks, HC = (H+-H−)/2, and the exchange bias is defined to be the magnitude
of the peak shift from zero, HEB= (H++H−)/2. For positive and negative field cooling
we obtained essentially identical values to those measured with the SQUID at the same
temperature. Since there is such a one to one match between magnetometery data and
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MR, we feel confident in using this technique for identifying exchange bias and magnetic
coercivity. Since eventual applications involve utilizing only the conducting part of the
channel, this method is arguably more valid since SQUID magnetometery would measure
the magnetism in insulating FM regions along with the conducting regions.

4.4 Sawyer-Tower Measurements

Function 

generator Vin

Ithaco 1201 

preamplifier

Ferroelectric 

test capacitor

CFE

CST

Sawyer-Tower

reference  capacitor

Y

X

Oscilloscope

Vout

Figure 4.8: A diagram illustrating the Sawyer-Tower method of measuring ferroelectric po-
larization.

To evaluate the ferroelectric properties of BFO, a ferroelectric test capacitor was put
into a Sawyer-Tower circuit configuration. The Sawyer-Tower circuit was one of the first
methods of determining the polarization vs. voltage (PV) characteristics for ferroelectrics
and remains one of the simplest [65]. The circuit is displayed in Fig. 4.8. Each capacitor is
measured in a two-terminal configuration and is put in series with a reference capacitor. By
applying a known voltage using a function generator to the entire circuit, the polarization
of the test capacitor can be found. Knowing that

QFE = DAFE, (4.1)

QST = CSTVout, (4.2)

and that
QST = QFE (4.3)
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because they are capacitors in series, we can deduce that

D =
CST
AFE

Vout. (4.4)

Here we define using the labels from Fig. 4.8, that QFE is the charge on the FE test
capacitor, AFE is the area of the FE test capacitor, D represents the displacement field across
the FE test capacitor, QST is the charge on the reference capacitor, CST is the capacitance
of the reference capacitor, and Vout represents the voltage across the reference capacitor.
Since the relationship between the D and polarization (P) is D=ε0εFEE+P, we can extract
the polarization from our measurement of Vout. It is very important that a high input
impedance preamplifier is placed between the circuit and the oscilloscope, or else the low
input impedance from the oscilloscope could easily shunt the capacitor under measurement.
Additionally, this measurement is highly sensitive to parasitics such as capacitor leakage
often leading to a nonexistent PV curve if the FE capacitor is too leaky. The result of a
Sawyer-Tower measurement is presented in Fig. 4.9. From this we can conclude that there
is minimal leakage in the BFO thin film and that the polarization values are consistent with
normal thin film BFO. Subsequent DC measurements of the leakage through the gate showed
that the gate resistance was over 100 GΩ.
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Figure 4.9: A Sawyer-Tower measurement of BFO ferroelectric hysteresis through a ferro-
electric test capacitor fabricated on-chip along with BFO/LSMO field effect devices. Mea-
surements were performed at multiple frequencies at 8 K.



44

a

b c

Figure 4.10: (a) shows the voltage pulse sequence applied to the gate during the measure-
ment. Between each voltage pulse a MR measurement is performed and a hysteresis loop
for quantities measured in the MR sweep can be formed. (b) shows the hysteresis curve for
channel resistance, while (c) shows the hysteresis curve for the magnetic coercivity of the
channel.

4.5 Effect of Ferroelectric Polarization on Channel

Resistance and Magnetic Coercivity

After proving that the BFO thin film had no pinhole shorts, and that we can reliably change
the polarization of this thin film, we now can examine the effect of BFO polarization on the
channel resistance and magnetic coercivity. The device was cooled to 5.5 K in zero magnetic
field upon which a sequence of 10 ms voltage pulses were applied to the gate (Fig. 4.10a).
Between each voltage pulse the gate is left open, and a magnetoresistance sweep is performed.
From this magnetoresistance sweep we can determine the channel resistance (by averaging
the resistance at the two peaks) and magnetic coercivity (by finding the distance between
the two peaks). In this way we can trace out a hysteresis curve of channel resistance and
magnetic coercivity analogous to the PV curve measured in the previous section. A sheet



45

resistance (RS)voltage pulse hysteresis curve, shown in Fig. 4.10b, illustrates this effect. The
arrow on the curve shows the direction of the pulse sequence. For VG pulses greater than
17 V the sheet resistance obtains an upper saturation value of 11.2 kΩ/� and for VG less
than -17 V it exhibits a lower saturation value of 7.5 kΩ/�. The magnetic coercivity of the
LSMO was also hysteretic with voltage applied to the BFO gate. A coercivity-VG hysteresis
curve is shown in Fig. 4.10c. Like the RS-VG curve, it also has saturation values at 17 V
and -17 V of 155 mT and 100 mT respectively.

4.6 Exchange Bias Modulation

Here, we are finally prepared to address the most important question: What effect does
changing BFO polarization have on exchange bias? Since the effect of exchange bias is much
smaller than the previously measured quantities, the measurement becomes more challenging.
To resolve a change in exchange bias, a new technique needs to be employed since the error
in measurement is beginning to become comparable to the quantity being measured [66].

Measurement protocol

To begin the measurement, the device is cooled from room temperature to 5.5 K in zero
magnetic field. Then a voltage pulse sequence is applied, with MR measurements done every
time after the pulse. The difference in this experiment is that the voltage pulse sequence
is designed to fully saturate the BFO (±24 V) instead of linearly ramping up in voltage.
Here each 24 V pulse was applied multiple times in a square wave pattern. After each pulse,
multiple MR sweeps were taken for signal averaging purposes to increase the accuracy of the
measurement. The nature of this experiment requires us to leave the LSMO magnetized in
the positive or negative direction when returning to zero applied magnetic field before the
next subsequent pulse. This remanent LSMO magnetization (MR) has a large effect on the
exchange bias modulation, which we will explore in the following sections. An example of a
typical measurement sequence is outlined in Fig. 4.11.

Automation

The entire exchange bias measurement process relies on taking a large amount of data to
overcome the difficulties of accurately measuring such a small quantity. One downside to
this process is that it takes a long time to obtain the data. Since after each gate voltage
pulse the magnet is swept 6 times, and a typical sequence of pulses contains on the order
of 100 pulses, it is easy to see that manually obtaining these measurements for multiple
devices becomes an extremely challenging task. Each device would take several days of
continuous measurement to characterize, and multiple devices fabricated on multiple chips
would need to be measured in order to reach a conclusion about general device behavior.
For these reasons, it was necessary to build an entirely automated measuring system that
could perform measurements without human intervention.
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Figure 4.11: An example of the measurement protocol used in measuring exchange bias
modulation through MR measurements.

Using the same system as described in Fig. 4.5 with a Labview controlled computer and
an Agilent 34904A matrix switch module, the entire exchange bias measurement can be au-
tomated. Here the computer simultaneously controls the magnet power supply for magnetic
field sweeping, the switch module for gate pulsing, the lock-in amplifier and function gen-
erator for bridging, the temperature controller for temperature control and several National
Instruments ENET-9125 data acquisition (DAQ) systems for data acquisition. Due to the
optically isolated nature of network based communication, all interfacing was done through
LAN using ethernet to reduce noise on the measurement. In some cases RS-232 interfacing
was used as a last resort. Using Labview, a scripting language was created to interpret
commands, such as sweeping magnetic field or gate pulsing, to allow for maximum flexibility
in the experiment. In this way, the automation system could be used in the most general
case to measure all different types of magnetotransport phenomenon.

By using this automated system, human intervention was reduced and measurements
could be set up to run for weeks at a time gathering large amount of data for statistical
analysis later. The only remaining need for user intervention was to refill the magnet dewar
with liquid helium every 48 hours to ensure the superconducting magnet did not quench.
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Exchange bias modulation

Here we use the measurement protocol described in the previous section with the pulse se-
quence described in Fig. 4.12a to characterize a device with current in the [110] direction
with applied magnetic field in the Bx [100] direction. Each pulse was followed by 6 sweeps
from ±0.5 T,and there are 70 pulses in total. The experiment was repeated twice with the
LSMO left in different remanent magnetization states before gate pulsing. Figures 4.12b and
4.12c show modulation of exchange bias through the zero applied magnetic field axis with
respect to gate pulse at 5.5 K in both remanent magnetization states. Depending on the re-
manent magnetization state of LSMO upon application of gate pulses, opposite ferroelectric
polarizations lead to opposite directions of exchange bias. The exchange bias modulation
behavior is mirrored through the zero exchange bias axis between different remanent mag-
netization states. The temperature of the sample was held constant at 5.5 K throughout
pulsing and measurement. No additional field cooling was necessary to obtain this mod-
ulation effect, nor was any magnetic or electric bias field applied after each voltage pulse.
The sole determining factors for the polarity of exchange bias in these devices are a) the
polarization state of the BFO film and b) the MR of LSMO. Thus, without any additional
caveats, we have achieved the full direct electric field control of exchange bias, the first time
this has ever been achieved in any system.

In addition to reversing exchange bias, the magnetic coercivity and channel resistance of
LSMO were also changing with ferroelectric polarization (Fig. 4.12a,b,c). By pulsing the gate
with a positive voltage we create a high resistance, high coercivity state, while pulsing with a
negative voltage creates a low resistance, low coercivity state. This behavior is consistent at
all temperatures measured,and throughout all devices studied in all configurations regardless
of the direction of applied magnetic field or device geometry relative to the crystal axes.

Unipolar vs. bipolar modulation

Through experimenting with different device configurations, it was found that modulation
through the zero applied magnetic field axis was not necessarily the only type of exchange
bias modulation that could occur in these devices. As a reminder, devices were patterned
along both the [100] and the [110] directions with respect to the substrate and magnetoresis-
tance was measured with applied magnetic fields in both the [100] (Bx) and the [010] (By)
directions separately (Fig. 4.13). This provided four different device configurations for test-
ing the angular dependence of exchange bias modulation. Two different types of exchange
bias modulation occur within the four different configurations, the ability to reversibly switch
between two exchange bias states with opposite polarity (bipolar exchange bias modula-
tion), and the the ability to reversibly switch between two exchange bias states with the
same polarity (unipolar exchange bias modulation). Devices with current in the [100] di-
rection with applied magnetic field in the [100] (Bx) direction, exhibit unipolar exchange
bias modulation while, all three other device configurations exhibit bipolar modulation of
exchange bias through zero magnetic field as reported in the previous section. Additionally,
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Figure 4.12: The sequence of voltage pulses applied to the gate through exchange bias
measurement is shown in (a) along with the corresponding modulation in channel resistance.
The exchange bias modulation behavior is shown for a device with current in the [110]
direction and magnetic field applied in the Bx direction. (b) represents the +MR state
and (c) represents the -MR state. Exchange bias is clearly seen to modulate through zero
magnetic field.
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current in the [110] direction with field in the Bx direction.
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the modulation behavior between these bipolar devices was remarkably similar despite the
different current and magnetic field directions. This behavior was highly reproducible and
was observed in 20 devices fabricated on three separate epitaxially grown heterostructures.
A comparison of unipolar and bipolar modulation is provided in Fig. 4.14. Here, the high-
coercivity state in the unipolar device has similar exchange bias polarity and magnitude
as in the bipolar device, suggesting that despite the differences in behavior the underlying
mechanism of modulation is still the same.

4.7 Temperature Dependent Exchange Bias

Modulation

To further explore the properties of these devices, temperature dependent measurements of
exchange bias modulation were performed. Here using a temperature controller, we perform
the same exchange bias MR measurements as in the previous sections (Fig. 4.12) but at
several different temperatures. The average value of exchange bias in each state is then
obtained from these measurements and is plotted vs. temperature. Since obtaining each
exchange bias measurement is already a long process, and this temperature dependent mea-
surement requires multiple temperatures in both remanent magnetization states, the data
presented here are the result of a continuous week long measurement per device. In Fig. 4.15,
temperature dependent exchange bias measurements are presented for both a bipolar and a
unipolar device. In Fig. 4.15a we observe that there is bipolar modulation in both remanent
magnetization states of the LSMO with a decrease towards zero exchange bias in both states
as temperature is increased. The two remanent magnetization states have mirror symmetry
across the zero exchange bias axis. The magnitude of exchange bias is always smaller in the
positive BFO polarization state, which corresponds to the high electrical resistivity/magnetic
coercivity state. Modulation disappears around 30 K, well below the blocking temperature
of this system which was previously determined to be around ∼100-120 K using field cooling
experiments. In Fig. 4.15b we observe that there is unipolar modulation in both remanent
magnetization states, which also tends to decrease as temperature is increased. Although
in this device there appears to be a slight offset from zero magnetic field in both MR states
that seems to be relatively constant in temperature. Since the blocking temperature of these
devices are ∼100-120 K but our measurement stops at 90 K, it is unclear whether this offset
disappears as temperature is further increased. The high resistivity/ coercivity state also has
a lower value for exchange bias, as was the case for the bipolar device. These measurements
were also reproduced on other devices on different chips, for both the unipolar and bipolar
case.
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a b

Figure 4.15: The temperature dependence of the exchange bias modulation. A device with
current in the [110] direction and applied field in the Bx direction is shown in (a) where
bipolar modulation is displayed. A device with current in the [100] direction and applied
field in the Bx direction is shown in (b) where unipolar modulation is displayed.

4.8 Temperature Dependent Coercivity and

Comparison to PZT/LSMO device

From the measurement of exchange bias vs. temperature, the temperature dependence of
coercivity can also be extracted. To offer some comparisons, these measurements were also
performed on a similarly built Pb(Zr0.2Ti0.8)O3 (PZT)/LSMO control field effect device.
Since PZT is only a FE, without any additional AFM order, it is useful to use this device as
a control to highlight some of the properties unique to the BFO/LSMO device. In Fig. 4.16
is seen that the large modulation of magnetic coercivity is unique to the BFO/LSMO system.
In the PZT/LSMO device, only a small change in magnetic coercivity is induced between
different polarization states likely due to electrostatic doping from the ferroelectric[67, 68].
Since there are no exchange interactions at the interface of the PZT/LSMO device, we
argue that the larger coercive modulation in the BFO/LSMO system is solely due to the
modulation of interfacial magnetic coupling strength.
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Figure 4.16: Temperature dependence of magnetic coercivity is presented for both a
BFO/LSMO based field effect device and a PZT/LSMO based field effect device.

4.9 Sheet Resistance vs. Temperature

To obtain temperature dependent sheet resistance measurements (R-T measurements), a
slightly different technique was used. Here we use the same dual lock-in technique to measure
both current and voltage, but instead of using the temperature controller to control at specific
temperatures, the temperature was ramped up at the rate of ∼0.2 K/s and the resistance
was measured continuously. The slow rate of warming was needed to assure that the sample
was in thermal equilibrium with the thermometer at all times. Initially the device sits at 5.5
K when a ±24 V voltage pulse is used to fully polarize the device into a specific polarization
state before temperature ramping starts and the measurement begins.

Manganites such as LSMO exhibit unique behavior near room temperature, where LSMO
undergoes a transition from an insulating to a metallic state at TC . This is due to the
effects of the double exchange transport mechanism. Initially the high temperature state is
dominated by polarons in a strongly electron-phonon coupled transport regime where charge
carriers can self-localize if energetically favorable lattice distortions exist [51]. This polaronic
transport regime leads to a insulating state above TC that transitions into a metallic state
dominated by double exchange transport below TC . Because of these mechanisms, a peak in
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Figure 4.17: Temperature dependence of channel sheet resistance is presented. The Curie
temperature of the channel can be determined from the high temperature peak in the R-T
curve and is noted on the plot by arrows. The inset shows the same R-T curve but at low
temperatures.

resistivity occurs at TC in LSMO. Using this fact, we can judge what effect BFO polarization
has on the TC of LSMO. The results of the R-T measurement are presented in Fig. 4.17
for both states. A 13.5 K difference in TC between the two different BFO polarization
states can be observed, from 272.1 K in the low resistance state to 258.6 K in the high
resistance state. This change in TC is likely due to electrostatic doping, since we are above
the exchange bias blocking temperature in this system, and this behavior is similar to TC

modulation in PZT/LSMO devices built by other groups [67, 68]. Here the carrier density is
being modulated due the electrostatic effects of the changing BFO polarization, the resulting
effect is the same as if the carrier density were to have changed due to a change in Sr doping
in LSMO. The effect of carrier density modulation is examined in a later section in this
chapter. The TC in this device is lower than typical bulk LSMO, which exists at ∼390 K
at its highest, but is typical for thin film LSMO where TC is reduced as LSMO thickness is
reduced. Measurements of TC using this method match well with the value obtained using
SQUID magnetometery in unpatterned BFO/LSMO heterostructures.
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4.10 Hall Effect
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Figure 4.18: A schematic diagram showing how a four-point hall effect measurement is
measured in our device.

To observe true effect of BFO polarization on LSMO carrier density, a more direct mea-
surement such as the Hall effect is necessary. First discovered in 1897 by Edwin Hall while
working on his doctoral degree, the Hall effect has since become a standard way of measuring
carrier density in electronic materials. In the most general terms, the Hall effect refers to the
accumulation of charge (which produces a voltage known as the Hall voltage) transverse to
the current in the conductor when magnetic field is applied perpendicular to current. This is
illustrated in Fig. 4.18. To make things more convenient we introduce a conductivity tensor
as follows. For transport only in the x-y plane, we can define this as a 2x2 matrix.

~j = σ̂ ~E (4.5)

σ̂ =

(
σxx σxy
σyx σyy

)
(4.6)

Based on the Onsager reciprocity relations we can say σxx = σyy and σyx = −σxy. Then
these reduce to

σ̂ =

(
σxx σxy
−σxy σxx

)
(4.7)

and

ρ̂ =

(
σxx σxy
−σxy σxx

)−1

=
1

σ2
xx + σ2

xy

(
σxx −σxy
σxy σxx

)
. (4.8)
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Similarly,

σ̂ =
1

ρ2xx + ρ2xy

(
ρxx −ρxy
ρxy ρxx

)
. (4.9)

If one applies a magnetic field, B, to the sample in the z direction, we can measure the
resistance in the x direction, Rxx = Vx/Ix, this can give you ρxx in the usual way. At the
same time one can measure the Hall resistance Rxy = Vy/Ix , and similarly find ρxy. Knowing
ρxx vs. B will give the usual magnetoresistance of the sample, and ρxy vs. B will give the
Hall measurement.

Now we examine the electrodynamics of one electron traveling through the hall bar (Fig.

4.18). We know that the force on the electron can be described as ~F = md~v
dt

= ~d~k
dt

, and it

is possible to including scattering by modifying the equation to ~F = m( d
dt

+ 1
τ
)~v, where τ is

the collision time. With this knowledge in addition to the equations for the Lorentz force on
the electron, ~F = −e( ~E + 1

c
~v × ~B), we are able to deduce that in steady state we have the

following relations:

vx = −eτ
m
Ex − ωcτvy, (4.10)

vy = −eτ
m
Ey + ωcτvx, (4.11)

vz = −eτ
m
Ez, (4.12)

where ωc = eB/mc, is the cyclotron frequency.
Now by demanding a transverse electric field to stop the electrons from flowing out of

the material, we can obtain a relation between Ey and Ex.

Ey = −ωcτEx (4.13)

From this it can be worked out that, for an electron density of n:

σxx =
ne2τ

m

1

1 + (ωcτ)2
, (4.14)

σxy = −nec
B

(ωcτ)2

1 + (ωcτ)2
. (4.15)

Here σxy has a simple relation to B, namely that its inversely proportional to it. As you can
see, as we go to the high impurity limit, where ωcτ � 1, the simple relation that σxy = −nec

B

holds, and it is easy to find out the carrier type and density. By switching to transverse
resistivity and converting to SI we obtain:

ρxy = − 1

ne
B. (4.16)

The slope of the line when ρxy vs. B is plotted is commonly referred to as the Hall coefficient
RH . The sign of RH gives the sign of the charge carrier and the carrier density can be derived
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from its magnitude. In magnetic materials this simple relation becomes more complicated
due to the anomalous Hall effect, which introduces a magnetization dependent term to the
Hall resistivity. The total Hall resistivity for magnetic materials is written as:

ρxy(B) = RHB + µ0RSM(B). (4.17)

- 2 8
- 2 4
- 2 0
- 1 6

 

 

 

R XY
(Ω

)

a

- 2 8
- 2 4
- 2 0
- 1 6

 
 

 
b

- 9 - 6 - 3 0 3 6 9- 2 8

- 2 6

- 2 4

- 2 2

Ev
en

{R
XY

} (Ω
)

M a g n e t i c  F i e l d  ( T )

c

- 4

- 2

0

2

4
 O

dd
{R

XY
} (Ω

)

 

Figure 4.19: The process to obtaining the Hall coefficient from a BFO/LSMO field effect
device is outlined. (a) shows the raw Rxy trace after sweeping magnetic field through 20 T.
(b) shows the data now averaged together to remove the hysteresis from the traces. (c) shows
the result of taking the even and odd components of the data in (b). The even component
represents the magnetoresistance measured due to nonuniformity in the voltage probes, while
the odd component represents the true Rxy. The dotted line represents the fit used to extract
the Hall coefficient, beyond the anomalous hall portion of the curve.
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To obtain these measurements of the carrier density with respect to BFO polarization, the
sample was cooled to 5.5 K in no magnetic field. A voltage pulse sequence was then applied
to the device with a Hall effect measurement between each pulse, similar to the measurement
of MR except that the transverse voltage VH is now measured instead of VMR and magnetic
field is now applied out of plane (Fig. 4.18). Due to small offsets in the voltage probes
due to lithographic errors from process nonuniformity, a component of magnetoresistance
is always concomitantly measured. To extract the hall component, several sweeps of Rxy

were measured from between +/- 10 T. These sweeps were averaged together to eliminate
hysteresis and the odd part of the trace is taken. Here the odd and even parts of a function
are defined as follows:

Odd{f(x)} =
1

2
(f(x)− f(−x)) (4.18)

Even{f(x)} =
1

2
(f(x) + f(−x)). (4.19)

Due to the fact that the magnetoresistance is an even function with respect of magnetic
field, we are only left with the Hall component. From this we look at the portion of the Rxy

vs. B that is outside of the anomalous Hall regime (after magnetization has been saturated)
and extract the Hall coefficient/carrier density. This process is outlined in Fig. 4.19. Sheet
carrier density was measured each time after a +/-24 V gate pulse in a sequence outlined in
Fig. 4.20, in a similar way to the exchange bias measurements.

Ordinary hall effect

Figure 4.20 shows that BFO polarization affects sheet carrier density as one would expect
from a ferroelectrically doped channel. There are fewer carriers in the high resistance state,
while there are more carriers in the low resistance state. Carrier density appears to change
from pulse to pulse, even when two successive pulses are of the same polarity. This is perhaps
due to domain motion, and edge polarization effects that cause portions of the channel to
not be evenly affected by the BFO. It can be seen that there is roughly only a ∼30% change
in carrier density, despite the fact that resistivity of the channel changes over 300%. Clearly
other factors play into the modulation of channel resistance that are unrelated to electrostatic
doping. It is possible that the amount of scattering is increased when BFO polarization is
switched due to motion of the electron gas into a more disordered region, or that phase
separation plays a larger role in the modulation of resistance than previously thought.

Anomalous hall effect

In addition to the change in the ordinary Hall effect, BFO polarization switching affects the
anomalous portion of ρxy as well. In Fig. 4.21, the Hall effect in two devices are compared.
One device is oriented so current is along the [100] direction, and the other is oriented so
current is along the [110] direction. The individual sweeps for Hall effect measurements
were averaged together for each BFO polarization state in each device and plotted together
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Figure 4.20: Using a similar measurement method as with MR measurements, a sequence
of voltage pulses was applied to the gate, and Hall measurements were performed after each
pulse. Here, the modulation of carrier density with respect to BFO polarization is shown.

to analyse the average Hall behavior. Here we observed that while in both devices the
ordinary Hall effect behaves similarly, there was a remarkable difference in the behaviors
in the anomalous Hall region of both devices. In the [100] device there was almost no
anomalous Hall component in the +24 V state, while in the [110] device it is almost the
same in both ±24 V states. This means that in the [100] device, we can electrically switch
the anomalous Hall effect on and off. This result is important due to the fact that there are
otherwise no significant differences between the two device orientations, and may lead to the
understanding of why one out of four total device configurations shows unipolar modulation
and the other three are bipolar.
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a b[110] Oriented Device [100] Oriented Device

Figure 4.21: Averaged Hall effect measurements are shown for two devices, in both polar-
ization states. The device oriented in the [110] direction shows no change in the anomalous
region of the Hall data between polarization states in (a), while the device oriented in the
[100] direction does.
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Chapter 5

Mechanism for the Electric Control of
Exchange Bias

In this chapter we attempt to explain the mechanisms responsible for exchange bias modu-
lation using the information gathered from experiments. A summary of some of the unex-
plained phenomena seen in our devices is presented here. It has been observed that:

1. Exchange bias can be reversibly controlled with electric field into two different static
states.

2. The exchange bias modulation behavior is strongly dependent on the remanent mag-
netization state when either gate voltage pulses are applied.

3. Two types of exchange bias modulation behavior occur (either unipolar or bipolar),
which is determined by the direction the magnetic field is applied relative to the current
in the channel.

4. Channel resistance and magnetic coercivity can also be reversibly controlled with elec-
tric field. The -24 V gate pulse state corresponds to the up polarization, low coercivity,
and low resistance state, while the +24 V gate pulse state corresponds to the down
polarization, high coercivity, and high resistance state.

5. When BFO/LSMO devices are compared to PZT/LSMO devices the change in coer-
civity is larger in BFO/LSMO devices at all temperatures measured.

Using the current understanding of exchange bias, oxide interface interactions, and mangan-
ite transport we can speculate on the underlying mechanisms behind these effects.

5.1 Eliminating Possible Models

Before introducing any device models it is prudent to thoroughly eliminate as many possible
explanations for device behavior as possible. First, we examine thermal effects caused by
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BiFeO3CoFe2O4 La0.7Sr0.3MnO3

Nanopillar matrix Multilayer

Figure 5.1: An illustration showing the difference between self assembled BFO/CoFe2O4

nanopillars and BFO/LSMO multilayers. Strain is efficiently transferred to the CoFe2O4 in
the nanopillar matrix, while strain is not transferred to the LSMO due to substrate clamping.

Joule heating on our device, namely the possibility that the gate pulses are heating the
system above the blocking temperature (TB ∼100-120 K). At our experimental temperature
of 5.5 K the measured gate resistance is well over 100 GΩ (which would correspond to a
maximum leakage current of 0.24 nA). With these limits, the total power dissipated within
the device can be estimated to be 6 nW. This upper limit on power dissipation is negligible
due to fact that samples are linked strongly to the helium bath and heat is easily dissipated.
Further support for this conclusion can be argued that since the channel resistance is directly
related to temperature, heating effects would manifest as an increase in resistance. We see
no such evidence of this behavior; even with large voltages applied to the gate for several
minutes there was no observed change in channel resistance. From this we conclude that
we are unlikely affecting device behavior through any type of thermal effect from the gating
voltage.

Next we examine the effects of strain on the device. By changing the polarization of
BFO, strain can be transferred to the neighboring LSMO layer. It is then possible that
gating is inducing magnetostrictive effects in the LSMO layer. Self-assembled CoFe2O4

vertical columnar nanostructures embedded in a BFO matrix have been shown to reverse
magnetization after repeated BFO polarization switches [69]. This is believed to be due
to the effect of strain-induced magnetic anisotropy changes in the CoFe2O4. Can a similar
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magnetostrictive effect occur in our BFO/LSMO system? One key difference between the two
experiments is that the BFO/LSMO structure is a bilayer thin film, while the BFO/CoFe2O4

system is made of CoFe2O4 nanopillars embedded in a BFO matrix (Fig. 5.1). In the latter,
strain is more efficiently transferred to the magnetic material, while in the former the strain
is not efficiently transferred due to clamping from the substrate [70, 71]. Similar strain-
induced magnetoelectric effect experiments on PZT/LSMO bilayers have shown little effect
on magnetization [72]. Our own experiments with a PZT/LSMO field effect device show no
large change in magnetic behavior between different PZT polarization states, and the small
amount of change is likely due to electrostatic doping not strain effects [67]. Additionally, no
difference in modulation behavior was shown in our BFO/LSMO devices when experiments
were performed with a large DC voltage continuously applied to the gate instead of gate
pulses, suggesting that additional strain from the linear converse piezoelectric effect does
not affect LSMO. From this we conclude that strain is not a factor in the behavior of our
devices.

Finally, we examine the effect of BFO domain structure on our device. In our measure-
ments a gate voltage is only applied in the [001] (OOP) direction to polarize the BFO. Using
piezoresponse-force microscopy as outlined in a previous chapter, it has been shown that
BFO polarization out-of-plane is fully saturated, however complex domain structures may
still form in-plane since there are four degenerate in-plane polarization states (Fig. 2.7).
Work done on Co0.9Fe0.1(CoFe)/BFO heterostructures shows a specific type of ferroelectric
domain wall in BFO was a likely cause of exchange bias in this system [73]. Specifically, it
was observed that a predominantly 71◦ domain structure in the BFO leads to an exchange
enhancement of the coercive field, while a predominantly 109◦ domain structure leads to
exchange bias. In contrast, in this present work, although the BFO domain structure is
predominantly of the 71◦ type we still observe exchange bias. Furthermore, measurements
of exchange bias in LSMO/BFO samples with different domain structures all show the same
magnitude of exchange bias. Exchange bias is also independent of 71◦ domain wall spacing
in this system, further indicating that the coupling is not occurring at the walls. Therefore,
we believe that the mechanism for exchange bias in such epitaxial heterostructures is funda-
mentally different from the CoFe/BFO interface. Since we cannot measure the IP domain
structure concurrently with our magnetotransport measurements, domains structure may
still play a role in exchange bias behavior, but not in a way similar to the case with CoFe
since the origin of exchange bias is different in LSMO [57].

5.2 Phenomenological Model

Having eliminated some possible mechanisms, we can now offer an informed model of our
device. Current exchange bias models are based on the existence of an interface state between
the AFM and FM that is markedly different than either the FM or the AFM individually [29].
Such an interface state will produce two different types of spins that contribute unequally
to the exchange bias system[25, 74–76]. Some interface spins will become pinned in only
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one direction by the AFM, unaffected by magnetic field. The interaction between these
pinned spins and the FM causes an effective “bias field” that the underlying FM layer must
overcome before magnetization can be switched, resulting in exchange bias. Other interface
spins will rotate with the FM layer when magnetic field is swept, because they are coupled
more tightly to the FM than the AFM. This results in a spin drag effect that increases the
coercivity of the FM material. Recently, several groups have observed these types of magnetic
interface interactions in exchange bias systems [28, 77]. As outlined in a previous chapter, in
BFO/LSMO heterostructures the interface is unique due to an emergent interfacial magnetic
state resulting from the enhanced canting of the AFM spins in an otherwise magnetically
compensated interface [57]. It was shown that this state is directly related to exchange bias.
Also it was shown that in this system the coupling between Fe3+ ions in the magnetic interface
layer and the Mn3+/4+ ions in LSMO was antiferromagnetic in nature, meaning these spins
are anti-aligned. Many exchange bias systems exhibit this type of AFM interfacial coupling,
but no reversals in exchange bias occur until extremely high magnetic fields are applied to
overcome the interfacial coupling and align all spins to the external magnetic field. Since we
do not use such high fields, the basic exchange bias model described above does not change.
Some spins will be pinned, and some will rotate with the FM; although since the coupling to
the interface layer is antiferromagnetic, the interface spins will evolve in the opposite fashion
as compared to the ferromagnetically coupled case [78].

Based on these models for exchange bias, we present a physical model that explains the
following effects: bipolar exchange bias modulation, the remanent magnetization dependence
of that modulation,and coercivity modulation. Furthermore, this picture also explains why
exchange bias magnitude is lower in the high coercivity state than in the low coercivity state
regardless of MR. The progression of the magnetic state in our device as magnetic field is
swept and after a gate pulse reverses BFO polarization is shown in Fig. 5.2. Figure 5.2a
shows the progression in terms of a magnetic hysteresis loop and Fig. 5.2b shows the same
progression but from an interfacial spin state perspective. Due to the ferroelectric nature of
BFO, when ferroelectric polarization is switched, the Fe and Bi ions will move relative to the
oxygen octahedra [79]. Since the LSMO channel does not exhibit the same effect, the Fe ion
at the interface in BFO exists in two different states depending on ferroelectric polarization,
one closer to the LSMO channel and one further away. In our system the AFM anisotropy
is much greater than the FM anisotropy [43, 80], thus we are left with only two parameters
that determine the exchange bias behavior: AFM anisotropy (KAFM) and the interfacial
interaction energy (JAFM/FM). By changing the distance between interacting ions, we are
manipulating JAFM/FM relative to KAFM causing two different exchange bias states to exist:
the high JAFM/FM (positive gate voltage pulse, down polarization, high resistivity, Fe closer
to interface) state and the low JAFM/FM (negative gate voltage pulse, up polarization,low
resistivity, Fe further from interface) state. Initially (Fig. 5.2b1) the system is in the negative
magnetization state, with small magnitude positive exchange bias and high coercivity. As
magnetic field is swept (Fig. 5.2b1-5) a large number of interfacial spins rotate with the
FM while a smaller fraction remain pinned, this results in the high coercivity/low exchange
bias state and is caused by increased coupling to the FM due to ionic displacement. After
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Figure 5.2: (a) Example magnetic hysteresis curve of LSMO before and after BFO ferroelec-
tric polarization reversal in the negative remanent magnetization state. Numbers and arrows
represent the progression of time as magnetic field is swept. (b) Depiction of interfacial spins
for each number in (a). AFM anisotropy is reduced at the interface between a FM (orange)
and AFM (blue) creating an interface layer (red) with rotatable AFM spins (dashed red ar-
rows) that rotate with the FM when magnetic field is applied and pinned AFM spins (bold
red arrows) that are not affected by applied magnetic field.
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applying a negative voltage pulse to the gate and changing ferroelectric polarization we are
now in a different regime and the device now exhibits high magnitude negative exchange
bias and low coercivity (Fig. 5.2b6). Since the coupling at the interface is weakened due
to ionic displacement, a larger fraction of interfacial spins are pinned to the AFM. Due to
the coupled AFM/FE order in BFO the individual coupled spins have also changed polarity
leading to exchange bias reversal.

It was observed in all devices, that changing between remanent magnetization states
required positive gate pulses before negative pulses. By merely reversing the direction of
sweeping magnetic field (thus leaving the system in the reverse remanent magnetization),
exchange bias behavior does not significantly change even upon further negative pulsing.
Using the same model, we can explain this effect and the remanent magnetization dependence
of exchange bias modulation. A positive voltage pulse is first required to increase coupling
to the FM so more interfacial spins rotate with the LSMO upon sweeping. After sweeping
magnetic field, the rotatable spins will now be in the direction of the LSMO remanent
magnetization, and once a negative voltage pulse is applied, some fraction of these rotatable
spins become pinned contributing to exchange bias in the exact opposite way it would have
behaved in the opposite remanent magnetization. Note that here we assume that the AFM
has no effect on setting the exchange bias polarity, and only has the ability to flip the pinned
spins once a remanent magnetization state is determined.

5.3 Unipolar vs. Bipolar Modulation

The marked similarity of modulation behavior between the three bipolar configurations sug-
gests that unipolar modulation is a special case, and there might exist a mechanism that
nullifies the bipolar behavior. In fact, as we see in Fig. 4.14, the high-coercivity state in
the unipolar device has roughly the same exchange bias polarity and magnitude as in the
bipolar device. This suggests that the model for exchange bias modulation in the unipolar
devices is still the same, but the effect of pinned spins reversing under BFO polarization
switching is absent. The exchange bias magnitude is still larger in the low-coercivity state
which suggests that there is still an increase in pinned spins but the direction is solely deter-
mined by the magnetization of the LSMO and is not flipped by BFO polarization. Reasons
for this lack of spin reversal are not well understood although they may be related to the
BFO ferroelectric domain structure in-plane, which can only be imaged on the unpatterned
heterostructures at room temperature before device fabrication and thus remains a mystery
to us after numerous switches. Changes in the domain structure could favor a certain type
of switching behavior that leaves AFM interface spins untouched upon switching.

The only other evidence for differences between devices is the change in anomalous Hall
effect in [100] devices when BFO polarization is switched, which does not appear in [110]
devices. In manganite systems the anomalous Hall effect is even more complex than in
conventional ferromagnetic systems. As a reminder the Hall effect in ferromagnetic systems
behaves as ρxy(B) = RHB+µ0RSM(B). In conventional ferromagnetic systems both RH and
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RS have the same sign, but in LSMO RH has hole-like behavior while RS is electron-like. This
causes the characteristic dip near zero magnetic field in Fig. 4.21. The current understanding
of the origin of this effect involves modifying the anomalous Hall effect for double exchange
systems. Here a charge carrier moves in a topologically nontrivial spin background that
causes it to acquire a Berry phase that affects the motion of the charge carrier in the same
way a phase arising from a physical magnetic field would [81]. This “magnetic field” then
contributes in a way opposite to the applied physical magnetic field. This Berry phase
contribution is highly related to spin-orbit coupling strength in the material. Work has
been done in La2/3Ca1/3MnO3 systems that show there is a difference in spin-orbit coupling
strength when current is directed along the [100] vs. the [110] directions through anomalous
Hall effect and anisotropic magnetoresistance measurements [82]. In our device we go one
step further, where anomalous Hall effect can be electrically controlled in [100] oriented
devices. While the underlying mechanisms for this are unclear, one theory might involve
the ability to change spin-orbit coupling strength in LSMO with BFO polarization. This
could be yet another important factor in whether the device behaves in a bipolar or unipolar
fashion.

5.4 Path to Full Control of Magnetization and Room

Temperature Operation

Having examined the possible mechanisms behind exchange bias modulation, now we can
speculate on some of the necessary steps to take in order to fully control the magnetization
of a thin film ferromagnet at room temperature with electric field. Two of the most obvious
requirements to enable the switching of magnetization at room temperature is that HEB >HC

(Fig. 1.6) , and that the blocking temperature must exist above room temperature. Currently
we are in the regime where HEB <HC , such that even though we are modulating exchange
bias through zero magnetic field, magnetization does not switch. Additionally, the blocking
temperature of this system sits well below room temperature at around 100-120 K.

Without changing the materials system, we can attempt to counter some of these effects
through careful materials engineering. A simple way to increase exchange bias is to grow
the LSMO thinner. This increases the contribution of the interface layer and has been
shown to increase exchange bias in this system. The problem with this method is that there
is an electronic/magnetic dead layer in LSMO when the thickness is reduced below 8 u.c.,
though this fact is highly growth dependent and perhaps higher quality growth can reduce or
circumvent this limitation [64]. Another method of increasing exchange bias in this system is
by changing the interface termination at the BFO/LSMO interface. By adding an additional
2.5 u.c. thick layer of SrRuO3 before the growth of LSMO, the termination of LSMO at the
interface can be changed from a MnO2 termination to a La0.7Sr0.3O termination. Exchange
bias in these systems has been shown to increase, although not to the point where HEB >HC .
Additionally, since BFO exhibits a compensated magnetic interface along the (100) plane, we
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can attempt to create an uncompensated plane to increase exchange bias by allowing growth
to occur on the (111) planes, which may increase blocking temperature as well. In a system
like this, gating will become more difficult because a voltage applied along the out-of-plane
direction will only involve 180◦ switchs in polarization which will leave the AFM easy planes
unchanged.

By changing the materials system, we open the door to a larger number of possibilities.
By changing the FM layer it is possible to have exchange bias occur in several other systems
coupled to BFO such as CoFe [73], CoFeB [83],CoFe2O4 [69],or NiFe[84]. Some of the key
factors in selecting which ferromagnetic material may enhance performance use are outlined
here:

1. The system should exhibit room temperature exchange bias.

2. The system should have HEB >HC .

3. It should be easy to create high quality epitaxial interfaces between the FM and BFO.

4. It should be easy to create high quality thin films of this material without dead layers.

5. The material should ideally not have complicated electronic transport properties (like
phase separation in LSMO).

To this date there are no FM materials that exhibit all these behaviors when coupled to
BFO. CoFe and NiFe come the closest although creating high quality epitaxial single crystal
interfaces is a challenge [85]. Using a different mechanism, progress has been made in terms
of switching magnetization with BFO in CoFe systems. Here the magnetic moment in a non-
exchange biased sample of BFO/CoFe is directly coupled to the canted magnetic moment in
BFO allowing for magnetization reversal in some BFO/CoFe heterostructures closely related
to the IP domain structure [86]. Another method of obtaining a higher level of control in
BFO systems is through device engineering. We have seen that in-plane domain structure
plays a large role in some BFO coupled systems. Through nanoscale device engineering
we create a device within a single ferroelectric domain of BFO. By introducing both a top
electrode gate, and a side gate, electric field can now be applied in four different directions.
If a BFO field effect device is patterned along the [110] direction, there will only be four
possible polarization directions in BFO that can be directly controlled with the application
of gate voltage. E-beam lithography techniques will be necessary to pattern side gates close
enough to the channel that excessive voltages will not have to be applied to switch the
BFO in the in-plane direction. In Fig. 5.3, a example of a nanopatterned Hall bar with
side gates are shown. This mask was patterned using e-beam lithography and reactive ion
etching on a trilayer mask consisting of Shipley S1808 photoresist/Ge/PMMA. At this scale,
gating through both the top and side gates would roughly only require 24 V to fully polarize.
Through this type of nanoscale device engineering, we gain extra control over some factors
contributing to exchange bias in BFO systems and perhaps open the door to full reversible
static magnetization control when the right material systems are used.
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a b
Side gates

Side gates

Hall bar

Figure 5.3: A scanning electron micrograph of a nanopatterned Hall bar type structure
with side gates. This pattern was written using e-beam lithography into a electron beam
sensitive resist (PMMA), and further patterned using reactive ion etching. The result is a
tall nanoscale trilayer mask made from Shipley S1808 photoresist, Ge, and PMMA ready for
ion milling. (a) is a top down view, where (b) is viewed at a 28◦ tilt angle.
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Chapter 6

Conclusions and Future Prospects

We have discovered a mechanism for the direct control of exchange bias with electric field,
the first time this has been accomplished in any system. This effect is reversible and comes
concurrently with the modulation of channel resistance (sometimes over 300%), and the
modulation of magnetic coercivity. Since LSMO is highly spin polarized at low temperatures
[87], and this device architecture is already designed as a field effect device ready for use, one
can immediately see the potential applications. This type of exchange bias control is also a
crucial first step toward fully controlling the magnetization of a thin film using an electric
field [88, 89]. Using this method of controlling magnetization would offer a low-current/low-
power alternative to the typical current induced magnetization control mechanisms [90]. In
addition, in this device we are able to directly manipulate the interfacial spin structure
between a FM and an AFM and see the immediate effects. This allows us to peer into the
exchange bias mystery in a way that has not been done before and what we observe matches
the current understanding of exchange bias systems, thus expanding our understanding of
this interface phenomenon.

However, there are still several unexplained aspects of these devices, the most salient of
which is the relationship between device configuration and unipolar/bipolar exchange bias
modulation. This begs for more experimentation into the angular dependence of exchange
bias modulation, as well as a more careful examination of in-plane domain structure. Cre-
ating a similar Hall bar device in the nanoscale regime, where single domain control of BFO
polarization can be accomplished, will help elucidate some of these effects. Additionally,
more careful angular dependent studies into the anomalous Hall effect could reveal that
some basic property of the material, such as spin orbit coupling strength, is changing and
causing unipolar behavior. From a more basic manganite physics standpoint, one question
left unanswered is why the LSMO carrier density only changes by approximately 30% when
channel resistance sometimes changes 300% with BFO polarization. This may be due to
heavily decreased mobility due to the fact that the system is close to a thickness limit where
the film goes insulating, but phase separation may also play a role. Since LSMO has a larger
bandwidth than its closely related cousins such as La1−xCaxMnO3, it is expected that there
are less phase separation effects in its transport properties, although this is likely to change
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as the thickness of LSMO is decreased. Investigations into the phase separated nature of
ultrathin-film LSMO are necessary to shed light on this topic. Additionally, the Under-
standing all these topics will allow for further improvement on this device structure, which
may eventually lead to large exchange bias effects and the full control of magnetization up
to room temperature. From both a device applications and physics standpoint, the results
gathered from BFO/LSMO field effect devices represent an exciting advance for the next
generation of exchange bias systems and devices.
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