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Abstract 
New model systems for molecular docking: Understanding 
molecular recognition in polar and charged binding sites 

 

Virtual screening is a powerful tool in drug discovery, with the potential to find 

novel ligands for therapeutically relevant target structures. However, the field is plagued 

by both false positive and false negative predictions. This is due to approximations within 

the scoring functions, leading to the failure to distinguish between true ligands and high-

ranking nonbinders (decoys). To compound the problem, in a typical target the 

complexity of the ligand-receptor interactions prevents us from unraveling the many 

components of the binding energy that lead to the incorrect predictions. Model binding 

sites provide simpler systems in which individual terms can be isolated and studied. 

In Chapter 1, cytochrome c peroxidase (CCP) W191G, an anionic, wet, and 

buried cavity is introduced. This cavity primarily binds aromatic monocations; dications 

and most neutral molecules do not bind detectably. In Chapter 2, CCP W191G is 

included in a series of model systems (the T4 lysozyme L99A hydrophobic and 

L99A/M102Q polar cavities) to evaluate MM-GBSA rescoring of docking hit lists; both 

chapters consider the case for CCP W191G where the scoring function must balance the 

cost of ligand desolvation with the favorable electrostatic interaction energy between 

ligand and protein. 

Chapter 3 returns to the T4 lysozyme L99A/M102Q polar models system for 

absolute and relative binding free energy predictions. This system proved to be difficult 

for the free energy methods, but not due to the additional polarity, as we had initially 
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predicted. Instead, protein conformational change, sampling of reasonable ligand 

orientations and methodological failures proved a challenge to accurate predictions. 

In the final chapter, a new open cavity in cytochrome c peroxidase, created by the 

W191G\P190G ΔG192-A193 deletion mutant is introduced. The cavity contains multiple 

ordered waters and an interface to bulk solvent. This more complicated cavity presents an 

opportunity to investigate displacing individual ordered waters, and the potential for 

neutral ligands in a charged cavity. Implications for this new charged, open cavity and 

preliminary results are discussed in Chapter 4: Future Directions. 
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Introduction 
 

I. Understanding molecular recognition  

When I applied to the chemistry and chemical biology program at UCSF I knew 

that my interests were in the area of developing tools to understand biology, in particular 

for drug discovery and rational drug design. Having graduated with a B.S. in chemistry, 

my inclination was to think of the problem from the chemistry side of the equation, 

designing “chemical tools”—small molecules specifically designed to interact with a 

particular protein target—to investigate the recognition of a substrate by a protein, 

perhaps to elucidate the mechanism of catalysis, or as an inhibitor of protein function for 

a therapeutically relevant target. In the Shoichet group, I was introduced to an alternative 

approach; to understand molecular recognition in a biological context we would instead 

design the receptor, in this case an artificial binding site in a protein, which could 

selectively bind small molecules based on properties we engineered into the cavity. The 

knowledge we then gained from these systems would be leveraged into advances in 

computational methods for drug discovery. 

Molecular recognition is a broadly used term, but in general it describes the 

interaction of two molecules through non-covalent bonding, such as van der Waals 

forces, electrostatics, hydrogen bonding, and hydrophobic burial of non-polar groups. 

The definition of molecular recognition also implies a best-fit between the receptor and 

ligand, where one molecule finds an optimal conformation in the binding site of another 

molecule. Fischer first proposed this view of the complementarity between enzyme and 

substrate with the lock-and-key model in 1894.1 Although he assumed a rigid receptor, 
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which has long since been replaced with knowledge of protein flexibility and induced-fit 

upon ligand binding2, the original connection between selectivity for a receptor and 

complementarity of the ligand fit still stands as a milestone to the way we think about the 

interaction of biological molecules. 

Some of the earliest examples of experimental models for molecular recognition 

were the cyclic polyether host-guest systems; work resulting in the 1987 Nobel Prize in 

Chemistry, awarded to Charles Pedersen, Donald J. Cram and Jean-Marie Lehn for the 

discovery, synthesis and uses of crown ethers and cryptands.3-6 As early as 1967, Charles 

Pedersen determined that crown ethers (the “host” molecule) had the ability to bind alkali 

metal cations (the “guest”). Cryptands, analogs of crown ethers, bury the “guest” within 

the center of the host. The cryptand host-guest systems are more selective, and the 

enclosure of the ligand within the structure also allows discrimination between size of the 

guest molecule that can bind.7 Since then, host-guest systems have become popular as a 

means to investigate particular properties of molecular recognition. One intriguing 

example are the class of host-guest systems known as molecular tweezers, which are 

open “host” molecules that bind “guests” using non-covalent bonding, such as hydrogen 

bonds or van der Waals interactions.8-15 These systems have proved useful for 

computational studies of molecular recognition16-18; however, they lack the biological 

context that is critical to the development of computational methods for drug discovery. 

II. Computational methods for drug discovery 

The goal of molecular docking is to computationally recapitulate molecular 

recognition between two molecules of interest, the protein target (receptor) and small 

molecule (ligand). There are many types of programs that attempt this, from DOCK, 
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which was among the very first docking program developed by Kuntz et al, which was 

simply a shape-based descriptor method19-21, to more sophisticated molecular mechanics 

or molecular dynamics methods, using generalized born or Poisson Boltzmann methods 

for implicit solvent treatment22-28, and finally, full simulations of the ligand and receptor 

in implicit or explicit water.16-18,29-44  As the methods become more physically realistic 

the computational cost increases; MM-GBSA methods are orders of magnitude slower 

than simple docking methods, but still allow a relatively large number of molecules to be 

screened compared to full free energy calculations in explicit water, which can only 

realistically be used for small sets of compounds.45,46  

In drug discovery, computationally screening large libraries of compounds has 

become relatively inexpensive, thanks to advances in computing (the advent of modern 

processors and parallel computing); however, virtually screening a large database of 

small molecules against a protein target of interest requires speed which generally 

translates into sacrificing accuracy. The reason that there is still interest in this approach 

is that many more molecules can be considered, compared to the similar experimental 

assay approach, a high through-put screen (HTS), and the hit rate from the virtual screen 

is typically at least 10 fold better, in cases where the two approaches have been 

compared.47-50 Also, the focus on screening commercially available compounds51 enables 

feasible follow-up of interesting hits. But the lack of accuracy results in a high number of 

failures. These failures, false negatives—true ligands missed by the docking methods—

and the generally more exasperating case, false positives—compounds that don’t in fact 

bind, but score well and flood the top of the docking hit lists—are expensive failures, 

because they waste both time and resources. Rescoring with more sophisticated 



 4

algorithms is one way to try and “rescue” false negatives and improve enrichment of 

likely ligands; these methods are considered in this work (Chapter 2), but have their own 

limitations and inaccuracies. Therefore, understanding why the docking method fails at 

molecular recognition is the very heart of the problem, and part of the solution lies in 

specially designed model systems.  

III. Polar and charged model systems for molecular docking 

Two model systems in T4 lysozyme, the hydrophobic cavity created by the 

L99 A mutation, and the slightly polar cavity created by the addition M102 Q 

mutation, were already well established when I joined the Shoichet lab. They had been 

used successfully to evaluate ligand charge models and desolvation52, and docking 

against a “flexible” receptor.53 However, both systems were primarily hydrophobic, 

although the L99A/M102Q cavity was slightly polar and had hydrogen bonding potential; 

what was missing was a cavity with an isolated and buried charge.  So to expand our suite 

of model systems we needed a charged cavity, preferably one that could potentially bind 

charged ligands. Work on a new charged mutant in T4 lysozyme, M102 E by our 

collaborators in Brian Matthews group at the University of Oregon, was proving to be 

extremely difficult; placing a charge in a hydrophobic pocket destabilized the protein, 

even with additional stability mutations engineered into the protein, and recent evidence 

suggests the glutamate is protonated.54  So we turned to a new protein, cytochrome c 

peroxidase (CCP), an anionic cavity created by the W191 G mutation by our 

collaborators in the Goodin lab at Scripps, which would selectively bind aromatic 

monocations.55-57  
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What sold me on this project was that failure was not only acceptable in these 

systems, it was often preferred; the elegance of these models was that we could learn as 

much, or more, from failed predictions as from successful ones. Like the T4 lysozyme 

cavities, the importance of our approach in the CCP W191G was two-fold: 1) while 

slightly more complicated, the charged cavity was still simple enough so that individual 

aspects of the molecular recognition process could be isolated and studied—in particular 

the balance between ligand desolvation and the favorable electrostatic interaction 

between a charged ligand and anionic protein—and 2) we could use what we learned 

about molecular recognition and apply it to computational methods, from our simple 

DOCK scoring function to MM-GBSA rescoring, and eventually all the way to full free 

energy calculations. The other advantages of this binding site was that the assay was 

extremely simple57 so that we could extensively test our computational predictions in a 

prospective manner, by picking molecules from the docking hit lists and experimentally 

assaying them for binding. Finally, protein crystallography was even easier in this protein 

than T4 lysozyme, making it incredibly easy to compare the predicted pose to actual 

experimentally determined binding modes.  

There were drawbacks to this system however; when we began to consider doing 

alchemical free energy calculations with this binding site reality hit. A previous study in 

the L99A binding site had been extremely successful.58 However, charged ligands, the 

presence of ordered displaceable waters, and finally, a heme group that formed the back 

of the cavity made the CCP model system too complicated to go to straight from the very 

simple L99A cavity. The third chapter of my thesis is performed instead in the polar T4 

lysozyme L99A/M102Q model system, where we attempted to predict absolute and 
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relative binding free energies of small molecules to a polar cavity. The following section 

is a guide to the chapters of my dissertation.  

IV. Guide to the Chapters 

In Chapter 1: Probing Molecular Docking in a Charged Model Binding Site, we 

described the development of the CCP W191G binding site as a model system to evaluate 

our own DOCK scoring function and found, surprisingly, that DOCK outperformed our 

expectations. Of the 16 compounds picked from the top of the hit list, 15 were 

determined to bind. However, interesting and notable failures were the two neutral 

molecules that were found to weakly bind but were missed by docking, and 3 ligands 

with highly localized charges that scored poorly, due to a high desolvation penalty, but 

did in fact bind; for all three a water molecule contacting the charged amino group on the 

ligand is observed, helping to mitigate the cost of desolvation.  

Chapter 2: Rescoring Docking Hit Lists for Model Cavity Sites: Predictions and 

Experimental Testing, details the successes and failures inherent in rescoring docking hit 

lists using MM-GBSA methods; while some molecules were “rescued” from the bottom 

of the docking hit lists and new chemotypes emerged, partial atomic charge distribution 

on the compounds, failure to sample large protein conformational changes, and the 

constraint to sampling near to the starting dock pose proved to be detrimental in several 

cases to accurate predictions.  

In Chapter 3: Predicting absolute and relative binding free energies in a polar 

model binding site, we returned to the T4 lysozyme L99A/M102Q model system for 

absolute and relative binding free energy calculations, in which we attempted to 

prospectively predict binding energy, pose, and rank-ordering for a set of unknown 
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molecules using alchemical free energy methods. Although we set out to investigate free 

energy calculations for a polar site, the defining characteristic of all the ligands, with only 

one exception, was that they enlarged the cavity to varying extent. Accurate prediction of 

absolute binding free energies and even rank-ordering of the compounds proved to be 

difficult in this system for many reasons, discussed in this chapter in detail. The relative 

free energy calculations faired slightly better. 

In Chapter 4: Future Directions, a new model system is introduced in CCP, and 

some preliminary results are discussed, for an anionic cavity that is open to bulk solvent 

and contains multiple ordered waters that are displaced upon ligand binding.59 
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Gloss to chapter 1 
 

The following chapter chronicles the introduction of the first singly charged 

model binding site used successfully to evaluate the DOCK scoring function in our lab, 

cytochrome c peroxidase W191G, (CCP W191G).  This project and the paper that came 

out of it were almost entirely due to two sources of expertise and my co-authors: Ruth 

Brenk, then a postdoctoral researcher in the Shoichet lab, was my mentor on this project. 

While we were both new to this model system and learned its idiosyncrasies together, she 

taught me everything that I applied to this project (and to my future work): docking, 

molecular biology (protein expression and purification), protein crystallography, and how 

to do a binding assay and determine ligand affinity. This project was also a collaboration 

with the David Goodin’s group, in particular Stefan Vetter, who sent us the initial 

plasmid and also lent his technical expertise to every experiment, from the initial binding 

assay, to protein preparation, and finally to protein crystallography, resulting in 6 of the 

15 ligand co-complex structures published in the paper.  

Starting this project we had several pieces of information about this site, due to 

the extensive work done by the Goodin lab where this artificial cavity was first 

engineered.1 For one, we knew that the cavity primarily bound small, aromatic, cationic 

heterocycles.2 This made sense from the standpoint of the native function of cytochrome 

c peroxidase; the characteristics of the cavity itself were designed to stabilize a cationic 

tryptophan radical.2 Removal of the cationic tryptophan left a polar cavity lined with 

carbonyl groups and an unfulfilled charged at the catalytic aspartate, Asp235. At the time 

we began this work, nearly two dozen crystal structures for this particular binding site in 
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complex with ligands had been solved;1,2 in all of these the charge on the ligand 

interacted with the charge on the Asp235, forming a salt bridge. In the apo structure, five 

ordered waters and one potassium ion were observed; binding of ligands displaced the 

waters and potassium, with the exception of one water, wat308, which was conserved in 

most ligand bound structures.2 We also knew, thanks to work by Goodin et. al., that the 

site was titratable by potassium ion; the cavity had weak, but measurable affinity for K+, 

which could compete for binding with charged ligands.3 Finally, and perhaps initially 

most interesting to us, the charge of the known ligands was limited to monocations, both 

dications and neutral (but polar) molecules were decoys for this site.2,4  

It was this subtle difference that we were intrigued by; we knew from work done 

in the T4 lysozyme polar cavity, L99A/M102Q, DOCK had trouble distinguishing polar 

ligands from only slightly more polar decoys (witness catechol as a ligand compared to 

the isosteric decoy 2-aminophenol that DOCK clearly predicts will bind).5 This polar and 

charged cavity seemed ideal to address the balance in the docking algorithm between the 

favorable electrostatic interactions of charged ligand and protein and the penalty such 

charged ligands must pay in the desolvation energy upon binding to the cavity. The 

questions we sought to answer were the following: 

1) Could DOCK successfully distinguish monocations from neutral and 

dicationic decoys? 

2) Could we accurately predict new ligands and their correct binding 

modes? 

3) Are neutral compounds really decoys for this site? Could we find 

neutral ligands that would bind detectably to this cavity? 
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4) Could we find new chemotypes for this site? Many of the ligands had 

similar scaffolds, based around the aminopyridine or thiazole structure.  

 

The first questions were addressed quite clearly; yes, DOCK could distinguish 

monocation ligands from dication and neutral decoys quite well. We showed this both by 

retrospective enrichment of ligands compared to known decoys and by prospectively 

testing compounds from the top of the docking hit list and by solving the crystal 

structures of the new ligands in complex with the cavity. We also found two neutral 

molecules that bound to the cavity, and although they ranked poorly by docking, this was 

something that had previously been unobserved and the poor rank seemed at least to 

correspond with their weak affinity.  

However, when we submitted the manuscript to the Journal of Molecular Biology, 

the last point came up in the reviewers’ comments; the new ligands we discovered 

appeared, at a cursory level, to be very much like the known ligands. This is a point that 

comes up frequently when working in the model cavity sites, particularly in CCP; the size 

of the site precludes large ligands from binding. Therefore, with fewer atoms, and the 

requirement for a charged group to interact with the aspartate, it would seem logical that 

the diversity of the ligands would be restricted. However, we were able to show that the 

new ligands were sufficiently different by Tanimoto analysis and that they would not 

have been found using simple similarity searching methods. In particular, the two weakly 

binding neutral molecules, phenol and 3-fluorcatechol, would not have been found using 

these methods, although admittedly they were false negatives by docking as well. 
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The most interesting result though, was most likely the realization that DOCK 

itself did exceptionally well by any standard at distinguishing ligands and decoys. Of the 

16 molecules tested from the top of the hit list 15 bound, and not one of the top 100 

molecules was a dication or neutral, a red flag for a decoy; in fact, the prevalence of 

monocations, all seemingly likely ligands, in the top of hit list was completely 

unprecedented, based on our expectations from both the model binding sites in T4 

lysozyme and in the typical low hit rate from virtual screening campaigns against real 

drug targets.6-9  

Overall the enormous success we had in this cavity was both elating and 

unnerving; after all, these model systems are carefully crafted so that while successes are 

all well and good, to truly learn from this system we need failures that we can trace back 

to the source and understand. The notable failures in this set were the two neutrals and 

the ligands with localized charges that were false negatives; these last ligands brought in 

additional waters, mitigating the high desolvation penalty they would otherwise pay upon 

binding (and did pay in the docking score). From our standpoint they were not 

unexpected; we didn’t model any new waters during docking, so predicting a new water 

interaction would be impossible for DOCK. However, these failures gave us interesting 

areas to pursue down the road, themes that reoccur in Chapter 2 & 4. The Supplementary 

Material for Chapter 1 appears in Appendix A. 
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1.1  Abstract 

A model binding site was used to investigate charge-charge interactions in 

molecular docking. This simple site, a small (180 Å3) engineered cavity in cytochrome c 

peroxidase (CCP), is negatively charged and completely buried from solvent, allowing us 

to explore the balance between electrostatic energy and ligand desolvation energy in a 

system where many of the common approximations in docking do not apply. A database 

with about 5300 molecules was docked into this cavity. Retrospective testing with known 

ligands and decoys showed that overall the balance between electrostatic interaction and 

desolvation energy was captured. More interesting were prospective docking screens that 

looked for novel ligands, especially those that might reveal problems with the docking 

and energy methods. Based on screens of the 5300 compound database, both high-scoring 

and low-scoring molecules were acquired and tested for binding. Out of 16 new, high-

scoring compounds tested, 15 were observed to bind. All of these were small heterocyclic 

cations. Binding constants were measured for a few of these– they ranged between 20 to 

60 μM. Crystal structures were determined for ten of these ligands in complex with the 

protein. The observed ligand geometry corresponded closely to that predicted by docking. 

Several low-scoring alkyl amino cations were also tested and found to bind. The low 

docking score of these molecules owed to the relatively high charge density of the 

charged amino group and the corresponding high desolvation penalty. When the complex 

structures of those ligands were determined, a bound water molecule was observed 

interacting with the amino group and a backbone carbonyl group of the cavity. This water 

molecule mitigates the desolvation penalty and improves the interaction energy relative 

to that of the “naked” site used in the docking screen. Finally, six low-scoring neutral 
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molecules were also tested, with a view to looking for false negative predictions. 

Whereas most of these did not bind, two did (phenol and 3-fluorocatechol). Crystal 

structures for these two ligands in complex with the cavity site suggest reasons for their 

binding. That these neutral molecules do, in fact bind, contradicts previous results in this 

site and, along with the alkyl amines, provides instructive false negatives that help 

identify weaknesses in our scoring functions. Several improvements of these are 

considered. 
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1.2  Introduction 

 Molecular docking is widely used to discover new ligands for biological targets 

with a known 3D structure.1; 2 Notwithstanding important successes,1; 3-10 docking screens 

remain hampered by the prediction of false positives and negatives.11-17 This is tolerated 

for two reasons: docking focuses on easily available compounds and hit rates are often 

higher than those obtained by random high throughput screening.18-20 Nevertheless, it is 

clear that improved scoring functions would have considerable impact. Isolating the 

effects of particular changes in scoring functions is difficult because of the entanglement 

of various energetic contributions in ligand-receptor binding. These include receptor and 

ligand desolvation, other entropic contributions, polar and non-polar interactions, the 

hydrophobic effect, and receptor flexibility, among others.21; 22  Therefore it would be 

useful to have model systems that are simple enough to allow one to separate the 

different energetic contributions via experimental measurements and to isolate 

modifications in a new scoring function from other aspects of binding. 

Examples of such simple systems are cavities engineered in the core of T4 

lysozyme. The cavity created by the substitution Leu99→Ala is completely buried from 

solvent, uniformly hydrophobic and contains no ordered water molecules.23 The ligands 

that bind to this pocket are small hydrophobic compounds like benzene or indene.24  The 

cavity does not tolerate ligand polarity well: toluene binds to the cavity, but there is no 

evidence that phenol does. By the additional substitution Met102→Gln, a single polar 

atom was introduced in the wall of this cavity.25 This cavity accommodates the 

hydrophobic ligands of the L99A mutant cavity, but also polar compounds like phenol or 

3,5-difluoroaniline. The simplicity of these sites, combined with well established binding 
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assays and crystallization conditions, makes these pockets good model systems to test 

scoring functions both retro- and prospectively, and to guide their improvement.12; 25-27 In 

recent work, Gilson and colleagues have taken this approach one step further using 

organic host-guest complexes as model systems to explore enthalpy-entropy 

compensation.28 The motivation behind each of these systems it to simplify molecular 

recognition to the point where individual driving forces can be isolated and studied.  

The aspects of scoring functions and docking algorithms that can be probed in a 

model system are determined by its properties. The T4 lysozyme cavities provide systems 

to examine ligand binding in a hydrophobic and a slightly polar environment12; 25 and to 

investigate limited receptor flexibility.26; 27 To simulate other aspects of ligand binding, 

such as charge-charge interactions, new systems are needed.  

A model site well-suited for this purpose is an engineered pocket in cytochrome c 

peroxidase (CCP) that was created by the substitution Trp191→Gly (Figure 1).29 This 

substitution creates a small pocket that in some ways resembles those of the T4 lysozyme 

cavities. It has roughly the same volume as the lysozyme cavities (180 Å3 vs. 150 Å3) and 

it, too, is completely buried from solvent. Unlike the lysozyme cavities, the CCP W191G 

cavity is negatively charged and “wet”, containing five ordered water molecules and a 

potassium ion. The charge owes to the presence of Asp235, and the water molecules and 

the potassium ion ligate both the carboxylate group of this residue and several exposed 

backbone carbonyl groups. Twenty-three ligands and seventeen compounds that don’t 

bind to this pocket are known.29-31 Most ligands are small heterocycles bearing a single 

positive charge (Table 1). For 18 of these, the x-ray crystal structures of the cavity-

complexes were determined. Typically, non-ligands, which we will refer to as  
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“decoys”,12 are small enough to fit in the pocket, but have the wrong net charge (0 or +2). 

This model site was used previously for two retrospective studies related to inhibitor 

design. Brooks and colleagues tested their λ-dynamics approach to predict binding 

affinities.32; 33 Olson and colleagues tested the ability of AutoDock34 to reproduce 

crystallographically observed binding modes and to predict binding affinities of the 

known ligands.31  

Here, we use the CCP W191G pocket for studying charge-charge and charge-

polar interactions in docking screens of large compound databases. These electrostatic 

interactions are common in protein-ligand binding, but can be difficult to model using 

physics-based scoring functions, such as the one we use in this work.41 This scoring 

function, implemented in DOCK3.5.54,25; 35 includes van der Waals (Evdw) and 

electrostatic terms (Eelec) and is corrected for ligand desolvation (ΔGsolv):  

Figure 1. The cavity in CCP 

W191G. A transparent surface is 

displayed showing four ordered 

water molecules (red) and one 

potassium ion (green) in the cavity 

of the apo structure. (This Figure 

was made using PyMOL 

(www.pymol.org, as were Figures 

4 and 5).) 
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For charge-charge interactions, the large gain in electrostatic energy must be 

balanced against the corresponding large desolvation energy penalty. An additional 

complication is that the absolute error in calculating desolvation energies for charged 

compounds is usually higher than for neutral compounds.36; 37 

Running a virtual screening campaign against this relatively simple model system 

allowed us to address several questions that only emerge in database screens, when not 

only potential ligands, but also a vast number of “decoy” molecules are fit into the site 

and ranked. First, how well balanced are electrostatic and desolvation energy in the 

docking screen? Are molecules with the “right” overall charge picked out as likely 

ligands from among the decoys that dominate the database, or do either electrostatic or 

desolvation energy terms dominate? Second, can we discover any new chemotypes for 

this cavity? The known ligands were picked based on chemical intuition, and most 

resemble one-another. Screening a large database of compounds might allow us to find 

new classes of ligands. We docked a database with about 5300 neutral, single and double 

positively charged molecules, small enough to fit in the cavity, against this pocket, and 

tested high ranking compounds. Third, we were curious as to why no neutral molecules 

were found as ligands for this cavity. Such neutral molecules can form a charged-dipole 

hydrogen bond with Asp235 and would be easier to desolvate relative to charged ligands. 

Fourth, we investigated how the docking predictions change when we used a higher level 

of theory for calculating partial charges and desolvation energies of the docked 

molecules, or when the value of the dielectric constant in the binding pocket is changed. 
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To see how docking results for binding sites with different properties are affected by 

these changes, we included the T4 lysozyme cavities in the comparison study. Finally, we 

consider the false positive and negative predictions of the database screen against the 

CCP W191G cavity as a guide to future improvements of docking scoring functions. 

1.3  Results 

Retrospective tests  

We began by evaluating the ability of the docking program to predict binding modes of 

known ligands and to recognize them as high-scoring “hits” in retrospective database 

screens. Eighteen known ligands and fifteen known decoys (test set) were seeded into a 

database of about 5300 neutral or positively charged molecules small enough to fit into 

the cavity in CCP W191G. Each database molecule was docked into the cavity in 

multiple orientations and conformations, scored for van der Waals and electrostatic 

complementarity and penalized for ligand desolvation energy. Because the CCP W191G 

cavity is small and completely buried, we did not consider differential receptor 

desolvation. The conformation of the cavity was held rigid, the potassium ion and all 

ordered water molecules except Wat308, which is conserved in all previous structures, 

were removed (Figure 1). Performance was evaluated based on the prediction of binding 

modes, enrichment of known ligands and downgrading of known decoys. 

First, we checked the ability of the docking program to predict the binding modes 

for the ligands in the test set for which an unambiguous binding mode had been 

determined (Table 1).29; 30; 38 With AMSOL partial charges and desolvation energies for 



 31

N
+

S

RMSD [Å] 
# Structure PDB 

Code AMSOLa Gaussianb 

1 
 

1AEB 1.68 (12) 0.44  

2 
 

1AED 3.01 (31) 2.95 (5) 

3 
 

1AEE 0.35 0.45 

4 
 

1AEH 3.02 (29) 3.52 (16) 

5 
 

1AEJ 0.54 0.63 

6 

 

1AEN 1.73 (5) 1.74 (4) 

7 
 

1AEO 0.37 0.34 

8 

 

1AEQ 0.61 0.35 

9 
 

1AES 0.61 0.7 

10 

 

1AEU 0.89 0.96 

11 

 

1CMP 0.45 0.29 

12 

 

1AC4 2.46c 2.46 c 

13 

 

1AC8 2.4 c 2.32 c 

N
+

S

N
H

+

S

NH2

N
H

+

N
H

NH
+

NH

N
H

+

N
H

NH
+

N

N
+

S

NH3

+

N
H

+

NH2

N
+

S

N
H

+

SNH2

NH
+

N

Table 1. (legend following page) 
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Table 1. rmsd for the top scoring docking pose compared to the previously determined 

structure. Where the best scoring pose has an rmsd >1Å, the best rank for a pose with 

an rmsd <1Å is given in parentheses. a Using AMSOL to calculate ligand partial charges 

and desolvation energies.b Using Gaussian to calculate ligand partial charges and 

desolvation energies.c These ligands make a steric clash in the cavity. 

 

the small molecules (our standard procedure25), seven of thirteen ligands had a binding 

mode close to that found in the crystal structure ( RMSD < 1 Å, Table 1). If the correct 

binding mode, i.e., having an RMSD < 1 Å, among the top 10 poses is considered 

success, eight correct predictions were made. For the ligands 12 and 13 no correct 

binding modes can be predicted. These ligands have van der Waals violations even when 

docked back into their own receptors, probably owing to lack of full refinement of the 

complex structures30 and should therefore be discounted. 

We next turned to enrichment of ligands and downgrading of decoys. The test set 

was seeded into the 5300 compound database, docked into CCP W191G, and ranked by 

score. As expected, little correlation was observed when we compared the dock energies 

to the experimental binding constants (Figure S1, supplementary material). For docking, 

a less ambitious and more reasonable concern is the enrichment of known ligands among 

the top ranking docked molecules. Using AMSOL partial charges and desolvation 

energies, 72% of the ligands ranked in the top 2% of the database, an enrichment of 36, 

and no known decoys were found in the top 15% of the database (Figure 2).  The best 

scoring neutral molecule, 3,5-difluroaniline, ranked 147th; the best scoring dicationic 

compound, pyrimidine-2,4,5,6-tetraamine, ranked 3295th.  The structure-based 

enrichment was much better than what would have been achieved based on simple 

ligands (Figure 2(b)). 
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Figure 2. Retrospective enrichment of previously known, “test set” ligands for the 

W191G cavity in CCP.35-37 (a) Using molecular docking, looking at enrichment of known 

ligands (solid lines) and downgrading of known decoys (dashed-lines), using either 

AMSOL-based (blue curve) or Gaussian-based ligand partial charges and desolvation 

energies. (b) Comparing ligand enrichment using chemical similarity the known ligands 

vs. docking the same database against the cavity structure.     

 
 

(a)

(b) 
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Prospective predictions  

A more compelling series of experiments involved prospective testing for new 

ligands and chemotypes. Twenty-four compounds from the database screen were picked 

for experimental testing of what we thought might be strengths and weaknesses of our 

scoring function (Table 2). Compounds 14 - 26 and 28 - 30 were chosen based on their 

high ranks and chemical diversity, i.e. we chose them based on standard docking criteria. 

The alkyl amines 33 - 35 were included to assess the limits between desolvation energy 

penalty and gain in electrostatic energy. These latter compounds ranked poorly in the 

screen because their desolvation energies are relatively high in magnitude. Consequently, 

the sums of their electrostatic and desolvation energies, i.e. the net electrostatic 

contribution to binding, average only -3.6 kcal/mol, whereas the average of those two 

terms is -14 kcal/mol for the known ligands in the test set. Therefore it seemed likely to 

us that these were true negative predictions. Similarly, we also wanted to test neutral 

compounds such as 27, 31, 32, 36, and 37 which had a good steric fit with the pocket and 

would give us a chance to probe the previous finding that neutral compounds do not bind 

to this cavity. 29 

 All of the high-ranking charged compounds tested, except for compound 30, bind 

to CCP W191G when assayed at 0.5 mM or lower concentration (Table 2). To ensure that 

the compounds were protonated as modeled in the docking screen, the assay was 

performed at pH 4.5. Compound 30 gave no evidence of binding at 10 mM in the UV 

assay, and soaking CCP crystals at 50 mM did not reveal electron density for this 

compound. Therefore we consider it to be a decoy. For selected ligands (14, 16, 18, and 

21), we measured binding constants with full titration curves (Figure 3). These ranged 
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Rank RMSD [Å] 

# Structure 

Conc. used 
in UV 
assay 

[mM] a 
Crystal 

structure 
Binding 

(Kd [mM])b AMSOLc AMSOLc Gaussiand

14 
 

 yes yes 
(0.06) 4 0.34 0.36 

15 
 

0.25 yes yes 10 0.31 0.22 

16 

 

 yes yes 
(0.04) 11 0.43 0.44 

17 

 

0.25 yes yes 23 0.39 0.50 

18 

 

 yes yes 
(0.05) 26 0.30 0.33 

19 

 

0.50 no yes 31 NAe NAe 

20 

 

0.5 no yes 42 NAe NAe 

21 

 

 yes yes  
(0.02) 55 0.39 0.50 

22 
 

0.13 yes yes 65 0.49 0.52 

23 
 

0.25 no yes 73 NAe NAe 

24 

 

0.50 yes yes 95 0.85 0.88 

25 
 

0.25 yes yes 111 0.46 0.42 

26 
 

0.50 no yes 140 NAe NAe 
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Table 2. New docking-derived hits, tested for binding to CCP-W191G 
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Table 2.  (continued) 
 

27 

 
50.00h  yesg no 147 NAe NAe 

28 
 

0.50 yes yes 187 0.87 0.89 

29 
 

1.00 no yes 198 NAe NAe 

30 
 

10.00 yesg no 351 NAe NAe 

31 
 

20.00 no no 410 NAe NAe 

32 
 

 yes yes f  

4.10 420 2.60 2.58 

33 

 

 yes yes 
(0.05) 614 0.56 1.66 

34 

 

0.25 yes yes 998 0.62 0.66 

35 

 

0.50  yes yes 1122 0.64 0.66 

36 

 

 yes yes f  

7.70 1152 2.60 0.62 

37 
 

20.00 no no 1518 NAe NAe 
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a Concentration is only given, if no binding constant was determined. 
b The error of the binding constants is 30%. 
c Using AMSOL to calculate ligand partial charges and desolvation energies. 
d Using Gaussian to calculate ligand partial charges and desolvation energies. 
e Non applicable, because no complex crystal structure was determined. 
f Binding of these compounds results in a blue shift. 
g No difference electron density for the ligand was obtained. 
h To assure the compound is neutral, the assay was done at pH 6.
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from 20 µM to 60 µM. For ten of the new ligands (14 - 18, 21, 22, 24, 25, and 28), we 

determined crystal structures in complex with CCP W191G by x-ray crystallography. The 

resolution of these structures ranged from 1.12 to 1.70 Å (Table 3). All were extensively 

refined leading to Rcryst and Rfree values that ranged from 14. 4 to 19.3 and from 15.2 to 

22.6, respectively. The |Fo|-|Fc| omit electron density allowed us to position the ligands 

unambiguously (Figure 4). Typically, the docking predicted binding mode agreed well 

with the crystallographically determined one (< 1 Å rmsd, Table 2).  

Complex structures for isosteric ligands 

 Ligands 14, 17, 18, and 25, as well as 15 and 16, have the same shape, but differ 

in charge distribution and spatial arrangement of hydrogen bond donors and hydrophobic 

groups. 2,4-diaminopyrimidine (18) forms a double hydrogen bond to Asp235 (Figure 4i, 

j). In 2,6-diaminopyridine (14), a carbon atom replaces the ring nitrogen of 18, which in 

the complex structure interacts with Asp235. Interestingly, 2,6-diaminopyridine does not 

adopt a binding mode which would allow for a double hydrogen bond via its remaining 

ring nitrogen and an exocyclic amino group. Instead its binding mode resembles that of 

2,4-diaminopyrimidine, allowing for only one hydrogen bond with Asp235 (Figure 4a, 

b). Despite the loss of this hydrogen bond, the binding constant of 2,6-diaminopyridine is 

similar to 2,4-diaminopyrimidine (0.05 vs. 0.06 mM). In 2-amino-4-picoline (17, Figure 

4g, h), the amino group of 2,6-diaminopyrimidine (18), which interacts with Leu177 and 

Wat308 (Figure 4j), is replaced by a methyl group. Superposition of both complexes 

reveals that this methyl group is further way from Leu177, resulting in the displacement 

of Lys179 and Thr180. 2,5-diaminopyridine (15) and 2-amino-5-picoline (16) also differ 

only by the replacement of an amino group with a methyl group. Whereas in CCP 
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W191G⋅15 the ligand forms a hydrogen bond with Leu177 (Figure 4c, d), in CCP 

W191G⋅16 (Figure 4e, f) the ligand is shifted away from Leu177. In this complex, in 

contrast to CCP W191G⋅17, Lys179 and Thr180 are not displaced. The binding constant 

of 16 is 0.02 mM. Due to high optical density, the binding constant of 15 could not be 

determined with the UV assay. Another isostere is 25, an N-methylated pyridinium in 

which the ring nitrogen is no longer available for direct hydrogen bonding. The position 

of 25 is defined unambiguously in the |Fo|-|Fc| electron density map with electron density 

for the pyridinium nitrogen still visible when contoured as high as 9 σ (Figure 4q, r). The 

ligand does not interact with Asp235 via a hydrogen bond to Asp235 through its amino 

group, but via an ion-dipole interaction that some might classify as a CH-hydrogen bond 

(distance CH⋅⋅⋅O 3.2 Å, angle C-H-O 152 °).38-40 

Complex structures for amidiniums  

All previously discovered cyclic ligands are aromatic with their positive charge 

delocalized over the aromatic ring system (Table 1). The amidiniums 21 and 22 seemed 

interesting because they explore a new cationic functionality, and in the case of 22 the 

ligand is not even aromatic. Piperidinylideneamine (22) adopts a similar binding mode as 

2-aminopyridine (7), forming two hydrogen bonds with Asp235 (Figure 4m, n). 

Thiopheneamidine (21) does not orient both nitrogens of its charged group to Asp235 to 

form a double hydrogen bond, as do most ligands, but instead forms a double hydrogen 

bond with Met230 and only a single hydrogen bond with Asp235 (Figure 4k, l). 

Thiopheneamidine has the lowest (best) Kd value in the series of ligands measured for 

this paper (0.02 mM) and is among the better ligands discovered for this site to date.30  
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Figure 3. (a) Binding of cationic ligands induces a red shift in the Soret band (solid line: 

spectra of the unbound protein, dashed line: spectra if a ligand is bound (here 18). (b) 
Titration curve for 18. The solid line represents the least square fit of the data according 

to the equation for single site binding described in Methods.  
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Complex structures for ligands with rotatable bonds  

Most known ligands for CCP W191G are rigid (Table 1). Binding mode 

predictions for ligands with rotatable bonds are more challenging because of the 

increased search space. Therefore we selected two flexible ligands, imidazoylmethanol 

(24) and pyridinylmethanol (28), to test how well their binding mode is predicted (we 

note that these ligands are only slightly flexible, with one rotatable bond each—the cavity 

constraints tilt against much more flexible ligands). In the crystal structure the hydroxyl 

group of imidazoylmethanol orients towards Asp235 in agreement with the docking 

prediction (Figure 4o and p). In contrast, pyridinylmethanol hydrogen bonds with Asp235 

with its ring nitrogen and its hydroxyl group interacts with the backbone carbonyl group 

of Leu177 (Figure 4s and t). Whereas the former interaction was predicted, the latter was 

not (Figure 4t). This result reflects the procedure used for preparing the database; the 

conformer found in the crystal structure was not generated. If the required conformer is 

added manually, the binding mode is predicted correctly. This is thus a failure of database 

preparation.  Whereas database preparation is a critical challenge in virtual screening,41 

this problem is not one of docking and scoring per se, the foci of this work. 

The crystal structure of CCP W191G⋅24 revealed that an unmodeled water 

molecule mediates the contact between the ligand and the protein. This water molecule 

was also found in the previously determined CCP complex with 2-ethylimidazole42 and 

coincides with the position of the potassium ion in the apo-structure (Figure 4p). Despite 

the fact that this water molecule was not considered in the docking screen, 

imidazoylmethanol ranks in the top 3% of the database. 
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Table 3. Crystallographic data 
 

 

C
om

plex 
w

ith 
14 

15 
16 

17 
18 

21 
22 

24 
25 

28 
32 

33 
34 

35 
36 

pH
 of 

soaking 
buffer 

4.5 
7.0 

6.0 
6.0 

6.0 
7.0 

7.0 
6.0 

7.0 
6.0 

4.5 
6.0 

6.0 
7.0 

4.5 

R
esolution 

(Å
) 

40.0 -
1.75 

(1.81 -
1.75) 

10.0 – 
1. 35 

(1.40 -
1.35) 

50.0-
1.40 

(1.45-
1.40) 

10.0 - 
1.12 

(1.16-
1.12) 

36.8-
1.49 

(1.54-
1.49) 

10.0 -
1.55 

(1.61 – 
1.55) 

10.0 -
1.45 

(1.50 -
1.45) 

50.0 – 
1.45 

(1.50-
1.45) 

50.0 – 
1.45 

(1.50-
1.45) 

50.0 – 
1.39 

(1.49-
1.39) 

10.0 -
1.40 

(1.45 -
1.40) 

50.0 – 
1.30 

(1.35-
1.30) 

50.0 – 
1.55 

(1.61-
1.55) 

10.0 -
1.45 

(1.50 -
1.45) 

10.0 -
1.30 

(1.35 -
1.30) 

N
o. of unique 

reflections 
41,392 
(4,210) 

90,551 
(8,687) 

62,656 
(4,696) 

124,366 
(10,410) 

53,147 
(3,215) 

61,090 
(5,938) 

72,346 
(6,447) 

59,787 
(5,272) 

57.355 
(4,697) 

60,114 
(9,364) 

81,465 
(7,826) 

80,407 
(6,207)

47,799 
(3,984) 

72,355 
(6,117) 

99,539 
(7,998) 

R
m

erge  (%
) 

6.4 
(39.5) a 

3.3 
(23.5) 

3.8 
(33.5) 

7.2 
(36.7) 

6.7 
(31.7) 

4.1 
(32.7) 

3.8 
(28.1) 

4.2 
(37.1) 

3.7 
(28.3) 

6.4 
(32.0) 

3.3 
(36.1) 

3.5 
(25.8) 

6.5 
(37.1) 

2.8 
(23.8) 

3.9 
(31.5) 

C
om

pleteness 
(%

) 
96.9 

(99.9) 
99.5 

(96.7) 
94.2 

(71.1) 
95.9 

(81.6) 
94.2 

(57.8) 
99.3 

(98.0) 
98.6 

(89.1) 
98.5 

(87.9) 
96.0 

(79.7) 
86.4 

(68.4) 
99.4 

(96.7) 
95.9 

(74.9) 
94.6 

(80.1) 
97.6 

(83.8) 
97 

(78.9) 

I / σ
I  

18.3 
(3.5) 

28.4 
(4.3) 

24.3 
(2.4) 

36.4 
(2.2) 

8.1 
(1.5) 

23.2 
(3.2) 

22.4 
(3.3) 

21.4 
(2.2) 

17.3 
(2.2) 

15.8 
(1.9) 

27.2 
(2.6) 

26.2 
(2.8) 

16.9 
(2.5) 

30.1 
(3.3) 

31.3 
(3.1) 

R
free (%

) b 
19.9 

16.5 
17.1 

15.2 
22.6 

20.0 
17.7 

16.1 
18.1 

17.1 
18.4 

16.6 
17.8 

18.3 
13.8 

R
-factor (%

) 
18.1 

13.4 
14.8 

14.3 
19.3 

15.2 
13.7 

14.5 
15.2 

14.7 
14.6 

14.6 
14.8 

14.2 
17.5 

average B-
factor of 
protein atom

s 
(Å

2) 

16.4 
16.3 

17.0 
12.4 

20.3 
15.3 

17.0 
15.7 

14.0 
14.8 

18.8 
11.8 

11.5 
16.4 

19.3 

average B-
factor of 
ligand atom

s 
(Å

2) 

14.5 
15.2 

13.6 
10.6 

16.3 
14.3 

14.6 
14.3 

11.3 
14.6 

24.7 
9.2 

9.2 
17.2 

28.9 

a V
alues in parentheses are for the highest resolution shell 

b R
free w

as calculated from
 a random

 selection of reflections constituting 5%
 of the data. The R

 factor w
as calculated w

ith the rem
aining intensities. 
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Figure 4. (legend page 45) 
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Figure 4. Crystal structures of selected ligands from Table 2 bound to CCP W191G. Left 

column: |Fo|-|Fc| omit map for the refined complexes, except for a, c, k, m, and y where 

the map of the unrefined complex is shown, contoured at 2.5 σ (green) with the ligand 

left out of the calculation, but shown in the figure of clarity. Right column: Superposition 

of the highest ranking dock pose (green carbon atoms) with the crystallographically 

determined binding mode (yellow carbon atoms). Hydrogen bonds are drawn as dashed 

lines. a,b) 14; c,d) 15; e,f) 16; g,h) 17; i,j) 18; k,l) 21, the |Fo|-|Fc| map, contoured at 10 σ 

(red) is also shown; m,n) 22; o,p) 24; q,r) 25, the |Fo|-|Fc| map, contoured at 9 σ (red) is 

also shown; s,t) 28; u,v) 33, the |Fo|-|Fc| map, contoured at 14 σ (red) is also shown; w,x) 

34; y,z) 35; aa,bb) 36.  

 

Complex structures with false negative alkyl amines  

Surprisingly, the alkyl amines 33 – 35 also bind to this cavity. These alkyl amines 

rank not even in the top 10 % of the database. Their low score is due to their localized 

charge which leads to a less favorable desolvation energy for these compounds compared 

to the desolvation energies of ligands with a delocalized charge (1 - 26 and 28 - 30). A 
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good example of this is thiophenylmethylamine (33), whose localized charge makes it 

harder to desolvate then thiopheneamidinium (21), a close analog with a delocalized 

charge. Nevertheless, the Kd of thiophenylmethylamine (33) is 0.05 mM, only slightly 

worse than that of thiopheneamidinium (21), which is 0.02 mM. Accordingly, the alkyl 

amines are clear false negatives. An explanation is provided by the complex structures; 

an unexpected water molecule mediates an additional contact between the alkyl amino 

group of the ligands and His175 (Figure 4u, w, y). This water molecules was previously 

only observed in CCP W191⋅3. Since predicting the binding modes of most of the ligands 

in the test set (Table 1) was not possible, when this water molecule was present in the 

receptor, we did not consider it for the database screen. In the docking screen, the correct 

orientation of the alkyl amino group with respect to Asp235 is not predicted correctly 

(Figure 4v, x, z). When the alkyl amines are docked with the water molecule added to the 

receptor, the right orientation of the amino group is found for 33 and 34 (not shown). 

Also, the scores of these ligands improve by about 7 kcal/mol, which would result in rank 

140 for thiophenylmethylamine (33), 234 for benzylamine (34) and 306 for 

cyclopentylamine (35).  

Complex structures with neutral ligands  

Most of the neutral molecules did not bind, consistent with previous 

expectations.29 Surprisingly, two did, though not in the predicted geometry. As expected, 

the apolar and neutral molecule toluene (31) did not bind to CCP W191G when tested in 

the UV assay, nor did 3,5-difluoroanline (27) and 3-chlorophenol (37). As a further test, 

we soaked CCP crystals in 50 mM 3,5-difluoroanline in 25% MPD; no difference 

electron density for the compounds was observed. Soaking of phenol (32) at neutral pH 
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was unsuccessful, but at pH 4.5 difference electron density suggested ligand binding and 

the presence of a partially occupied new water molecule (Wat308b, Figure 5a.) Also 

observable in this structure at partial occupancy are the water molecules and the 

potassium ion that fill the apo cavity. The occupancy of phenol and Wat308b was refined 

to 65%, and the occupancies of the apo-water molecules and the potassium ion 

correspondingly to 35%. As a consequence of the displacement of Wat308 by phenol, 

part of a loop (Gly191 to Asn195) is also displaced (Figure 5b). Surprisingly, phenol does 

not hydrogen bond with Asp235 but rather with the carbonyl group of with Leu177. The 

unsuccessful soaking at neutral pH, and the absence of a hydrogen bond between phenol 

and Asp235 suggests that Asp235 is protonated in the pH 4.5 complex. The binding 

constant of phenol is 4.1 mM at pH 4.5 and 3.3 mM at pH 6.0 Based on the crystal 

structures it is unclear why the binding constants of phenol at pH 6.0 and 4.5 are so 

similar. 

A second new neutral ligand that binds to the cavity in CCP W191G is 3-

fluorocatechol (36). Like phenol, the binding constant is in the low millimolar range (7.7 

mM). Soaking of this ligand was successful at neutral pH (electron density not shown) 

and pH 4.5 (Figure 4aa). The ligand is present at a partial occupancy of 77%. Also 

observed in this structure are the water molecules and the potassium ion associated with 

the apo cavity. As in the phenol complex, Wat308b is present, but at lower occupancy 

than the ligand. In contrast to the phenol complex, the conformation of part of a loop 

from Gly191 to Asn195 is unchanged relative to the apo-structure. The distance between 

Wat308b and Cβ of Asn195 is only 2.0 Å, and between Wat308a and Wat308b 1.9 Å. 

This suggests that Wat308b is present alternatively to Wat308a and the side chain 
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conformation of Asn195, as defined by the electron density. Refining the occupancies of 

this residue and the water molecules resulted in 77% for Asn195 and Wat308a and 23% 

for Wat308b.  

Because 3-fluorocatechol is symmetric, if the atom types are not considered, there 

is some difficulty assigning the interactions in the complex unambiguously. At the 

resolution of the complex (1.3 Å), it is impossible to distinguish oxygen from fluorine 

atoms based on the electron density. In one binding mode that is consistent with the 

difference electron density, the ligand hydrogen bonds with Asp235 and Met235 (Figure 

4bb). Due to the geometry of the hydrogen bond, Asp235 must be deprotonated (distance 

O3-fluorocatechol⋅⋅⋅OAsp 2.4 Å, angle O-H-OAsp 142 °). This configuration seems the more 

likely to us, but we cannot rule out the possibility that there is an alternative binding 

mode in which the positions of the oxygen atom interacting with Asp235 and the fluorine 

atom are switched. In this binding mode, one oxygen of the ligand would be in close 

distance with Wat308 (2.6 Å) without being able to hydrogen bond with it for geometric 

reasons. It might therefore be the case that if the ligand adopts this binding mode, 

Wat308a is displaced and Wat308b is present. Based on the occupancies, the latter 

binding mode would be adopted in 23% of the unit cells, the former in 54% of the unit 

cells, and in the remaining unit cells the apo-water molecules and the potassium ion 

would be present. Neither of the possible binding modes was predicted by DOCK using 

AMSOL partial charges and desolvation energies (Figure 4bb). 
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Figure 5. (a) |Fo|-|Fc| omit map of the refined phenol-CCP W191G complex contoured at 3.0 σ, 

calculated with the ligand and the potassium ion and the cavity water molecules left out. The 

occupancy of the ligand was refined to of 62%, that of Wat308b to 64%, that of Wat308a to 36%, 

and the occupancies of the remaining water molecules to 38%. (b) Superposition of the apo- 

structure (carbon atoms colored in cyan) with the phenol complex (carbon atoms colored in gray); 

water molecules which are not present when the ligand is bound are removed for clarity. In the 

complex the region from Gly191 to Asn195 is displaced relative to the apo-structure. 

Quantum mechanically calculated partial charges and desolvation energies  

Both docked geometries and molecule rankings depend upon ligand partial atomic 

charges and desolvation energies. These were calculated by the semi-empirical quantum 

mechanical method AMSOL.43; 44 This method had served us well in previous studies,25 

but it seemed possible that in this charged cavity a higher level of theory would be 

appropriate. We recalculated the partial charges and desolvation energies for the entire 

database at the HF level using the 6-31G(d) basis set for neutral molecules and the 6-

31+G(d) basis set for charged compounds, with the conductor-like polarizable continuum 
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model (CPCM) as implemented in Gaussian 03.45 These combinations were chosen based 

on a recent benchmark study.36  

There were no significant differences in binding mode predictions between 

ligands charged using AMSOL or those charged using Gaussian (Table 1, Table 2). With 

the Gaussian partial charges, the binding mode of 3-fluorocatechol (36) and the position 

of the sulfur atom of compound 1 (Table 1) is correctly predicted, unlike the predictions 

using AMSOL partial charges. The binding mode of 33 (Table 2) is only predicted 

correctly with the AMSOL partial charges. The overall enrichment of the compounds is 

also about the same (Figure 2) with differences only in the ranking of individual 

compounds. Interestingly, the neutral compounds of the prospective test (27, 31, 32, 36, 

37 in Table 2) all rank better with the Gaussian partial charges and desolvation energies, 

irrespective of whether they bind or not. 

Probing the dielectric constant  

There is no consensus on which value of the dielectric constant should be used for 

rigid protein binding sites; estimates vary from 1 to 2046-48 and this range leads to large 

differences in predicted binding energies. In all calculations described above, we 

assumed a dielectric constant of 78 for the aqueous buffer and a dielectric constant of 2 

for the protein. To test if a different dielectric constant would give us better results, we 

recalculated desolvation energies and partial charges of the small molecules in the 

database using dielectric constants ranging from 1.84 to 10.19 (these values were chosen 

based on defined solvent parameters for AMSOL). We then redocked the database 

against the cavities in CCP W191G, T4 lysozyme L99A and L99A/M102Q using the 

same dielectric constant for calculating the electrostatic potential of the receptor as used 
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for calculating the properties of the small molecules. In all three systems, no significant 

change in the enrichment is obtained if the dielectric constant in the binding pocket is 

varied from 1.84 to 3.04, when judged by the number of ligands found in the top 2% of 

the database for the CCP W191G pocket and top 10% for the T4 lysozyme systems 

(Figure 6). If the dielectric constant is increased further, enrichment drops in all three 

systems. A worse enrichment can reflect two effects: either more decoys get enriched or 

unknown ligands show up in the top ranks. Based on previous results, only hydrophobic 

compounds can bind to the T4 lysozyme L99A cavity. If a dielectric of 10.19 is assumed 

for the binding pocket, 55 of the top 100 molecules contain nitrogen or oxygen atoms 

compared to 25 of the top 100 molecules for a dielectric constant of 2.02. This indicates 

that if the dielectric constant is increased, polar decoys are enriched. The same is true for 

the slightly polar cavity in T4 lysozyme L99A/M102Q. Only 59 out the 100 top scoring 

molecules contain one or less nitrogen or oxygen atoms when a dielectric constant of 

10.19 is assumed, compared to 85 for a dielectric constant of 2.02. For CCP W191G, all 

100 top scoring molecules have a total charge of +1 when a dielectric constant of 2.02 is 

used. After increasing the dielectric constant to 10.19, one molecule in the top 100 has a 

charge of +2, and 12 have a total charge of 0. Most of these have no polar atoms, which 

makes it unlikely that they bind in this cavity. Taking these results together, increasing 

the dielectric constant to 10.19 led to enrichment of more decoys and consequently worse 

results in all three simple cavities. 
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Figure 6. The variation of ligand enrichment (continuous lines) and decoy downgrading 

(broken lines) with protein dielectric constant when docking into: (a) the charged cavity 

of  CCP W191G; (b) the hydrophobic cavity of T4 lysozyme L99A; (c) and (d) the slightly 

polar cavity of T4 lysozyme L99A/M102Q (for clarity, ligands and decoys are separated). 

For calculating the score, the dielectric constant in the pocket was varied from 1.84 to 

10.19. The ligands and decoys are the corresponding “test set” compounds (see 

Methods) except for CCP W191G, where the test set was augmented with the newly-

discovered docking hits (Table 2). 

 

  

1.84 ligands 1.84 decoys
2.02 ligands 2.02 decoys
2.37 ligands 2.37 decoys
3.05 ligands 3.05 decoys
4.24 ligands 4.24 decoys
5.99 ligands 5.99 decoys
7.53 ligands 7.53 decoys
10.19 ligands 10.19 decoys
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Partial charges  

In all calculations described above, the partial charges for the molecules in the 

database were calculated in the medium of low dielectric. Intuitively, this might be the 

obvious way to proceed, because this is the same dielectric assumed for the cavity. 

However, the partial charges of the ligands might be polarized upon ligand binding. To 

simulate this process, we calculated the partial charges of the compounds in the database 

in water and redocked them in the cavities of the model systems. No change in 

enrichment was obtained in any system (Figure S2, supplementary material). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Ranks of the CCP W191G cavity ligands (test set ligands and the new ligands 

in Table 2) scored using Gaussian charges and desolvation energies plotted against the 

ranks obtained using AMSOL charges and desolvation energies. 
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1.4  Discussion 

Modeling charge-charge interactions in docking is challenging because the gain in 

electrostatic energy upon ligand binding has to be balanced against desolvation energies. 

Both values are high in magnitude, as are their errors in computer simulations. This study 

allowed us to probe charge-charge interactions in a controlled environment, a small 

pocket completely buried from solvent. If we are able to get the balance right anywhere, 

it should be in such a relatively simple site. Correspondingly, mispredictions are 

particularly informative because they come much less entangled by the approximations 

necessary in more complicated sites. Five points stand out from this study. First, overall 

electrostatic and desolvation energy appear to be balanced well in the physics-based 

scoring function. No neutral compound ranked among the top 100 molecules, and the 

first dicationic molecule scores poorly at rank 3295. Second, from a practical standpoint, 

virtual screening with this cavity was successful. Fifteen of sixteen chemically diverse 

compounds, which ranked in the top 5% of the database, did actually bind to the site 

when tested experimentally. For all 10 high-ranking ligands for which the crystal 

structures in complex with CCP W191G were determined, the binding modes were 

predicted within < 1 Å rmsd. Third, neither using a higher level of theory for calculating 

partial charges and desolvation energies, nor changing the dielectric constant in the cavity 

improves these results. Fourth, although the overall performance is good, problems exist 

for neutral compounds. The only neutral ligand found that interacts with the deprotonated 

Asp135 (36) ranks poorly (1152nd), whereas the best scoring neutral decoy 27 ranks 

147th. Fifth, analyzing false negative predictions points to weaknesses in current docking 

protocols and can guide the improvement of scoring functions and docking algorithms. 

Examples of such instructive false negatives are the alkyl amines 33 - 35. Their poor 
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ranking owes to an inadequate handling of explicit water molecules during docking. 

Similarly, the binding mode of phenol was not predicted correctly, because pKa shifts 

were not considered. We consider these points further below. 

The physics-based scoring function used here (eq. 1) was surprisingly effective at 

enriching new ligands and predicting their binding geometries. We had expected the 

scoring function to have trouble balancing the interaction energy and desolvation terms, 

finding either more high-scoring neutral or dicationic hits than was warranted. Instead, 

the top scoring hits were dominated by singly charged cationic heterocycles, with the first 

neutral ligand ranked 147th (top 2.8% of the database) and the first dicationic molecule 

ranked 3295th (top 62.2% of the database). Of the 17 high-scoring molecules tested 

experimentally for binding, only two, 3,5-difluoroanline (27) and aminoresorcin (30) 

were not observed to bind (Table 2). It is debatable if aminoresorcin is really a false 

positive or rather a true negative prediction, since it does not even rank in the top 6% of 

the database. For four of the new high-ranking ligands binding constants were 

determined. They range from 20 to 60 μM putting them among the better ligands known 

for this cavity30 with a “ligand efficiency” for the best ligand close to the projected 

maximum.49-51   

The geometric fidelity of the docking predictions was also high (Table 1 and 2). 

At a first glance, predicting the correct pose might seem trivial, since most of the ligands 

are rigid and the pocket is small, but even in this simple system it can be a challenge. For 

instance, 2,6-diaminopyridine (14) does not form a double hydrogen bond with Asp235 

via its ring and exocyclic nitrogens as one might expect, and as it is actually observed for 

2-aminopyridine30, 2,5-diaminopyridine (15, Figure 4c, d), 2-amino-5-picoline (16, 
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Figure 4e, f), 2-amino-4-picoline (17, Figure 4g, h) and 2,4-diaminopyrimidine (18, 

Figure 4i, j). Instead 2,6-diaminopyridine only forms one hydrogen bond via the 

exocyclic amine group, and the protonated ring nitrogen does not have a hydrogen 

bonding partner at all (Figure 4a and b). Although this is not the binding mode we might 

intuitively predict for this ligand, it is correctly predicted in the docked geometry (Figure 

4b). Also the binding mode of thiopheneamidinium (21) is predicted correctly, despite the 

absence of steric constraints to guide the position of the sulfur atom of the thiophene ring 

(Figure 4k, l).  In summary, the quality of the docked geometries was typically high for 

the novel ligands, even in cases where distinguishing between the correct and incorrect 

pose involved a subtle balance of forces; even in a simple site, such balanced forces are 

often in play. 

Along with the high hit rates came new and interesting chemotypes as ligands. 

Considering their small size, the enriched ligands are diverse and include disubstituted 

pyridines (14 - 17, 20, 25), pyrimidines (18, 19, 23), amidines (21, 22), alcohols (24, 26, 

28), and non-aromatic ligands (22) (Table 2), none of which had previously been 

discovered.  That said, all of these molecules are small and cationic; could they have been 

found by simpler methods, such as simply chemical similarity?  Using Daylight 

fingerprints, only three of the sixteen new ligands have a Tanimoto coefficient of 0.85 or 

better to the previously known ligands (described in refs. 29 to 31).  Another way to pose 

this question is to ask how many of the supposedly novel docking hits would have been 

found by screening the database by similarity to the previously known ligands?  Again 

using topological similarity as a metric, the enrichment of the docking-dervied ligands 

from the similarity search was considerably lower than the structure-based docking 
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enrichment (Figure 2b); most of the new chemotypes would not have been discovered 

solely by using a similarity search.  Thus the docking-derived ligands seem genuinely 

novel, which is important for a model binding site as diverse ligands will avoid bias 

towards a particular type of chemotype when testing and improving scoring functions. 

Taken together, the high enrichment of monocationic ligands and the high fidelity 

of the binding mode predictions suggest that the relatively simple, physics-based scoring 

function represented by eq. 1 can at least separate likely from unlikely ligands, getting the 

overall balance between electrostatic interactions and desolvation correct. On closer 

inspection, however, problems with the predictions do emerge. Not all ligand interactions 

were correctly predicted (Figure 4t), one high-ranking docking hit did not bind (27), and 

two neutral ligands (32 and 36) were ranked poorly. What do these problems tell us about 

weaknesses in our scoring functions and how might they be overcome? 

We had previously found, in the neutral lysozyme cavities, that docking could be 

improved by moving to a higher level of theory in modeling ligand desolvation and 

partial atomic charges.25 Here, we investigated moving one step further, from a semi-

empirical quantum mechanical method to a fully quantum mechanical method to 

calculate ligand partial charges and desolvation energies. Overall, moving to higher 

theory had little effect, with changes only in the relative ranking of the ligands and 

decoys (Figure 2 and 6, Table 1 and 2). The desolvation energies calculated by both 

methods can differ by several kcal/mol. The consequence for docking is that different 

ranks are predicted for specific ligands, without changing overall performance. Indeed, 

we may be reaching a limit on how well we can hope to do with even fairly sophisticated 

methods for calculating ligand desolvation. The error in the calculated energy for the 
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transfer for a cation from water to vacuum with these methods is 3 - 4 kcal/mol.36; 37 With 

our scoring function, a change of 3 kcal/mol can make a difference of about 200 rank 

units. To have a significant impact on molecular docking for virtual screening, a new 

method to calculate charges and desolvation energies must have a smaller error than this 

3 – 4 kcal/mol uncertainty level that most of the current methods have for simple solvent 

transfer free energies. 

There is no consensus as to what is the best dielectric constant to model 

electrostatics in a protein binding pocket.46-48 Based on strictly electronic effects, we used 

a dielectric constant of 2.25 This may be an extreme choice, given that we are docking to 

a rigid receptor. Also, changing the dielectric constant is a way to influence the weighting 

between van der Waals term, ligand desolvation energy and electrostatic energy, and so, 

from a pragmatic standpoint, it seemed interesting to explore. We therefore repeated the 

docking screens using different dielectric constants for the protein binding site leaving 

the external dielectric fixed at 78 (Figure 6). In addition to the negatively charged CCP 

W191G, we also docked the database against the hydrophobic cavity in T4 lysozyme 

L99A and the slightly more polar cavity in T4 lysozyme L99A/M102Q. In all three 

systems, the best enrichment is obtained for values between 1.84 and 3.04. We also 

compared the performance obtained when the partial charges are either calculated in 

water or cyclohexane (Figure S2, supplementary material).  In all three systems, the 

enrichment is not influenced by these small changes. The similar behavior of these 

systems, in which the properties of the binding pocket range from completely 

hydrophobic to polar to charged, indicates that the physics-based scoring function used 

here is not grossly biased towards  a particular type of interaction.  
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An attractive feature of model binding sites, such as CCP W191G, is that false 

positive and false negative predictions are often more informative than true predictions. 

We were thus almost disappointed by the high initial hit rate of the prospective docking 

screen. As we dug further, however, interesting problems did emerge. The neutral 

compound 3,5-difluoroaniline (27, Table 2) ranks well, but does not bind to the cavity, 

whereas another neutral compound, 3-fluorocatechol (36) scores badly, but does bind. 

Also the alkyl amines 33 - 35 rank poorly, but bind to the cavity. These ligands form one 

hydrogen bond to a water molecule which was not considered during docking (Figure 4v, 

x and z). If this water molecule is considered during docking, the scores of these alkyl 

amines improve leading to a difference in more than 500 ranks. Unfortunately, simply 

adding a water molecule to the target is not a panacea. There are some molecules, like 

imidazoylmethanol (24), that can dock with or without a water molecule despite the fact 

that it hydrogen bonds with it in the crystal structure (Figure 4p). Worse, most of the 

ligands won’t bind with either of those water molecules present. To improve docking, 

algorithms are needed that treat the water structure flexibly, and that can balance the 

energetic costs and benefits of either binding or displacing ordered water molecules.52-55 

Perhaps the most interesting mispredicted molecules are phenol (32) and 3-

fluorocatechol (36), which are the first neutral ligands for this cavity (Table 2, Figure 

4aa, bb, Figure 5). Neither of these molecules ranks well, in the docking hit list. 

Admittedly, these neutral compounds are weaker ligands than many of the cationic 

ligands, though it is also true that 12 (Table 1) binds in the millimolar range (1.5 mM).30 

Nevertheless, the poor ranking of the neutral compared to the charged ligands points to 

weaknesses in the docking protocol. Most likely, binding of phenol is associated with a 
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pKa shift of Asp235 (Figure 5). Such pKa shifts of either the ligand or the protein are not 

uncommon, but are not considered routinely in current docking protocols. Reliably 

modeling these changes would lead to better predictions. 3-fluorocatechol interacts with 

the deprotonated Asp235 as modeled during docking, but still does not rank well. Thus 

even though the docking screen performed well overall, there is room to improve the 

balance between electrostatic and desolvation energy; such an imbalance, obvious in this 

simple system, will become more deleterious, if harder to see, in more complicated 

“drug-like” sites.  

1.5  Conclusions 

The cavity site in CCP W191G is the third model system that we have studied for 

docking, adding a charge-dominated cavity to the hydrophobic and slightly polar sites 

represented by T4 lysozyme L99A and L99A/M101Q. CCP W191G allows us to explore 

the critical balance between electrostatic interaction energy and ligand desolvation in a 

site where many of the common approximations in docking do not apply. Docking was 

able to predict novel ligands at a surprisingly high hit rate, suggesting at least gross 

features of the desolvation-electrostatic balance were correct. That said, there were 

important and interesting failures – some neutral compounds rank low, but bind, others 

rank high, but don’t bind, and the charged alkyl amines rank poorly, but also bind. The 

reasons for these failures are the same as observed in complex binding pockets: an 

inadequate handling of water molecules, neglect of pKa shifts and insufficient treatment 

of ligand desolvation energies. In this model system we can hope to study these problems 

in detail without the entanglement of other effects that occur in complex binding sites. 
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We suspect that this charged model binding site, in conjunction with the cavity sites in T4 

lysozyme, will provide illuminating model binding sites not only for docking methods, 

but also for much more sophisticated theoretical techniques. The simplicity of these 

cavities, the dominance of particular terms in each of them, the atomic resolution 

structures available for multiple ligands and the ability to test new predictions 

prospectively, makes these sites interesting test cases for many molecular simulation 

methods.  

1.6  Methods 

Receptor preparation  

Polar hydrogens were added to CCP W191G (PDB code 1AC4) using MOLOC 

and their positions minimized using the MAB force field.56 Since water molecule 308 

was observed in all complexes determined to date,30 it was kept as a rigid part of the 

receptor. All other water molecules in the pocket and the potassium ion were removed. 

AMBER charges57 were assigned to the protein atoms and to Wat308. Partial charges for 

the heme cofactor were calculated in cyclohexane using Jaguar (Schrödinger Inc.) with 

the 3-21G basis set for the Fe (III) atom and the 6-31+G(d) basis set for all other atoms. 

Grid-based excluded volume and van der Waals energy maps, the latter based on the 

AMBER potential function, were calculated for the cavity using the DOCK utilities 

DISTMAP and CHEMGRID.  DelPhi58 was used to calculate an electrostatic potential 

for the receptor, using an internal dielectric of 2 and an external dielectric of 78, unless 

explicitly described otherwise in the text. To approximate the effect of ligand binding, the 

effective dielectric of the binding site was reduced by identifying the volume expected to 
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be occupied by ligand atoms as a low dielectric region.25 Ligand atoms from the crystal 

structures, augmented with SPHGEN spheres,59 were used as receptor matching positions 

to dock molecules in the site. The cavities in T4 lysozyme L99A and L99A/M102Q were 

prepared as described.25 

Test sets  

The test set for the CCP pocket was composed of the ligands and decoys 

described previously.30 Several ligands do not interact directly with Asp235 but instead 

form a water mediated contact; since we did not attempt to model explicit water 

molecules, we excluded these ligands from our test set. Two ligands, indoline and 

imidazo(1,2-a)pyridine, alter the protein conformation. They were therefore not 

considered, nor was quinoline, for which no complex structure exists, but which is even 

larger than these compounds. Including tautomers, there were 18 ligands and 15 decoys 

in the test set. The test set for the T4 lysozyme cavities was composed of previously 

published ligands and decoys.12; 24; 25 Since no attempt was made to model receptor 

flexibility, ligands which could not pass the DISTMAP filter for simple steric fit were not 

included. Altogether, there were 44 ligands and 31 decoys for the L99A cavity and 59 

ligands and 18 decoys for L99A/M102Q cavity in the test sets. All of these are available 

free of charge from our laboratory site (http://shoichetlab.compbio.ucsf.edu/take-

away.php) 

Database preparation  

With a python script based on OpenEye’s OEChem library, duplicates in the 

Available Chemicals Directory (ACD) 2003 were removed and the remaining compounds 
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filtered for molecules with a maximum of 15 heavy atoms and at least one ring. 

Subsequently, LigPrep (Schrödinger Inc.) was used to convert the molecules from 2D to 

3D, enumerate stereoisomeres, tautomers and protonation states. In the latter step, a pH 

of 5 +/- 2 was assumed resulting in all titrable groups with an assigned pKa lower than 

3.0 as deprotonated, above 7.0 as protonated, and both states were represented for the 

remaining groups. Conformations were sampled using Omega (OpenEye) and stored in a 

hierarchical flexibase. 35 Partial atomic charges, desolvation energies and van der Waals 

parameters were calculated as described with one exception related to the treatment of the 

cavity terms in AMSOL.25; 60 The desolvation energy in AMSOL is composed of two 

terms:  the change in solute-electronic and solvent-polarization free energy (ΔGEP) and 

the cavity-dispersion-solvent-structure free energy (GCPS).37The first term accounts for 

the electrostatic interactions of the solute molecule and the solvent, the second term 

accounts for forming a cavity in the solvent into which the solute is transferred. In our  

previous study on the T4 lysozyme systems, the desolvation penalty of the small 

molecules was calculated as:25  

 (2) 

This was based on the assumption that the cavities in the apo-structure are 

preformed and free of solvent. Whereas this assumption is sensible, it might be 

problematic from a practical point of view. AMSOL is a parameterized semi-empirical 

method. During parameterization no attempt was made to get both terms correct, but only 

the overall desolvation energy. Thus, the GCPS term was also designed to make up for 

water
CPS

ecyclohexan
EP

water
EPsolv GGGG Δ+Δ−Δ=Δ



 64

systematic deficiencies and intrinsic uncertainties in ΔGEP.25 Based on these 

considerations, the desolvation energy must be calculated as:  

 (3) 

We therefore docked the small database (see below) with ligand desolvation 

energies calculated with both equations in the T4 lysozyme pockets (L99A and 

L99A/M102Q). Ligands were better enriched and decoys further downgraded in the top 

10% of the database with a scoring function based on eq. 3 (Figure S3, supplementary 

material). With the scoring function based on eq. 2, all of the top scoring ligands contain 

several fluorine atoms together with polar groups (data not shown). In our experience, 

these molecules most likely do not bind to these rather hydrophobic pockets.24; 25 In 

contrast, with the scoring function based on eq. 3, fluorinated compounds are no longer 

enriched and the top scoring molecules closely resemble known ligands. Thus, in this 

study we calculated desolvation energies as the difference between the total desolvation 

calculated in water minus the total desolvation calculated in a solvent with lower 

dielectric constant. 

To reduce the size of the database and to ensure that the compounds in the 

database have similar properties as the ligands and decoys in the test set,61 all molecules 

were docked into the CCP W191G pocket, and only those with a negative van der Waals 

score and a net charge of zero or higher were kept. Ligands of the test sets not present in 

the ACD were added manually. The final database contained about 5300 compounds, 131 

of them were +2 charged, 996 were +1 charged and the remaining molecules are neutral. 

For these molecules, partial charges were also assigned according to the Merz-Singh-

Kollman scheme, 62 with desolvation energies for the transfer from water to cyclohexane 
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calculated based on the CPCM method63; 64 using GAUSSIAN 0345 with the HF 6-31G(d) 

basis set for neutral molecules and HF 6-31+G(d) for charged molecules. If the dielectric 

constant was varied in the pocket, a solvent with the same dielectric constant was used 

for recalculating desolvation energies and partial charges with AMSOL.43; 44 

Docking protocol  

DOCK3.5.5425; 35 was used to dock a multi-conformer database of small 

molecules into the cavities. To sample ligand orientations, ligand, receptor and overlap 

bins were set to 0.2 Å; the distance tolerance for matching ligand atoms to receptor 

matching was set to 0.75 Å. Each docking pose was evaluated for steric fit. Compounds 

passing this filter were scored for electrostatic and van der Waals complementarity and 

corrected for desolvation. 

Similarity Search  

A similarity search was performed with the test set of ligands as the reference 

structures, using Daylight fingerprints. Each ligand was compared to the full database 

used in the docking study. A Tanimoto-index of 0.85 was used as the cutoff for when two 

molecules were considered similar 65. The enrichment plot for the similarity search was 

made by using the test set ligands to search the full database with the Tanimoto-index 

threshold at zero and using the top Tanimoto-coefficient for each compound in the 

database to rank the database as a whole by similarity to the known ligands.  Ranks of the 

new binders from the similarity search were then compared to the ranks of the new 

binders from the docking run. Smiles strings for the ligands in the test set and the full 

database were generated using a python script based on OpenEye’s OEchem software 
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version 1.3.4. Daylight fingerprints were built from the smiles strings using the 

Fingerprint Toolkit in Daylight version 4.83 distributed by Chemical Information 

Systems, Inc (CIS Inc). The similarity search was performed utilizing a Tanimoto 

coefficient calculation derived from code in CACTVS subset 1.0 (CIS Inc).  

Protein expression and purification  

CCP W191G was expressed and purified as described.29; 66 

Ligand-binding measurements  

Compound 25 was from Specs, 21, 24, and 33 were from Maybridge and all other 

compounds from Aldrich. Ligand binding was measured in 500 mM acetate buffer at pH 

4.5, except 27, which was assayed at pH 6.0 to ensure that the compound was neutral. To 

avoid competition in ligand binding with small cations like potassium, 29 the pH of the 

buffer was adjusted with Bis-Tris. The compounds were dissolved in either buffer or 

DMSO. Binding was monitored by the red shift and increase of absorbance of the heme 

Soret band, except for the neutral ligands where a blue shift was observed.29 Binding 

constants were obtained by plotting the difference in absorbance at 418 nM and fitting the 

data with GraFit (Erithacus Software Limited) to equation EL = (-(Lo+Eo+Kd) +/- 

((Lo+Eo+Kd)2 – 4EoLo)1/2)/2, where Eo is the total enzyme concentration, Lo is the total 

ligand concentration, EL is the concentration of the bound complex, which is 

proportional to the observed change in the Soret band, and Kd is the binding constant.  



 67

Structure determination  

Crystals were grown as described.30 Compounds 16 - 18, 24, 25, 28, 33, and 34 

were soaked overnight by adding 1 µL of 100 mM stock solution dissolved in water to 

the mother liquor. Compounds 15, 21, 22, 25, and 27 were soaked for one hour at a 

concentration of 50 mM in 25% MPD, and compounds 14 and 30 for one hour at a 

concentration of 50 mM in 125 mM acetate buffer (pH 4.5) containing 25% MPD. 

Compounds 32 and 36 were soaked in both the MPD buffer and the acetate buffer. 

Diffraction data for the complex with 14 was collected at University of California San 

Francisco and for the complex with 18 at the Scripps Research Institute, San Diego, using 

a Rigaku X-ray generator equipped with a rotating copper anode and a Raxis IV image 

plate. Data for the complexes with 24 and 27 was collected on Beamline 5.0.1 of the 

Advanced Light Source (ALS) at Lawrence Berkley National Laboratory using an 

ADSC-CCD detector and for all remaining complexes on Beamline 8.3.1 of the ALS 

using an ADSC-CCD detector. All data sets were collected at 100 K. Data for the 

complex with 18 were reduced and scaled with CrystalClearr and d*trek67 and for all 

other complexes with HKL2000.68 The complex with 14 was refined using CNS69 and the 

complexes with 15, 21, 22, 32, 35 and 36 were refined using SHELX.70 Parameters for 

these ligands were generated using PRODRG.71 The remaining complexes were refined 

using CNS and the CCP4 software package.72 Interactive model building was performed 

using O73 and Xtalview.74   

Protein Data Bank accession code  

The crystallographic coordinates for the complex structures presented in this work 

have been deposited with the RCSB Protein Data Bank (http:/www.rcsb.org) wit 
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accession codes 2ANZ, 2AQD, 2AS1, 2AS2, 2AS3, 2AS4, 2AS6, 2EUN, 2EUP, 2EUQ, 

2EUO, 2EUR, 2EUS, 2EUT, 2EUU. 
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 Gloss to chapter 2. 
 

In Chapter 2 we set out to test the ability of molecular mechanics-generalized 

Born surface area (MM-GBSA) methods to rescore top ranking molecules from a 

docking hit list. The DOCK scoring function, while physically derived, is at best an 

approximation of the forces that determine protein-ligand interactions. As a brute force 

method it is useful to screen many molecules against a protein target, but it fails in many 

instances, due in part to the aspects of the algorithm that make it successful for screening 

large databases, it’s very simplicity. The scoring function lacks treatment of water in the 

cavity (both ordered waters and receptor desolvation), entropic terms, ligand internal 

energies, and changes in the protein (receptor flexibility) upon ligand binding are not 

considered.  

The MM-GBSA methods considered in this study, PLOP1,2 from Matt Jacobson 

and Amberdock from Dave Case’s group, are more physically realistic methods, with 

both minimization and the potential for sampling of protein-ligand complexes, the ability 

to capture ligand and receptor strain, and to account for ligand and receptor solvation 

using Poisson Boltzmann (PB) or generalized Born (GB) methods. However, they are 

orders of magnitude slower than docking and are therefore not suitable for screening 

large databases in a reasonable timeframe. Instead, we sought to apply the higher level of 

theory as a post-processing or “rescoring” step after the initial docking run to a 

percentage of the top hits. In this way we would gain the advantages of using the higher 

level of theory without having to sacrifice too deeply in computational cost. 
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The questions we were interested in ranged from the ability of MM-GBSA 

methods to find new chemotypes overlooked by DOCK, to “recover” both known and 

new ligands ranked poorly in the initial screen and, of course, to accurately predict ligand 

binding modes. But precisely because we were doing this study in our model systems, 

where we can extensively test the methods prospectively, we were also interested in 

finding the limitations of the MM-GBSA methods. Although they represent a higher level 

of theory than docking, MM-GBSA methods still include many approximations, areas 

ripe for failure and therefore places to learn and to make improvements. 

CCP W191G, now an established model system in the group, was included in a 

panel of three model systems; these systems ranged from the least complicated 

hydrophobic T4 lysozyme L99A site, to the similar L99A/M102Q hydrophobic but 

slightly polar site to the polar ad anionic CCP W191G cavity. The value of testing against 

a panel of model systems was enormous; for example, weaknesses in the solvation 

estimation or ligand charge model, not observed in a simple site such as L99A, were 

visible in CCP W191G, reflected in the unusually large number of neutral and dication 

molecules predicted in the top of the rescored hit lists. Additionally, the degree to which 

the MM-GBSA methods relaxed the individual cavities allowed larger ligands to dock. 

Depending on the cavity and the initial dock pose this could result in a recovered ligand 

rank and pose relative to the original docking result, for example 2-ethoxyphenol rescued 

as a ligand for L99A. Or it could lead to a recovered ligand with a decoy pose, such as 

2,4,6-triaminopyrimidine, which was predicted with an incorrect binding mode due to the 

limited protein sampling in the MM-GBSA methods which could not account for the 

large P190-Asn195 loop movement in CCP W191G.  
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The differences in the MM-GBSA methods’ performance in these three systems 

highlighted the importance of including all three in this study. To that end I would like to 

thank Alan Graves and Devleena Shivakumar, co-first authors on this paper, for their 

foresight in recognizing the significant contribution that CCP W191G could add to the 

project. Besides doing the initial docking for L99A and M102Q, and rescoring with 

PLOP the top hit lists for the model systems L99A, M102Q and CCP W191G, Alan also 

selected and experimentally tested 19 compounds for binding and determined protein 

crystal structures of 10 ligands in complex with the model systems L99A and M102Q. 

Devleena Shivakumar, from Dave Case’s group, was the driving force in the 

development of Amberdock; she rescored the top molecules from the L99A, M102Q and 

the entire CCP W191G hit list. From both the PLOP and Amberdock rescored hit lists for 

CCP I selected 14 compounds for testing and crystallography, resulting in 10 new 

ligands, 4 decoys, and 10 ligand co-complex structures for CCP W191G. The 

Supplementary Materials for this chapter are included in Appendix B.  
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2.1  Abstract 

Molecular docking computationally screens thousands to millions of organic molecules 

against protein structures, looking for those with complementary fits. Many 

approximations are made, often resulting in low “hit rates.” A strategy to overcome these 

approximations is to rescore top-ranked docked molecules using a better but slower 

method. One such is afforded by Molecular Mechanics-Generalized Born Surface Area 

(MM-GBSA) techniques. These more physically realistic methods have improved models 

for solvation and electrostatic interactions and conformational change compared to most 

docking programs. To investigate MM-GBSA rescoring, we re-ranked docking hit lists in 

three small, buried sites: a hydrophobic cavity that binds apolar ligands, a slightly polar 

cavity that binds aryl and hydrogen-bonding ligands, and an anionic cavity that binds 

cationic ligands. These sites are simple; consequently incorrect predictions can be 

attributed to particular errors in the method, and many likely ligands may actually be 

tested. In retrospective calculations, MM-GBSA techniques with binding site 

minimization better distinguished the known ligands for each cavity from the known 

decoys, compared to the docking calculation alone. This encouraged us to test rescoring 

prospectively on molecules that ranked poorly by docking but that ranked well when re-

scored by MM-GBSA. A total of 33 molecules highly ranked by MM-GBSA for the three 

cavities were tested experimentally. Of these, 23 were observed to bind—these are 

docking false negatives rescued by rescoring. The ten remaining molecules are true 

negatives by docking and false positives by MM-GBSA. X-ray crystal structures were 

determined for 21 of these 23 molecules. In many cases, the geometry prediction by MM- 
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GBSA improved the initial docking pose and more closely resembled the crystallographic 

result; yet in several cases, the rescored geometry failed to capture large conformational 

changes in the protein. Intriguingly, rescoring not only rescued docking false positives, 

but also introduced several new false positives into the top-ranking molecules. We 

consider the origins of the successes and failures in MM-GBSA rescoring in these model 

cavity sites and the prospects for rescoring in biologically relevant targets.  
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Abbreviations 
 
L99A, Leu99 → Ala mutant of T4 lysozyme  

L99A/M102Q, Leu99 → Ala and Met102 → Gln double mutant of T4 lysozyme 

CCP, Trp191 → Gly mutant of Cytochrome C Peroxidase 

MM-GBSA, molecular mechanics with generalized Borne surface area approximation 

PLOP, Protein Local Optimization Program 

RMSD, root mean square deviation 

ACD, the Available Chemicals Directory 

CD, circular dichroism 

UV-VIS, ultraviolet visible 

PDB, the Protein Data Bank 

HTS, high throughput screening 
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2.2  Introduction 

Molecular docking computationally screens large databases of small molecules 

against a macromolecular binding site of defined structure. The technique is often used to 

find novel ligands for drug discovery. Notwithstanding important successes,1; 2; 3; 4; 5; 6; 7; 8 

docking continues to struggle with many methodological deficits. Many approximations 

are made to screen many molecules in a timely fashion. These include using only one 

conformation of the protein, neglecting the internal energies of the docking molecules, 

using simplified models of ligand solvation energies, typically ignoring protein 

desolvation, and ignoring most entropic terms entirely.  These and other short-cuts lead to 

the high false positive and false negative rates for which docking screens are notorious.  

Docking methods are unreliable for affinity prediction and, except in domains of highly 

related compounds, even for rank ordering the likely hits that emerge from the virtual 

screens.    

To overcome these deficits, several groups have combined disparate scoring 

functions in a consensus fashion to capitalize on the strengths and overcome the 

deficiencies of individual methods.9; 10; 11; 12  This “consensus scoring” approach is 

attractive when it has worked, but its theoretical underpinnings are slim.13 An alternative 

approach involves using a higher level of theory to re-score the docking hit lists after the 

docking calculation has completed.  The goal is to re-evaluate the top docking hits for 

energetic complementarity to the target after including more terms and degrees of 

freedom than modeled by the docking program.  Because more terms are considered, 

rescoring is typically much slower than docking, so much so that only the top-scoring 

docking pose of the best scoring docked molecules are often considered. This approach 
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has been adopted by versions of the program GLIDE.14 Here ligands are first docked 

using simplified and relaxed criteria and are then refined by more sophisticated and 

stringent evaluation of the energies of binding.  Similarly, Kollman used a hierarchical 

technique that begins with initial database screening and progresses to Molecular 

Mechanics-Poisson-Boltzmann Surface Area (MM-PBSA) rescoring to find HIV-1 

Reverse Transcriptase inhibitors.15  The combination of an initial docking screen with 

subsequent re-scoring by a Molecular Mechanics-Generalized Born Surface Area (MM-

GBSA) method has been used to improve enrichment of known ligands for several 

enzymes in retrospective studies and even to identify substrates.16; 17; 18; 19; 20 

Such MM-PBSA and MM-GBSA methods involve minimization and often 

dynamic sampling of the protein-ligand complexes, and include ligand and receptor 

conformational energies and strain. They evaluate the electrostatics and solvation 

components of the binding energy by PB or GB methods, including both ligand and 

receptor desolvation. The MM-GBSA binding energy is determined by 

ligandreceptorcomplex EEE −−  where E is an MM-GBSA estimate and solute configurational 

entropy effects are ignored. In this paper, we focus on relative binding energies of 

different ligands to the same receptor, so the free receptor energy ( receptorE ) does not 

affect the results. Because the MM-GBSA function includes both internal energies and 

solvation free energies, and because we explicitly subtract complex ( complexE ) and ligand 

( ligandE ) contributions, desolvation effects upon complex formation for both the ligand 

and the receptor are included, at least in principle. There are three main limitations: (1) 

the force fields and solvation energies are not uniformly accurate; (2) for reasons of 

computational efficiency, only a small part of configuration space near the DOCK 
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starting pose is really explored; and (3) configurational entropy effects are ignored. 

Notwithstanding these limitations, the MM-GBSA methods represent a substantially 

higher level of theory than that encoded by most docking programs and are attractive 

alternatives to a more complete treatment of the energies of interaction by free energy 

perturbation (FEP) and thermodynamic integration (TI),21 which remain the gold standard 

but are very slow.   

In this study, we set out to test MM-GBSA rescoring of docking hit lists in simple 

model cavity sites.  These sites have been engineered into the buried cores of proteins and 

bind multiple small organic molecules.  In contrast to most drug targets, these cavities are 

small (150-180 Å3), buried from bulk solvent, and are dominated by a single interaction 

term. The L99A (Leu99 Ala) cavity in T4 lysozyme22 is almost entirely apolar, the 

L99A/M102Q (Leu99 Ala/Met102 Gln)23 cavity in the same protein has a single 

hydrogen-bond acceptor (the introduced Gln102), whereas the W191G (Trp191 Gly) 

cavity in Cytochrome C Peroxidase (CCP)24; 25 has a single anionic residue, Asp235 

(Figure 1). The ligands recognized by these sites correspond to these features: the 

hydrophobic L99A binds small, typically aromatic non-polar molecules; the slightly polar 

L99A/M102Q binds both apolar molecules but also those bearing one or two hydrogen-

bond donors; whereas, the anionic W191G cavity almost exclusively binds small 

monocations. The simplicity of these sites is conducive to disentangling the energetic 

terms of ligand binding, which are so often convoluted in drug targets with their larger, 

more complex binding sites. It should be noted that previous work with solvent exposed 

sites has suggested that a major advantage of MM-GBSA scoring functions is calculating 

partial receptor desolvation upon ligand binding.17 This benefit with complex solvent 
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exposed binding sites may be less relevant in the buried cavity sites, especially the 

hydrophobic L99A and polar L99A/M102Q sites, which are mostly desolvated.  (It is our 

experience that the cavity sites, in fact, impose a greater strain on the GBSA solvent 

models to fully desolvate the pockets.) 

 

Figure 1. The model cavity sites. A. 

Cavity binding site in T4 lysozyme L99A 

with benzene bound. B. Cavity binding 

site in T4 lysozyme L99A/M102Q with 

phenol bound; the hydrogen bond with 

the Oε2 oxygen of Gln102 is 

represented by a dashed line. C. Cavity 

binding site of cytochrome C peroxidase 

W191G with aniline bound; the 

hydrogen bond with Asp235 is 

represented by a dashed line. The heme 

and an ordered water molecule are also 

depicted. In A., B., and C. the cavities 

are represented by a tan molecular 

surface and the protein ribbons are 

colored green. Rendered with the 

program PyMOL.63 

A. 

 
  
B. 

 
  
C. 
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In the cavity sites, as in other simplified sites,26 an incorrect prediction is often 

informative, identifying a single problematic term in a scoring function; we have used 

these cavities as model binding sites to identify problems in molecular docking23; 27; 28; 29 

and, more recently, thermodynamic integration.21 Others have found them attractive test 

systems for methods development studies.30; 31; 32; 33  An important advantage of these 

cavity sites is that they are experimentally tractable for detailed, prospective testing of 

ligand predictions. Because the ligands they bind are small—in the 70 to 150 amu 

range—many possible ligands are readily available commercially, which is rarely true of 

drug targets.34 The binding of these predicted ligands may be tested by direct binding 

assays, and the structures of the ligand-protein complexes may be routinely determined 

by x-ray crystallography to resolutions better than 2 Å.  Extensive study in the Matthews, 

Goodin, and our own laboratories has resulted in many tens of diverse ligands for each 

cavity, as well as tens of “decoys,” which are molecules that were predicted to bind to the 

sites but for which no binding was observed at concentrations as high as 10 mM on 

experimental testing.21; 23; 27; 28; 29  

We thus used these three simple model cavity sites, L99A, L99A/M102Q, and 

W191G, as templates to measure the strengths and weaknesses of MM-GBSA rescoring 

of docking hit lists. We used two rescoring programs: PLOP35; 36, with binding site side 

chain rotamer search and minimization, and AMBERDOCK, using short MD steps and 

minimization of binding site residues (Materials and Methods). Molecular docking was 

used to screen compound libraries that contained between 5000 and 60,231 fragment-like 

molecules from the Available Chemicals Directory (ACD); the library size was chosen to 

partly mitigate issues of size and charge bias from the library alone, and to be consistent 
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with earlier studies in these sites (Results).27 28  The single best pose for each compound 

that ranked among the top 5000 or 10000 compounds by docking was then rescored by 

both MM-GBSA programs. Multiple known ligands and decoys were among the 

molecules rescored for all three sites’ rescored sets.  In retrospective calculations, MM-

GBSA rescoring improved the separation of ligands from decoys in each of the cavities. 

We then tested 33 new ligands that were predicted to bind by the MM-GBSA methods 

that docking alone ranked poorly—generally much worse than the top 500.  To 

investigate the detailed basis of the MM-GBSA predictions, we determined crystal 

structures for 21 of these new ligands and compared them to the geometries predicted by 

theory. These studies suggest areas where MM-GBSA methods can contribute to the 

success of virtual screening, and areas where this method faces important challenges.   

2.3  Results 

Retrospective Docking and Rescoring in the Hydrophobic Cavity.   

Approximately 60,000 small molecules were docked into the hydrophobic cavity 

L99A using DOCK3.5.5423; 37 (Figure 1a). The compounds in this set were selected from 

a much larger library so as not to exceed 25 non-hydrogen atoms, as previously 

described.28  This reduced the enrichment-factor bias that would have otherwise occurred 

by the trivial ability of the docking program to remove compounds that were simply too 

large to fit in the cavities.  We note that reducing the number of molecules to 60,000 from 

the several million that are in the ACD or ZINC38 databases has the effect of reducing our 

enrichment factors.  Among the top-scoring 10,000 molecules were 39 known ligands 

and 40 experimentally tested decoys. DOCK found 44% (17 molecules) of these ligands 
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and 43% (17 molecules) of these decoys among the top 500 molecules (Figure 2a). 

Ligands such as toluene (DOCK rank 32), benzene (DOCK rank 151), and ethylbenzene 

(DOCK rank 301) are small, aromatic and hydrophobic compared to known decoys such 

as nitrosobenzene (DOCK rank 125), phenol (DOCK rank 234), and 3-methylpyrrole 

(DOCK rank 435).  Like the ligands, these decoys are also small and aromatic, but are 

presumably too polar for the hydrophobic cavity to overcome their desolvation penalty 

(Figure 1a).  

The top-ranking 10,000 docking hits for the hydrophobic cavity were re-ranked 

by PLOP and the top-ranking 5,000 docking hits were re-ranked by AMBERDOCK; 

fewer molecules were treated by AMBERDOCK simply because it was much more 

computationally intensive than PLOP. For both methods, the enrichment of the ligands 

actually decreased slightly relative to that achieved by docking alone; that is to say, fewer 

ligands were found among the very best scoring molecules (Figure 2a). Rescored by 

PLOP, 41% (16 molecules) of the known ligands were found among the top 500 

molecules, whereas 28% (11 molecules) were found by AMBERDOCK. Both enrichment 

factors were lower than those found by docking alone. On the other hand, the enrichment 

of the known decoys was lower still (Figure 2a). Only 5% of the decoys (2 molecules) 

were ranked among the top 500 molecules by PLOP and only 13% (5 molecules) were so 

ranked by AMBERDOCK. This represents a substantial improvement on docking alone, 

one that reflects a significant change in the relative energies of the ligands and decoys.  

For instance, in the L99A cavity the average differential energy between the first ten 

ligands and the first ten decoys was only 0.7 kcal/mol by docking.   Meanwhile, the 

average total energy for the top ten docked ligands was -15.8 kcal/mol and the difference  
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Figure 2. Retrospective enrichment 

of ligands and decoys for (a) the 

hydrophobic L99A cavity, (b) the 

polar L99A/M102Q cavity, and (c) 
the anionic W191G cavity. The 

plots depict the percentage of 

known ligands (continuous lines) or 

decoys (dashed lines) found (y-

axis) at each percentage level of 

the ranked database using the top 

10,000 best scoring docking hits (x-

axis) for L99A (a) and L99A/M102Q 

(b) and the 5400 best scoring 

docking hits (x-axis) for CCP (c). 
Docking enrichment of known 

ligands (continuous lines) and 

decoys (dashed lines) are 

represented by the dark blue 

curves. PLOP enrichment of known 

ligands (continuous lines) and 

decoys (dashed lines) are 

represented by the pink curves. 

AMBERDOCK enrichment of 

known ligands (continuous lines) 

and decoys (dashed lines) are 

represented by green curves. 
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between 1st and the 10th ranked ligand is 2.9 kcal/mol; the ligands and decoys were 

essentially indistinguishable by docking energy.  For the PLOP rescored molecules, 

conversely, the average difference in energies for the top ten ligands and decoys was 4.0 

kcal/mol.  Meanwhile, average energy for the top ten ligands was -21.7 kcal/mol and the 

difference between top ranked ligand the 10th was 5.5 kcal/mol; the best ligands and 

decoys are separated significantly by rescored energy.  We should note that both the 

ligand enrichment and the decoy enrichment are strongly biased for docking—many of 

the ligands and almost all of the decoys were originally tested based on docking 

predictions23; 28; 29—so it is reasonable to expect that the enrichment of ligands will be 

higher by docking, as will the decoys.  Perhaps more informative then is the separation of 

the ligands from the decoys, as measured by the ratios of their enrichment factors.  These 

were improved eight-fold by PLOP and two-fold for AMBERDOCK, relative to that of 

DOCK in this hydrophobic cavity. 

Retrospective Docking and Rescoring in the Polar Cavity.  

The same 60,000 molecules were docked into the polar cavity L99A/M102Q 

(Figure 1b). Among the top-scoring 10,000 molecules were 58 ligands and 17 

experimentally tested decoys. DOCK found 45% (26 molecules) of these ligands and 

35% (6 molecules) of these decoys among the top 500 molecules (Figure 2b). The 

increased polarity from Oε of the Gln102 side chain in the cavity accommodates the 

binding of phenol (DOCK rank 354) and 3-methylpyrrole (DOCK rank 307), which are 

decoys for the L99A cavity, as well as hydrophobic ligands such as toluene (DOCK rank 

16) and benzene (DOCK rank 78). The increased polarity of the site only goes so far, 

however, and it cannot accommodate decoys such as 1-vinylimidazole (DOCK rank 136) 
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or 2-aminophenol (DOCK rank 208), whose polarity is presumably still too great for the 

single carbonyl oxygen of the site to overcome the attendant desolvation terms. 

The top 10,000 docking hits for the polar cavity were re-ranked by PLOP and the 

top 5,000 re-ranked by AMBERDOCK. For both methods, the enrichment of the ligands 

again decreased slightly relative to the docking enrichment factor (Figure 2b). Rescored 

by PLOP, 22% (13 molecules) of the known ligands were found among the top 500 

molecules, whereas 34% (20 molecules) were found by AMBERDOCK. However, the 

enrichment of the known decoys was lower still. None of the decoys were ranked among 

the top 500 molecules by PLOP or AMBERDOCK, in contrast to DOCK where 35% (6 

molecules) of the known decoys were scored among the top 500 molecules. As in the 

hydrophobic site, despite the decrease in overall ligand enrichment, the separation of the 

ligands from the decoys was improved substantially for the polar cavity: by 20 fold for 

PLOP and 35 fold for AMBERDOCK.  

Retrospective Docking and Rescoring in the Anionic Cavity.  

Approximately 5400 molecules were docked in the charged cavity of CCP (Figure 

1c). This library was also selected from a much larger set to reduce enrichment-factor 

bias from trivial physical non-complementarity between library molecules and the CCP 

cavity.27  Thus, any molecules from the larger ACD that had unfavorable van der Waals 

scores (i.e., simply did not fit), or that bore an anionic charge, were removed from the 

larger library.  As with the lysozyme cavities, this smaller library of more physically 

plausible ligands reduces the enrichment factors we would otherwise achieve with 

docking.  Within this database were 40 known ligands and 20 experimentally tested 

decoys. DOCK found 78% (31 molecules) of these ligands and 20% (4 molecules) of 
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these decoys among the top 500 molecules (Figure 2b). The anionic cavity typically binds 

cationic ligands such as 2-aminopyridine (DOCK rank 6) and imidazole (DOCK rank 

227).  Most neutral polar compounds, such as 3,5-difluoroaniline (DOCK rank 148), and 

apolar compounds, such as toluene (DOCK rank 411), are decoys for this cavity, as are 

anionic compounds or those bearing a formal charge greater than +1. 

All of the 5400 docking hits for the anionic cavity were re-ranked by PLOP and 

AMBERDOCK. Rescored by PLOP, 83% (33 molecules) of the known ligands were 

found among the top 500 molecules, and 80% (32 molecules) were found by 

AMBERDOCK (Figure 2c). Both enrichment factors are comparable to those found by 

docking alone, which found 83% (33 molecules) of the known ligands among the top 500 

molecules. On the other hand, fewer of the known decoys were enriched by the MM-

GBSA methods. None of the known decoys were ranked among the top 500 molecules by 

PLOP or AMBERDOCK, and the best scoring decoy ranked 655 for PLOP and 785 for 

AMBERDOCK compared to 145 for docking. Thus, whereas the overall enrichment of 

the ligands relative to the rest of the database molecules remained unchanged, the 

separation of the ligands from the decoys was improved by four-fold for PLOP and 

AMBERDOCK. 

Prediction and Experimental Testing of New Ligands.  

A more robust test, one less biased by previous knowledge, involves prospective 

prediction of new ligands. For each of the three cavities, we looked for molecules that 

had been poorly ranked by docking but that ranked well by either PLOP or 

AMBERDOCK or both. We note that our use of “well” and “poorly” ranked is inexact 

because there is no fully reliable way to separate molecules based on docking energies 
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alone.  We therefore looked for molecules where the ranking’s changed substantially—

typically rising from ranks lower than 1500 to ranks in the top 200.  Of the 33 molecules 

selected, 24 were ranked worse than 1500th by docking, seven were ranked between 500 

and 1500, and two were ranked between 300 and 500.  The rankings of all 33 rose to be 

among the top 200 on rescoring.  Our choice of 200 was purely pragmatic, as it is a 

reasonable number of top ranking hits to visualize and consider for testing, which is often 

done when picking docking hits; another reasonable cutoff would have been top 500.   

Nine compounds were picked and tested for the hydrophobic L99A cavity, ten were 

tested for the polar L99A/M102Q cavity, and fourteen were tested for the anionic W191G 

cavity.  Structures for 21 of these 33 molecules in complex with the cavities were 

determined by protein crystallography, allowing us to compare the predicted and 

experimental geometries in detail. In the following discussion, we report whether binding 

was detected at a single concentration tested.  The actual affinities were not measured but 

will often be substantially better than the concentration reported.   

New L99A Ligands Predicted by Rescoring.   

All of the nine ligands predicted by PLOP and AMBERDOCK were relatively 

large compounds that do not easily fit into the unminimized cavity into which they were 

docked, explaining their poor docking ranks, but they fit well upon receptor relaxation by 

MM-GBSA. Binding was detected at millimolar concentrations by temperature of 

melting (Tm) upshift experiments for seven of these nine compounds; however, for two no 

binding was detected (Table 1). AMBERDOCK correctly predicted binding for five 

ligands and incorrectly predicted binding for 1-phenylsemicarbazide (3) and 2-

phenoxyethanol (9)  
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Table 1.  Compounds predicted by AMBERDOCK and PLOP to bind to T4 Lysozyme 
L99A. 
 

  
 
a Compound scores and ranks (in parenthesis) for DOCK, AMBERDOCK, and PLOP. 

Scores and ranks in bold font indicate ligands which rank in the top 200 for the 

respective scoring function. b Concentration at which ligand was tested. c ∆Tm monitored 

using fluorescence, exciting at λ=283nm and measuring the integrated emission above 

300 nm. d NR is not ranked. 
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Figure 3.  Predicted and experimental ligand orientations for the hydrophobic L99A 

cavity. The carbons of the crystallographic pose, the DOCK predicted pose, the 

AMBERDOCK predicted pose, and the PLOP predicted pose are colored grey, yellow, 

cyan, and magenta, respectively. The fo-fc omit electron density maps (green mesh) are 

contoured at 2.5-3.0σ (a) β-chlorophenetole (1), (b) 4-(methylthio)nitrobenzene (2), (c) 
2,6-difluorobenzylbromide (4), (d) 2-ethoxyphenol (5), and (e) 3-methylbenzylazide (6) 

bound to L99A. Rendered with the program PyMOL.26 

(a) (b)

    
(c) (d)

    
(e)   
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(two of the prospectively tested molecules were not rescored by AMBERDOCK because 

docking ranked them worse than 5000). PLOP correctly predicted binding for five 

ligands, while incorrectly predicted binding for 2-phenoxyethanol (9). PLOP agreed with 

docking on the remaining three molecules that had been prioritized by AMBERDOCK, 

ranking them worse than 1000. Two of these, 4-(methylthio)nitrobenzene (2) and 2-

ethoxyphenol (5), were true ligands and so are false negatives for PLOP.  

Five high resolution (better than 2 Å) protein-ligand crystal structures were 

obtained for these new L99A ligands to compare experimental to predicted poses (Figure 

3). In each case, electron density for the ligands was unambiguous, allowing us to model 

their positions in the site. Docking and MM-GBSA methods predicted the binding 

geometry for three of the five ligands to within 0.3 to 0.8 Å RMSD (Table 2). 

Conversely, the docked pose of 3-methylbenzylazide (6) was 1.4 Å RMSD from the 

crystallographic pose. The PLOP minimized prediction had a slightly improved RMSD of 

1.1 Å, but the refined ligand also had a non-linear azide group, highlighting a failure in 

ligand parameterization. In addition, docking and MM-GBSA methods predicted poses 

which were approximately 1.5 Å RMSD from the crystallographic pose of 4-

(methylthio)nitrobenzene (2). The crystallographic poses of these two ligands would have 

been within 2 Å of the Val111 side chain in the conformation of the cavity used for the 

docking calculation, a steric conflict that is relieved by conformational expansion of the 

cavity in the experimental structures.  Indeed, for all complexes, with the exception of β-

chlorophenetole (1), the F-helix of lysozyme (residues 108-113) that forms one wall of 

the cavity reorients by about 2 Å and swings Val111 further out of the cavity to 

accommodate the ligands.39 The protein conformations seen in these structures more 



 103

closely resemble the larger isobutylbenzene bound cavity site (PDB id 184L) than the 

smaller benzene bound cavity site (PDB id 181L) used for docking and rescoring. 

Whereas the MM-GBSA methods do not capture this helix motion, receptor and ligand 

minimization reduces the steric clash sufficiently to improve the ranks of what were 

docking false negatives. Higher level calculations using free energy methods and 

molecular dynamics have captured the F-helix motion and explained discrepancies in free 

energies upon ligand binding due to its displacement.21; 30 

New L99A/M102Q ligands Predicted by Rescoring.   

Ten representative compounds that scored well by the MM-GBSA methods were 

experimentally tested for binding to the polar cavity (Table 3). These compounds were 

ranked poorly by docking, again typically because they were too large for the 

conformation of the cavity targeted by docking. Binding was detected at millimolar 

concentrations by Tm upshift for six of these ten compounds; for the remaining four 

binding was not observed (Table 3). We note, however, that for one of these four, 2-(n-

propylthio) ethanol (12), we were able to determine a crystal structure in complex with 

the ligand by soaking a crystal of L99A/M102Q with 100 mM of compound, suggesting 

that it is a weak ligand for this cavity.   AMBERDOCK correctly predicted binding for 

four of the six ligands that it suggested should bind, while incorrectly predicted binding 

for o-benzylhydroxylamine (14) and 1-phenylsemicarbazide (3). Of the remaining two 

hits tested, prioritized by a high PLOP ranking, AMBERDOCK missed one real ligand 

but correctly distinguished one real decoy, ranking both compounds worse than 500. Two 

of the prospectively tested molecules were not rescored by AMBERDOCK because 

docking ranked them worse than 5000. PLOP correctly predicted binding for five of the  
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Table 3. Compounds predicted by AMBERDOCK and PLOP to bind to T4 Lysozyme 
L99A/M102Q.  

 
 

 
 
 
a Compound scores and ranks (in parenthesis) for DOCK, AMBERDOCK, and 

PLOP. Scores and ranks in bold font indicate ligands which rank in the top 200 for 

the respective scoring function. b Concentration at which ligand was tested. c ∆Tm 

monitored using fluorescence at λ=291.5nm and measuring the integrated emission 

above 300 nm. d NR is not ranked. 
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six ligands that it suggested should bind but incorrectly predicted binding for cis-2-

hexenol (16). Of the remaining hits tested, prioritized for testing by AMBERDOCK, 

PLOP missed two true ligands but correctly distinguished two decoys by ranking them 

worse than 1000.  

Crystal structures of six L99A/M102Q ligand complexes were determined to 

compare predicted and experimental poses of these new ligands (Figure 4). Electron 

density for each ligand was unambiguous and was detailed enough to suggest two 

binding modes for 2-nitrothiophene (11) and 3-chloro-1-phenyl-1-propanol (13). Docking 

predicted the pose of one ligand, 2-(n-propylthio)ethanol (12), to within 1 Å RMSD, 

while AMBERDOCK further minimized five of its six ligands and PLOP minimized 

three of its six ligands to within 1 Å RMSD (Table 2). Although the MM-GBSA methods 

collectively improved the binding mode predictions of all but one ligand, the key 

hydrogen bond interaction was missed in three of these structures (Figure 4a, e, and f). In 

addition, the azide group of 3-methylbenzylazide (6) was incorrectly parameterized by 

both AMBERDOCK and PLOP, as was also observed in the L99A cavity. Neither 

DOCK nor the MM-GBSA rescoring correctly predicted the binding mode for 3-chloro-

1-phenyl-1-propanol (13), with RMSD values of 1.9 and 1.7 Å, respectively. In three 

structures—2-nitrothiophene (11), 3-methylbenzylazide (6), and 3-chloro-1-phenyl-1-

propanol (13)—the F-helix of the cavity moves to accommodate the ligands while 

keeping the cavity still buried from solvent. In the complexes with 2-(n-

propylthio)ethanol (12) and 2-phenoxyethanol (9), there is evidence of a second 

conformation of residue Phe114 within the cavity that rotates and opens a water channel  
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Figure 4. Predicted and experimental ligand orientations for the polar L99A/M102Q 

cavity site. The carbons of the crystallographic, DOCK, AMBERDOCK, and PLOP 

predicted poses are colored grey, yellow, cyan, and magenta, respectively. Hydrogen 

bonds are depicted with dashed lines. The fo-fc electron density omit maps (green mesh) 

are contoured at 2.5-3.0σ. (a) n-phenylglycinonitrile (10), (b) 2-nitrothiophene (11), (c) 2-

(n-propylthio)ethanol (12), (d) 3-methylbenzylazide (6), (e) 2-phenoxyethanol (9), and (f) 
(R)-(+)-3-chloro-1-phenyl-1-propanol (13) bound to L99A/M102Q. Rendered with the 

program PyMOL.26 

(a) (b)

    
(c) (d)

    
(e) (f) 
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to the surface of the protein.  Neither the helix movement nor the Phe114 rotation was 

sampled by the MM-GBSA methods. 

 

New W191G ligands Predicted by Rescoring.   

Fourteen representative compounds reprioritized to score well by the MM-GBSA 

methods but scored poorly by docking were experimentally tested for binding by 

measuring perturbation of the heme Soret band in CCP (Table 4).24 Binding was detected 

for ten of these compounds at concentrations ranging from 50 µM to 10 mM. Of the 

eleven compounds that AMBERDOCK predicted to bind with ranks better than 500, 

binding was detected for eight. Of the remaining prospective hits tested, AMBERDOCK 

correctly distinguished one compound as a decoy but missed two ligands by ranking them 

worse than 500. Of the nine compounds that PLOP predicted to bind with ranks better 

than 500, binding was detected for eight. Of the remaining prospective hits tested, PLOP 

missed two ligands but correctly distinguished three decoys, ranking them worse than 

500. 

Crystal structures of CCP in complex with the ten new ligands were obtained 

(Figure 5). The electron density for the ligands was unambiguous. Docking predicted 

three structures to within 1 Å of the crystallographic result whereas the MM-GBSA 

methods did so for seven structures, typically with improved hydrogen bonding 

interactions (Table 5). For three ligands, the docking poses were over 1.9 Å away from 

the crystallographic results, and MM-GBSA refinement did little to improve these 

structures. In four of the complex structures—cyclopentane-carboximidamide (19), 1,2-

dimethyl-1H-pyridine-5-amine (22), pyrimidine-2,4,6-triamine (24), and 1-methyl-2-
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vinyl-pyridinium (30)—the loop composed of residues 190-195 flips out by nearly 12 Å 

opening the cavity to bulk solvent.  This large loop motion was not sampled by MM-

GBSA. 

Overall Performance in Predicting Top 100 Hits.  

The simplicity of these model cavity sites, the number of known ligands and decoys, and 

our experience with their ligands21; 23; 27; 28; 29  often allow us to predict what turn out to be 

true ligands and true decoys from among top-scoring molecules, based on their physical 

properties. We examined the top 100 hits predicted to bind by docking and MM-GBSA, 

compared property distributions, and made educated guesses as to whether or not they 

will bind. The 100 top ranking MM-GBSA rescored compounds for the L99A and 

L99A/M102Q cavities were larger, more flexible, and more polar, with more hydrogen 

bond acceptors and lower ClogP values per heavy atom compared to the top 100 hits 

from docking.  For the anionic W191G cavity there was a similar trend towards larger 

molecules and also a drift away from the singly charged cations favored by DOCK, with 

more dications and neutral molecules prioritized among the top ranking 100 molecules by 

the MM-GBSA methods.  The increased size and greater differences in polarity of the 

molecules in the MM-GBSA hit lists resulted in lower mean pair-wise similarities among 

the molecules, and consequently, an increase in the diversity of the rescored hit lists 

relative to the docking hit lists.  Thus, using ECFP_4 fingerprints (SciTegic, Inc.), the 

average pair-wise Tanimoto coefficient among the 100 top docking molecules for the 

L99A cavity with DOCK, AMBERDOCK, and PLOP was 0.17, 0.12, and 0.10, 

respectively (full distributions of pairwise similarities are given in Supplementary Figure 

S1). Similar trends were observed in the other two cavities.  The same tendencies that led 
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to greater diversity in ligands and their properties, however, reduced the raw hit rates we 

anticipate from among the top 100 ranking MM-GBSA ligands compared to those 

predicted by docking (Table 6).  For example, among the top 100 docking hits for the 

CCP cavity there were 29 true ligands and no experimentally determined decoys.  Of the 

remaining molecules—all untested—were what we predict to be 79 likely ligands and 7 

likely decoys, based on their similarity to known ligands and decoys and their physical 

properties such as size and charge complementarity. Conversely, among the top 100 

PLOP hits for the anionic cavity were only 15 experimentally tested ligands and 1 

experimental decoy.  Among the untested molecules were what we suspect are 53 further 

ligands and 22 further decoys.  Among the top AMBERDOCK hits for this cavity were 

19 true ligands and 3 experimental decoys.  Among the untested molecules prioritized by 

this program, we suspect that there are 67 further ligands and 14 more decoys.  Similar 

trends were observed in the other two cavities (Table 6). Admittedly, these numbers 

reflect guesses only, but we suspect that the overall trends would be born out by 

experiment (the interested reader may draw their own conclusions from the full lists in 

Supplementary Materials Tables 1-9) Thus, whereas the MM-GBSA methods rescued 

many docking false negatives and sampled a more diverse chemical space among the top 

hits, they also suggested more false positives among the very top-scoring molecules and, 

we suspect, have a lower overall hit-rate in this segment of the molecules prioritized for 

testing.   
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Table 4. Compounds predicted to bind by AMBERDOCK and PLOP to CCP W191G. 
      b Binding Structure

Structure Compound (ID) DOCK AMBER PLOP (mM) detected determined

N-methyl-1,2-phenylene 
diamine (17)

-120.6 
(618)

347.03    
(30)

-38.08 
(530) 10 No No

N-methylbenzylamine 
(18)

-18.59 
(942)

347.85     
(38)

-16.21 
(952) 1 Yes Yes

Cyclopentane-
carboximidamide (19)

-13.38 
(2134)

347.86    
(39)

-44.39 
(389) 1 Yes Yes

(1-methyl-1h-pyrrol-2-yl)-
methylamine (20)

-14.74 
(1830)

348.17     
(49)

-31.88 
(796) 0.05 Yes Yes

5-nitro-6-aminouracil 
(21)

-12.14 
(2435)

348.49     
(62)

-31.47 
(7827) 1 No No

1,2-dimethyl-1h-pyridin-5-
amine (22)

-22.95 
(362)

349.34     
(87)

-54.67 
(59) 0.05 Yes Yes

2-aminobenzylamine 
(23)

-12.62 
(2316)

349.34     
(96)

-34.19  
(671) 10 No No

Pyrimidine-2,4,6-triamine 
(24)

-36.54 
(7)

344.29     
(12)

-59.87  
(53) 1 Yes Yes

1,3-dimethyl-2-oxo-2,3-
dihydro-pyrimidin-1-ium 

(25)

-8.52 
(43093)

363.47     
(1901)

-56.65 
(32) 10 No No

1-methyl-5-
imidazolecarbox-

aldehyde (26)

-21.14 
(4291)

358.53     
(746)

-57.12 
(28) 10 Yes Yes

3-methoxypyridine (27) -23.05 
(2665)

355.17     
(393)

-55.31 
(44) 10 Yes Yes

2-imino-4-
methylpiperdine (28)

-17.3 
(1695)

349.17    
(82)

-52.43 
(119) 10 Yes Yes

2,4,5-trimethyl-3-
oxazoline (29)

-13.96 
(1962)

355.98     
(455)

-52.32 
(124) 0.25 Yes Yes

1-methyl-2-vinyl-
pyridinium (30)

-15.17 
(1716)

363.6     
(1938)

-52.32 
(125) 0.5 Yes Yes
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a Compound scores and ranks (in parenthesis) for DOCK, AMBERDOCK, and PLOP. 
Scores and ranks in bold font indicate ligands which rank in the top 200 for the respective 
scoring function. b Concentration at which ligand was tested.
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Figure 5. Predicted and experimental ligand orientations for the anionic CCP cavity. The 

carbons of the crystallographic, the DOCK, AMBERDOCK, and PLOP predicted poses 

are colored grey, green, cyan, and orange, respectively. (a) n-methylbenzylamine (18), 

(b) cyclopentane carboximidamide (19), (c) (1-methyl-1H-pyrrol-2-yl)-methylamine (20), 

(d) 1,2-dimethyl-1H-pyridin-5-amine (22), (e) pyrimidine-2,4,6-triamine (24), (f) 1-methyl-

A. B. 

 

C. 

 

D. 

 
    
E. F. 

 
    
G. H.
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5-imidazolecarboxaldehyde (26), (g) 3-methoxypyridine (27), (h) 2-imino-4-

methylpiperdine (28), (i) 2,4,5-trimethyl-3-oxazoline (29), and (k) 1-methyl-2-

vinylpyridinium (30). Rendered with the program PyMOL.26 

Origins of False Positive Hits Suggested by MM-GBSA Rescoring.  

In these simple cavities, false-positive hits often identify specific pathologies in a 

scoring function. For example, the MM-GBSA methods seemed distracted by compounds 

bearing what is almost certainly the wrong net charge for the W191G cavity, which 

extensive testing has shown preferentially binds mono-cations over neutral molecules 

(few of which have been observed to bind, and then only weakly) and dications (none of 

which have been observed to bind).  For instance, among the top 100 ranking molecules  

predicted by PLOP, there were 13 dications.  Whereas AMBERDOCK predicted only 

one dication, it prioritized five neutral molecules among the top 100 hits.  The dications 

will pay too high a desolvation penalty to be compensated by the interaction with the 

single anion in the site (Asp235), and the neutral compounds desolvate the same aspartate 

without recouping enough in interaction energy.  Balancing polar and ionic interactions 

with concomitant solvation penalties is a challenge for the field, one clearly faced by 

these methods as well. On the other hand, many of the top ranked PLOP ligands for 

L99A (47 out of the top 50) and L99A/M102Q contained one or more nitriles. While 

some of these compounds may well be ligands, as in the case of n-phenylglycinonitrile 

(10) for L99A/M102Q (Table 3), we suspect that this represents a ligand 

parameterization problem as opposed to a genuinely meaningful enrichment.  Indeed, the 

PLOP solvation energies for the top 47 nitriles actually rewarded desolvation, rather than 
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n-m
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penalizing it as is almost always the case otherwise, suggesting that there is an issue with 

determining the correct self-energy for this functional group.  Not wishing this term to 

dominate our analysis, we excluded these compounds from the PLOP rescored hit lists 

for L99A and L99A/M102Q; they do not contribute to the accounting described in this 

work).  This highlights the importance of good ligand parameterization for database 

screening—which is a considerable challenge for hundreds-of-thousands of molecules 

typically screened by docking—the lack of which can undermine any improvement in 

theory. 

Table 6.  
 Likely ligands and decoys among the top 100 ranked ligands by docking and MM-

GBSA. 

 
Method True 

ligands in 
top hits 

True decoys 
in top hits  

Likely 
ligands in top 
100 hitsa 

Likely 
decoys in top 
100 hitsb 

Ambiguousc 

L99A cavity 
DOCK 7 3 63 23 14 
PLOP 6 1 35 22 43 
AMBERDOCK 8 2 54 25 21 

L99A/M102Q cavity 
DOCK 13 2 73 12 15 
PLOP 5 1 31 8 61 
AMBERDOCK 7 2 43 22 35 

W191G cavity 
DOCK 29 0 79 7 14 
PLOP 15 1 53 22 25 
AMBERDOCK 19 3 67 14 19 

 

a Molecules that, based on their physical properties and similarity to known ligands, are 

likely to be cavity ligands (a full list is given in Tables S1-S9 in Supplementary 

Materials). bMolecules that, based on their physical properties and similarity to known 

decoys, are likely not to bind. c Molecules that are sufficiently different from known 

ligands and decoys, and whose physical properties are not sufficiently distinctive, such 

that no prediction was made (for L99A and L99A/M102Q molecules).  For W191G, 

molecules that were mis-protonated during database preparation relative to the expected 
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protonation at pH 4.5 are not counted to measure the performance of the scoring 

function. 

 

2.4  Discussion 

In principle, the most important improvements of MM-GBSA over docking, 

certainly over the program used in this study, DOCK3.5.54, are the better representation 

of electrostatic interactions, ligand and protein desolvation energies, and relaxation of the 

ligand-protein complex. The simplicity of the model cavity sites allows us to explore how 

these terms influence docking results in detail and to make prospective predictions for 

ligands that we can, in fact, acquire and test. Many investigators will be unsurprised to 

see that the MM-GBSA methods can rescue molecules that rank poorly in the docking 

calculation owing to the rigid-receptor approximation used in docking. Ligands that were 

too big to be accommodated well in the original docking are well-fit by a binding site that 

has been allowed to relax by energy minimization and, in the case of AMBERDOCK, 

short MD simulations. This was true both in retrospective calculations as well as in 

prospective predictions. The ability to relax the site also resulted in rescored hit lists that 

were more diverse with a wider range of likely ligands. Perhaps less anticipated was the 

cost of allowing such conformational change—some of the rescued, high-scoring 

molecules by MM-GBSA do not, in fact, bind to the cavity sites. These molecules are 

new false-positives introduced by the higher level of theory. Indeed, the overall hit rates 

at the very top of the ranked lists are arguably better by simple docking than by MM-

GBSA rescoring, at least when evaluated simplistically by the raw number of hits and 

likely hits (this is arguably offset by the greater diversity of the MM-GBSA hit lists).  

Partly this reflects problems in ligand parameterization, and partly difficulties in the 

treatment of the electrostatics in the binding sites. The most important challenge for MM-
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GBSA and for flexible receptor models in general is balancing the opportunities to find 

new ligands as receptor geometries are relaxed with the introduction of new false 

positives as the need to consider large receptor internal energies is introduced. Specific 

examples of these opportunities and problems are apparent in the three cavity sites 

studied here.  

The principal improvement conferred by MM-GBSA rescoring in the model 

cavity sites over docking was the inclusion of receptor binding site relaxation, which 

improved the ranks of larger ligands that rigid receptor docking missed. AMBERDOCK, 

for example, correctly predicted 2-ethoxyphenol (5) to bind to L99A (Table 1, Figure 3d). 

This compound is too large for the unrelaxed conformation of this cavity targeted by 

docking, but minimization and MD simulations allow the ligand to be well 

accommodated by effectively expanding the site.  Often, this relaxation led not only to 

improved rankings but also improved geometries.  For many ligands, RMSD values 

between the MM-GBSA predictions and the crystallographic results declined relative to 

those of the docking predictions and, especially in the W191G anionic cavity, many 

ligands refined by MM-GBSA had improved hydrogen bonding to the site.  Examples of 

this include the new W191G cavity ligands n-methylbenzylamine (18) and cyclopentane-

carboximidamide (19) (Table 4, Figures 5a and 5b, respectively).  

The structural relaxation with MM-GBSA performed well when the initial 

docking geometry resembled the crystallographic pose, but did little when large protein 

conformational changes were provoked by ligand binding.  For instance, F-helix 

unwinding and rotamer change by Val111 in L99A and L99A/M102Q were never 

captured by the method, nor was the extensive loop flipping observed in several of the 

W191G-ligand complexes. When such movements occurred, MM-GBSA rescoring could 

not rescue substantially incorrect docking poses, such as that adopted by 3-chloro-1-
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phenyl-propanol (13) for L99A/M102Q (Table 3, Figure 4f) and pyrimidine-2,4,6-

triamine (24) predicted for CCP (Table 4, Figure 5e), notwithstanding the large 

improvement in their rankings conferred by the rescoring.  These large movements are 

outside the radius of convergence of the local relaxation undertaken by the MM-GBSA 

methods.  Indeed, even more time-consuming thermodynamic integration methods are 

hard put to sample such changes without explicit “confine-and-release” strategies, which 

depend on a foreknowledge that such movements are likely.40 And whereas loop 

sampling methods have had encouraging successes in predicting such large movements,41 

this remains a frontier challenge for ligand and structure prediction methods. 

Pragmatically, the inability to predict the structural accommodations provoked by 

some large ligands is offset by the correct re-prioritization of what were docking false-

negatives as ligands.  The same comfort is not afforded by the ten false negatives 

introduced by the MM-GBSA methods, nor by the lower overall hit rates compared to 

docking among the very top scoring ligands (Table 6).  By allowing the receptor to 

respond to ligand binding, one allows for new and potentially unfavorable receptor 

conformations.  These must be distinguished by the MM-GBSA energy functions from 

the true low-energy conformations that may be sampled in solution.  This is challenging 

as the receptor conformational energies are large, and the errors in these calculations are 

typically on the same order of the net interaction energy of the protein-ligand complex. 

Although some of the errors are cancelled by subtraction of the internal energies before 

and after ligand binding, one is still subtracting two large numbers with relatively large 

errors to find a small one, the net binding free energy.  Consistent with this view, ligands 

achieved their maximal advantage over decoys on rescoring when we allowed only a 5 Å 

region around the binding site to relax.  Allowing the full protein to relax, or even an 8 Å  
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Figure 6. The topologically similar ligands and decoys of A. 2-phenylpropanol and 2-

phenoxyethanol (9) for L99A and B. n-phenylhydroxylamine and o-benzylhydroxylamine 

(14) to L99A/M102Q. 

 

region around the binding site, diminished the discrimination of known ligands from 

decoys. Of course, relaxing the entire system is the more physically correct way to 

calculate these energies. Falling back on limited relaxation speaks to a larger 

methodological issue.  

The three cavity sites targeted here are contrivances of human design and ligands 

discovered for them have no intrinsic value other than for testing methods.  Indeed, in 

these simple model systems the failures are often more interesting than the successes, as 

they can illuminate a specific methodological problem.21; 23; 27; 28; 29  Examples are the ten 

false positives predicted for the cavity sites by MM-GBSA rescoring.  Some of these 

reflect ligand parameterization problems.  For instance, we suspect that the many nitrile 

containing decoys predicted by PLOP for L99A and L99A/M102Q reflect failures in 

ligand parameterization. Such mechanical failures may be addressed by close attention to 

particular ligand groups and improved partial atomic charge models; admittedly, this can 
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be a daunting task for screening databases containing hundreds of thousands of disparate 

molecules. More interesting are the eight false-positives that are true energy function 

decoys.  Several of these highlight difficulties in the treatment of electrostatics and 

solvation in the binding sites. 2-phenyoxyethanol (9), for example, was predicted to bind 

by both PLOP and AMBERDOCK to L99A (Table 1). This decoy has a similar topology 

to 2-phenylpropanol, a known ligand22 (Figure 6a); however, the ether of 2-

phenoxyethanol (9) increases its polarity and presumably its solvation energy, which is 

not fully captured by the MM-GBSA implicit solvent model (another possibility would 

be that the 2-phenoxyethanol is docked in a high-energy conformation, one that is not 

recognized by the rescoring methods, but this turns out not be the case, with both the 

decoy and the ligand 2-phenylpropanol adopting similar and low energy conformations). 

Similarly, o-benzylhydroxylamine (14) was the top-ranking AMBERDOCK hit for 

L99A/M102Q, but is a decoy (Table 3). The terminal -ONH2 of this compound is too 

polar for the site, stranding one unpaired polar hydrogen from the NH2 group in this 

largely hydrophobic site. Interestingly, the polar cavity does bind n-phenylhydroxylamine 

(unpublished data), which has the same hydrogen bond accounting as o-

benzylhydroxylamine (14) and topologically resembles it closely (Figure 6b).  The 

difference between these nearly identical molecules is that in the former the two 

hydrogen bond donors from the ligand can both be accommodated by the carbonyl of the 

receptor glutamine, whereas in the decoy both hydrogen bond donors originate from the 

same atom—the nitrogen of the o-benzylhydroxylamine (14)—and only one can be 

accommodated by the carbonyl oxygen. 

The challenges of balancing ligand electrostatic interaction energies and 

desolvation penalties were also apparent in the anionic, W191G cavity.  Most obvious 

were those molecules that did not bear the correct mono-cationic charge state.  The 13 
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molecules that were doubly charged among the top scoring PLOP hits are almost 

certainly decoys, and this is also the case for the AMBERDOCK false positive 5-nitro-6-

aminouracil (21), which is neutral and cannot make the ion-pair interaction with Asp235 

(Table 4). More subtly, whereas 1,3-dimethyl-2-oxo-2,3-dihydropyrimidin-1-ium (25) is 

charged, this charge is shared between the two cyclic nitrogens and results in a compound 

with reduced electrophilicity compared to a compound with a localized charge. The 

AMBERDOCK false-positives n-methyl-1,2-phenylene-diamine (17) and 2-

aminobenzylamine (23) (Table 4) most likely do not bind because of steric clashes that 

inhibit optimal positioning of the charge-charge interaction.  These failures point to 

specific directions for improved treatment of the balance between electrostatic interaction 

and desolvation energies in the MM-GBSA methods.   

Overall, the results of MM-GBSA rescoring of docking hit lists on the model 

binding sites seem conflicted.  On the one hand, rescoring rescued many docking false 

negatives, improved the geometric fidelity of most of the predicted structures, and 

increased the diversity of the hit lists.  On the other hand, rescoring introduced more 

false-positives, especially among the very top ranking ligands, compared to the simpler 

docking protocol.  These observations may be reconciled by recognizing that what is 

probably the greatest advantage of the MM-GBSA methods over docking for the model 

sites, the relaxation of the protein-ligand complex, also presents the greatest challenge to 

discrimination.  To allow a flexible receptor, one must consider the relative energies of 

the different protein conformations explored. This implicates the pair-wise interactions of 

thousands of protein atoms, as opposed to the tens of atoms involved in the immediate 

protein-ligand complex. To properly rank the energies of the complexes, one must also 

properly account for the larger uncertainties that accompany the much higher magnitude 

energies of the overall system. Whereas this is the thermodynamically correct approach, 
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it introduces many interactions that have little bearing on the intimacies of the protein-

ligand complex itself.  Rigid receptor docking, for all the calumny poured upon it, can 

ignore these large magnitude yet low relevance interactions.  Of course, this leads to 

many false-negatives, but it avoids many of the false positives to which the MM-GBSA 

methods are prone.  Pragmatically, this suggests that hits derived from docking to a rigid 

experimental receptor conformation—and ideally more than one29; 42—and hits 

prioritized by rescoring after MM-GBSA refinement with binding site minimization will 

provide good candidates for experimental testing.  Despite its greater sophistication, 

MM-GBSA rescoring has a harder task, and its predictions will not, by every criterion, be 

better than those of a modern docking program; rather, our results suggest they will 

complement and add to them.  Still, MM-GBSA is a higher level of theory, and because it 

is grounded in physics, they can be built upon and improved in a regular way.  They are 

thus on a path to fundamental improvement in molecular docking and structure-based 

screening, which is so actively sought.43 

2.5  Materials and Methods 

Docking against Cavity Sites  

DOCK3.5.5423; 37 was used to dock a multi-conformer database of small 

molecules into the model cavity sites. The receptors, grids, spheres, and ligand databases 

were prepared as described for the T4 Lysozyme23 and CCP27 cavities, respectively. 

Briefly, to sample ligand orientations, ligand, receptor, and overlap bins were set to 0.2 

Å; the distance tolerance for matching ligand atoms to receptor was set to 0.75 Å. Each 

docking pose was evaluated for steric fit. Compounds passing this filter were scored for 

electrostatic and van der Waals complementarity and assigned the full penalty for transfer 
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from a dielectric of 80 to one of 2, as calculated by AMSOL.44; 45  Sampling and scoring 

required less than a second per ligand on a single 3.2 GHz Xeon processor. The best 

scoring conformation of each of the 10,000 top scoring molecules against L99A and 

L99A/M102Q and the 5400 top scoring molecules against CCP were saved and rescored 

by the MM-GBSA protocols. 

Rescoring with PLOP  

The rescoring procedure with Protein Local Optimization Program (PLOP)35; 36 

was essentially as described.17 Ligand parameters were calculated with IMPACT.46 The 

partial atomic charges of the ligands were replaced by the AM1-CM2 charges calculated 

by AMSOL (v6.5.3) as these were the same charges used during the initial docking.23 

The same protein structure file used in docking was used for rescoring. Protein 

parameters were defined by IMPACT with the exception of the partial charges for the 

heme cofactor in CCP W191G, which were the same as used in the docking method.27  

All energy minimizations were performed using PLOP with the all-atom OPLS force 

field (OPLS-AA)47 and the Surface Generalized Born (SGB) implicit solvent model.48 

PLOP implements a multiscale truncated-Newton (MSTN) minimization algorithm as 

described.49  For receptor minimization and calculation of Ecomplex and Ereceptor, a pre-

specified list of residues within 5 Å of the binding site were minimized after an initial 

sidechain rotamer search. (Residues 78, 84, 85, 87, 88, 91, 98-100, 102, 103, 106, 111, 

118, 121, 133, and 153 for L99A and L99A/M102Q and residues 174-180, 189-192, 202, 

230-232, 235, and water 308 for CCP). The rotamer search algorithm is as described in 

supplementary materials. 

Preliminary PLOP calculations of the hydrophobic and polar cavities were 

performed with a rigid receptor and resulted in very little separation of ligands and 
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known decoys. On the other hand, PLOP calculations in which a larger set of residues 

(those within 8 Å of the binding site) were minimized and resulted in worse overall 

enrichments of known ligands and a decreased separation of known ligands and decoys 

relative to minimizing a smaller 5 Å pocket. To approximate a fully desolvated ligand 

and cavity for the hydrophobic L99A and polar L99A/M102Q sites, only the SBG 

solvation term of the free ligand was included in the calculation of the total PLOP 

binding energies. Initial PLOP calculations including the SGB solvation terms for the 

calculation of the complex and free protein energies resulted in poor enrichments of 

known ligands, decreased separation of ligands and known decoys, as well as an 

enrichment of hits with increased polarity and electrostatic interactions. For the more 

solvated CCP cavity, the SGB terms were included in the calculation of the complex, free 

protein, and free ligand energies for the total binding energy.  

Rescoring with AMBERDOCK  

AMBERDOCK is based on the amber_score() scoring module in DOCK6. The 

ligand structures were modified using the antechamber suite of programs to create input 

files that could be read by Leap to generate the parameter and topology files for 

AMBERDOCK. Antechamber50 has been developed to be used with the general AMBER 

force field (GAFF) for small molecules.51 Charges for the ligands were generated using 

three charge methods in Antechamber—PEOE,52 AM1-BCC,53 and HF/6-31G* RESP.54 

The protonation states of the ligands were kept the same as the previous docking run for 

consistency in rescoring. AMBER ff94 parameters were assigned to all the protein atoms. 

The standard parameters for the heme cofactor as implemented in the Amber 9 program 

was used for the CCP cavity.55 The protonation states of Histidine residues were 

predicted based on their close neighbors. The GB model corresponding to igb=5 in the 
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AMBER 9 program was used.56 The surface area term was calculated using the LCPO 

model.57  A non-bonded cutoff of 18 Å was used for the calculations. 

The starting structures were taken from the docked pose. The structures were 

subjected to 100 steps of conjugate gradient minimization, 3000 steps of MD simulation 

with a 1 fs time step at a temperature of 300K, followed by 100 steps of minimization. 

During the minimization and MD, only the ligand and the protein residues within 5 Å of 

the ligand were allowed to move. To expedite the scoring process, we calculated the 

energy of the receptor ( receptorE ) once, and used this energy as a constant term during the 

subsequent energy evaluations for the rest of the ligands in the database. Binding free 

energy calculations with AMBERDOCK follows a scheme as described in supplementary 

materials (Supplementary Figure S2). Several AMBERDOCK rescoring protocols with 

slight variations were retrospectively tested and results are described in supplementary 

materials (Supplementary Figure S3).  

Protein Preparation and Expression  

T4 Lysozyme mutants L99A and L99A/M102Q and CCP mutant W191G were 

expressed and purified as described.23; 24 

Binding Detection of Ligands to T4 Lysozyme Cavities by Upshift of 
Thermal Denaturation Temperature  

To detect binding, L99A and L99A/M102Q were denatured reversibly by 

temperature in the presence and absence of the putative ligand. Molecules that bind 

preferentially to the folded cavity-containing protein should stabilize it relative to the apo 

protein, raising its temperature of melting.22 All thermal melts were conducted in a Jasco 

J-715 spectropolarimeter as described.22  Each compound was screened in its neutral 



 126

form. All compounds tested against L99A and L99A/M102Q were assayed in a pH 3 

buffer containing 25 mM KCl, 2.9 mM phosphoric acid, and 17 mM KH2PO4 with the 

exception of 1-phenylsemicarbazide (3) and o-benzylhydroxylamine (14). To maintain 

compound neutrality, these two were assayed at pH 6.8 in a 50 mM potassium chloride 

and 38% (v/v) ethylene glycol buffer.22 Thermal melts were monitored by far UV circular 

dichroism, except for melts in the presence of 4-(methylthio)nitrobenzene (2), 1-

phenylsemicarbazide (3), and 2,6-difluorobenzylbromide (4), which absorb strongly in 

the far UV region. For these three, thermal denaturation was measured by the intensity of 

the integrated fluorescence emission for all wavelengths above 300 nm, exciting at 283 to 

292 nm, using a fluorescence PMT on the Jasco instrument. Thermal melts were 

performed at a temperature ramp rate of 2 K/min. A least-squares fit of the two-state 

transition model was performed with the program EXAM58 to calculate Tm and van’t Hoff 

∆H values for the thermal denaturations. The ∆Cp was set to 8 KJ mol-1 K-1 (1.94 kcal 

mol-1 K-1).  

Binding Detection of Ligands to CCP W191G  

Ligand binding was measured in 50 mM acetate buffer pH 4.5. To avoid 

competition in ligand binding with small cations like potassium,24 the pH of the buffer 

was adjusted with Bis-Tris propane. The compounds were dissolved in dimethyl 

sulfoxide (DMSO). Binding of compounds to CCP was monitored by the red shift and 

increase of absorbance of the heme Soret band24 at 10 ºC. 

Structure Determination  

Crystals for L99A and L99A/M102Q were grown as described23 and the resulting 

crystals belonged to space group P3221. Crystals were soaked overnight to one week in 
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crystallization buffer containing as much as 100 mM compound. In addition to soaking, 

drops of neat compound were added to the cover slip surrounding the drop containing the 

crystal. After soaking, the crystals were cryoprotected with a 50:50 Paraton-N (Hampton 

Research, Aliso Viejo, CA), mineral oil mix. Crystals for CCP W191G were grown as 

described25 and the resulting crystals belonged to space group P212121. Crystals were 

soaked in 25% MPD with 1 to 50 mM compound for 4 hours or overnight with the 

exception of pyrimidine-2,4,6-triamine (24), which was soaked for 15 minutes.  

Diffraction data for the complexes of L99A with β-chlorophenetole (1), 4-

(methylthio)nitrobenzene (2), 2,6-difluorobenzylbromide (4) and the complex of 

L99A/M102Q with 3-methylbenzylazide (6) were collected using a Rigaku X-ray 

generator equipped with a rotating copper anode and a Raxis IV image plate. Data for the 

complexes of L99A/M102Q with n-phenylglycinonitrile (10) and 2-nitrothiophene (11) 

and the complex of CCP with n-methylbenzylamine (18) were collected on Beamline 9-1 

at the Stanford Synchrotron Radiation Laboratory (SSRL) using an ADSC-CDD detector. 

Data for all other complexes were collected on Beamline 8.3.1 of the Advanced Light 

Source (ALS) at Lawrence Berkeley National Laboratory using an ADSC-CCD detector. 

All data sets were collected at 100 K. Reflections were indexed, integrated, and scaled 

using HKL2000.59 Parameters for ligands were generated with PRODRG.60 Complexes 

were refined using the CCP4 software package.61 Interactive model building was 

performed using Coot.62 

Protein Data Bank Accession Codes  

The crystallographic coordinates for the complex structures presented in this work 

have been deposited with the RCSB Protein Data Bank with accession codes 2RAY, 
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2RAZ, 2RB0, 2RB1, 2RB2, 2RBN, 2RBO, 2RBP, 2RBQ, 2RBR, 2RBS, 2RBT, 2RBU, 

2RBV, 2RBW, 2RBX, 2RBY, 2RBZ, 2RC0, 2RC1, and 2RC2. 
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Gloss to chapter 3 
 

In the previous chapters, my work dealt primarily with the CCP W191G model 

system to assess molecular docking methods.  In chapter 1, CCP W191G was introduced 

as a new polar and charged cavity, which we subsequently used to evaluate the DOCK 

scoring function, a physically derived, but approximate method best used for brute force 

screening of large virtual libraries of small molecules. In chapter 2, CCP W191G was 

included in a series of model systems to evaluate more sophisticated scoring functions, 

MM-GBSA methods. Although these methods are more physically realistic, including 

some protein relaxation and molecular mechanics treatment of bonded terms (torsions, 

etc), still there are limitations. For one, the solvent is treated implicitly (GBSA) and does 

not include solute entropic effects. Although protein dynamics are considered, we had 

found that relaxing the protein worked best within a limit of 5-8Å from the binding site, 

allowing more of the protein to relax introduced decoy receptor conformations (Chapter 

2). Finally, due to the restraints on computational efficiency, sampling of the ligand is 

limited to conformational space near the DOCK starting pose.  

So, the question we set out to address was, if we aren’t limited by computational 

cost and can use the highest level of theory available to us, can we successfully predict 

ligands (and decoys) in a polar model system? We already had good evidence that we 

could be successful in another simpler system, the hydrophobic L99A cavity in T4 

lysozyme, using alchemical free energy methods to predict the absolute binding free 

energy of small molecules to this cavity.1 Unfortunately, using CCP W191G as the polar 

model system was too great a leap from the L99A cavity. The presence of ordered 

displaceable waters, a flexible loop2, finding accurate parameters for the heme, and 



 139

accounting for charged ligands proved to be, for the time being, a hurdle that was too 

great. 

Instead, we took a step back and looked to the less complicated, but still slightly 

polar, model cavity T4 lys L99A/M102Q. The advantages to using this system were, as in 

L99A, the availability of several ligands with known affinities and crystal structures for 

retrospective analysis. We also could anticipate certain protein motions, sidechain 

rotamers and slight unwinding of helix F based on information from L99A and from 

M102Q crystal structures.3-5 Finally, both protein crystallography and ligand affinity 

measurements by low c-value ITC were well established for the T4 lysozyme model 

systems.6 

The question we initially sought to address was whether alchemical free energy 

methods could also predict the absolute binding free energy in a polar cavity that binds 

more diverse ligands. The distinction between what constitutes too polar is subtle; both 

benzene, phenol and catechol bind, but 2-aminophenol is a decoy. What we didn’t 

anticipate was that every compound we picked, with the exception of n-

phenylglycinonitrile would enlarge the cavity to some extent. Although polarity (and the 

potential for hydrogen bonding) was what we initially set out to test, this was not the 

defining characteristic of the compounds we picked; instead unknowingly it was ligand 

size, which translated to protein conformational change upon ligand binding. 

Another challenging aspect for of this study was sampling ligand orientations. A 

good example was our decision, based purely on computational expediency, to restrict the 

relative free energy calculations only to starting orientations with the hydroxyl pointing 

towards the glutamine (Gln102). This seemed reasonable at the time, but could have been 

a disastrous failure if we had only picked phenol as our reference ligand. The predictions 

from phenol were random at best, with no rank ordering and generally poor prediction of 
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binding mode. Luckily, by including catechol, with two hydroxyl positions (therefore 4 

starting orientations), we were able to correctly rank order our predictions by relative 

affinity and accurately predict the correct binding mode as well. Restricting sampling of 

the ligand starting orientation too much resulted in nearly complete failure; simply 

doubling the possible orientations from 2 to 4 was enough to recover rank-ordering and 

pose prediction, at least in the relative calculations. 

Overall, by comparison to the results for the L99A cavity1, those from this study 

in M102Q are less impressive as far as predictive ability (no rank-ordering in the absolute 

free energy predictions, generally overestimated free energies, and a fair number of 

mispredicted poses). However, we gained a good deal of knowledge to apply to the next 

round of free energy predictions, soon to be underway in the CCP model systems. 

Furthermore, the new ligands and decoys from this study, 14 total compounds for the 

absolute free energy calculations and 6 new ligands from the relative free energy 

calculations, including full characterization of new ligands from affinity prediction by 

ITC to crystal structures of the 13 ligands in complex with M102Q, provides an 

invaluable test set for future studies.  

This work was a collaboration with David Mobley, who handled the 

computational side of the project, both the absolute and relative free energy calculations, 

and with whom I share co-first authorship. Gabe Rocklin provided an absolutely 

invaluable critical eye to all aspects of the project and helped with a great deal of the 

analysis. Alan Graves introduced me to this project, picked the initial compounds for the 

absolute free energy calculations, did several of the initial binding assays, and was 

responsible for the crystal structures of two ligands, n-phenylglycinonitrile and 2-

nitrothiophene (Chapter 2). The Supplementary Material for this chapter is in Appendix 

C.
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3.1  Abstract 

We present a combined experimental and modeling study of organic ligand 

molecules binding to a slightly polar engineered cavity site in T4 lysozyme 

(L99A/M102Q). For modeling, we computed alchemical absolute binding free energies. 

These were blind tests performed prospectively on 13 diverse, previously untested 

candidate ligand molecules. We predicted that eight compounds would bind to the cavity 

and five would not; 11 of 13 predictions were correct at this level. The RMS error to the 

measurable absolute binding energies was 1.8 kcal/mol. In addition, we computed 

relative binding free energies for six phenol derivatives starting from two known ligands: 

phenol and catechol. The average RMS error in the relative free energy prediction was 

2.5 (phenol) and 1.1 (catechol) kcal/mol. To understand these results at atomic resolution, 

we obtained x-ray co-complex structures for nine of the diverse ligands and for all six 

phenol analogs. The average RMSD of the predicted pose to the experiment was 2.0Å 

(diverse set), 1.8Å (phenol derived predictions) and 1.2Å (catechol derived predictions). 

We found that to predict accurate affinities and rank-orderings required near-native 

starting orientations of the ligand in the binding site. Unanticipated binding modes, 

multiple ligand binding, and protein conformational change all proved challenging for the 

free energy methods. We believe these results can help guide future improvements in 

physics-based absolute binding free energy methods. 
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3.2  Introduction 

A longstanding goal in structure based drug discovery is to predict ligand binding 

free energies accurately.  The most sophisticated simulation-based methods, such as free 

energy perturbation (FEP) and thermodynamic integration (TI), calculate the binding free 

energy of small molecules to proteins using a thermodynamic cycle. These approaches 

step through a series of non-physical (alchemical) overlapping states from free ligand + 

protein to the protein-ligand bound complex. Nearly all such approaches, with few 

exceptions 1-3, require a bound structure as input. The calculations are time consuming, 

due in part to the explicit treatment of solvent, as well as the need for many intermediate 

states. Also, each step of the transformation requires equilibration of the system. Finally, 

the many degrees of freedom in these systems make it difficult to achieve convergence of 

the free energy estimate.  

Despite these concerns, investigators have been able to correlate calculated 

absolute and relative binding free energies of small molecules with experimental results, 

some to within 1-2 kcal/mol in retrospective studies 1,3-19. There are far fewer examples 

of prospective predictions, a more rigorous test for any computational method.  Most 

successful prospective tests to date have involved relative free energies, where a ligand’s 

affinity is predicted based on the measured affinity of a similar ligand. An example of 

such prospective prediction is the work of Jorgensen & colleagues, who used relative free 

energy calculations for lead optimization of potent non-nucleoside HIV-1 reverse 

transcriptase inhibitors 20. In this case, knowledge of the affinities and structural 

information for a set of ligands was leveraged to systematically improve potency relative 

to the starting compounds. A more ambitious goal is to predict absolute binding free 

energies: these calculations would not require knowledge of other ligands already tested.  



 146

In a previous study, we used a simple model cavity to explore the strengths and 

weaknesses of alchemical free energy methods. Owing to their simplicity, tractability, 

and the many untested plausible ligands, it is possible to test prospective predictions and 

analyze both successes and failures in detail for such sites. We therefore predicted the 

absolute binding free energy of five unknown compounds to the hydrophobic model 

binding site T4 lysozyme L99A 2. The simplicity of the site made it possible to isolate 

errors due to convergence and force field issues that might otherwise have been masked 

by pKa shifts, complex protein motions, and other factors. In the hydrophobic cavity, free 

energy methods correctly separated ligands from non-binders, rank-ordered and 

accurately calculated the new ligand affinities, and predicted the correct binding 

geometries.  

Still, the simplicity of this site and the few compounds tested left several 

questions unanswered, specifically how alchemical free energy methods would perform 

with the introduction of polarity into the binding site and with the corresponding increase 

in the diversity of ligands that would then bind. To explore these questions we turned to a 

second model binding site in T4 lysozyme L99A/M102Q, essentially the same 

hydrophobic cavity but with polarity and the potential for hydrogen bonding introduced 

by the Met102  Gln substitution (Fig. 1.A). As in the apolar L99A cavity, this site binds 

small aromatic molecules (benzene, toluene etc), but it also binds more polar molecules 

such as phenol. Not all polar molecules bind, for example whereas catechol is a ligand, 

the isosteric 2-aminophenol does not bind detectably. The balance between the solvation 

free energy of the ligand and the requirement of correctly orienting molecules for 

hydrogen bonding to Gln102 introduces complexities absent from the apolar cavity, 

without abandoning the essential simplicity of the cavity. And, like the original site, the 

L99A/M102Q model system lends itself to prospective studies, with both experimental 
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assays and protein crystallization conditions well established 21-23. Also – and this is a key 

point – because the cavity is so small (~150Å3) there are many hundreds of likely ligands 

to be found within commercially available libraries that are easy to acquire and test. 

3.3  Results 

Retrospective analysis of ligands and decoys 

To begin this study, seven known ligands and two related non-binders were 

selected for retrospective free energy calculations. Results from the previous study in the 

hydrophobic cavity, L99A, suggested that accurate prediction of ΔGb required forced 

umbrella sampling of Val111 sidechain rotamers (Fig.1 Supplementary Material)2,24. This 

movement had been observed to occur with ligand binding, sometimes coupled with a 

motion of helix F, residues 108-114 (Fig 1.B) , enlarging the cavity to accommodate 

bigger ligands. For the polar cavity, L99A/M102Q, alternate rotamers of Leu118 and 

Val103 were also observed in the complex crystal structures with catechol and 3-

chlorophenol (PDB IDs 1XEP, 1LI3); we therefore sampled all these rotamers explicitly 

in this study using umbrella sampling (Fig 2 Supplementary Material) 24. Also, unlike 

common approaches that use bound structures as inputs, we attempt to predict the actual 

binding mode by sampling many possibilities. Because different possible orientations and 

conformations can be separated by large kinetic barriers, we sample each “pose”, 

corresponding to a kinetically stable orientation, separately. 

The retrospective absolute free energy calculations for the seven ligands and two 

decoys had an RMS error of 1.2 kcal/mol relative to experiment (Table 1 Supplementary 

Material) 23. Six of the seven ligands were correctly identified as measurable binders (Kd 

values < 10mM) and one of the two non-binders was also correctly identified as such. 
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Figure 1. (a) T4 Lysozyme L99A/M102Q binding site shown in complex with phenol and 

one ordered water molecule 23. (b) Unwinding of Helix-F upon binding of certain ligands 

(cyan) yields an enlarged binding site relative to apo (orange).  

 

There were two failures in this set: 2-aminophenol and 4-vinylpyridine. 2-aminophenol is 

a non-binder that was calculated to have a ΔGb of -3.93 kcal/mol, indicating a weak but 

measurable affinity (Kd ≈ 1mM), while 4-vinylpyridine is also a non-binder with a 

calculated ΔGb of -3.39 kcal/mol (very weakly binding, Kd ≈ 3mM). The prediction of 

the binding geometries for this retrospective set was satisfactory. Most ligand orientations 

were predicted to within 2Å of the crystallographic binding mode. Despite the small size 

of the test set, these results suggested that prospective tests for this site would be feasible. 

Prospective predictions: Absolute binding free energy 

To choose candidate, previously untested, ligands for L99A/M102Q we docked a large 

library of organic small molecules and selected compounds, keeping in mind that we 

wanted a range of affinities, from non-binders to those with good ligand efficiencies. 

Thirteen compounds were chosen, encompassing both compounds we believed might be 

too polar or too large for the cavity to those that we (SEB & BKS) expected to bind. The 
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experiment was set up in a blind fashion; the calculation of the absolute binding free 

energies was performed independently (DLM, KAD) without knowledge of the 

experimental results, whereas the measurement of Kd values (by ITC) and the  

 

Table 1. Prospective test: absolute binding free energy predictions  

Structure ΔGb,exp (Kcal/mol) a. ΔGb,calc (Kcal/mol) b. RMSD (Å) c. PDB ID

n-phenylglycinonitrile -5.52 ± 0.18 -5.63 ± 0.38 0.87 2RBO

2-nitrothiophene -4.85 ± 0.25 -5.73 ± 0.13 1.09(A); 2.86(B)  2RBN

thieno[3,2-b]thiophene -4.67 ± 0.17 -6.8 ± 0.23 0.73(A) 0.44(B) 3HUQ

4,5,6,7-tetrahydroindole -4.61 ± 0.09 -5.4 ± 0.45 0.66 & 1.78** 3HUA

benzyl acetate -4.48 ± 0.16 -1.31 ± 0.44 >10 3HUK

nitrosobenzene weak -5.55 ± 0.23 3.24(A), 3.22(B) 3HU9

2-ethoxy-3,4-dihydro-2h-pyran weak -3.8 ± 0.18 4.35 3HTG

4-chloro-1h-pyrazole weak -7.86 ± 0.12 2.07 3HTF

(E )-thiophene-2-carboxaldoxime NB -2.30 ± 0.09 −−− −−−

1-phenylsemicarbazide NB 0.45 ± 0.24 −−− −−−

o-benzylhydroxylamine NB -2.58 ± 0.13 −−− −−−

1-2-hydroxyethylpyrrole NB -5.72 ± 0.12 −−− −−−

phenylhydrazine NB -2.51 ± 0.44 −−− −−−
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Compound names of mispredictions are in bold italics. ** indicates RMSD for one 

crystal pose calculated to two predictions. aFree energy of binding determined by ITC at 

10°C. For ligands designated weak, binding was established by Tm upshift but ΔGb could 

not be determined. NB, nonbinder. ΔTm ≈ 0°C at concentrations between 1 and 10mM. 
bCalculated free energy of binding. cRMSD of predicted ligand geometry to 

experimentally observed crystal pose. If multiple ligand orientations were present in the 

crystal (designated A and B), only the best RMSD to the prediction is reported.  
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determination of x-ray structures (both in the Shoichet lab) were done before the 

predictions were made known. 

Of the 13 compounds, five were not detected to bind and eight were ligands 

(Table 1). Of the eight new ligands, three had weak to moderate affinity: nitrosobenzene, 

4-chloro-1H-pyrazole, and 2-ethoxy-3,4-dihydropyran; binding was only detected at 

concentrations higher than 1mM by thermal denaturation upshift (ΔTm). Due to this and 

to solubility limitations, the actual binding affinity could not be measured for these 

ligands and was instead estimated to be between 1-10mM (-3.88 to -2.59 kcal/mol). Of 

the remaining five new ligands, the binding free energies, determined by ITC, ranged 

from -4.48 kcal/mol (benzylacetate) to -5.52 kcal/mol (n-phenylglycinonitrile), placing 

this last ligand among the best known for this cavity (Fig 2).  

The complex crystal structures of the ligands bound to L99A/M102Q were 

determined for all eight new ligands, with resolutions between 1.26Å and 1.85Å (Fig. 

3.A-R, Table 2 Supplementary Material). Three structures had multiple binding modes: 

benzylacetate, thieno[3,2-b]thiophene  and 2-nitrothiophene. Two others had adopted 

geometries in the site dissimilar to all previously known ligands. Thiophene-2-

carboxaldoxime, purchased as the 98% pure E isomer, was not observed to bind in the 

CD assay at 5mM, but electron density for the Z isomer was observed at a crystal soak 

concentration of 50mM (PDB entry 3HTD). Apparently the Z isomer was present as an 

impurity, making (Z)-thiophene-2-carboxaldoxime the ninth new ligand discovered in 

this study. The other compound, 4-chloro-1H-pyrazole, had two molecules present in the 

cavity, both at 100% occupancy. This is unprecedented for this site. To accommodate 

this, helix F unwinds from residue 108 to 114. This enlarges the cavity more than 

observed with any other ligand and opens it to bulk solvent. The new water channel that 
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results interacts with both the helix F backbone and with one molecule of 4-chloro-1H-

pyrazole.  

Movement of helix F was observed in all of the complex structures with only one 

exception, n-phenylglycinonitrile (Fig. 3.K-L). This movement displaces the Val111 

sidechain, allowing larger ligands to fit in the cavity.  Conversely, few alternate sidechain 

rotamers were observed on ligand binding. The only example for Val111 was the 2-

nitrothiophene bound  

structure, in which an alternate rotamer conformation was observed in addition to the apo 

rotamer. Val103 had two alternate conformations in the benzylacetate and 2-ethoxy-3,4-

dihydro-2h-pyran structures. Leu118 had alternate rotamer conformations in two 

structures: 4,5,6,7-tetrahydroindole and (Z)-thiophene-2-carboxaldoxime. All other 

rotamers observed corresponded to the apo conformation (Table 3 Supplementary 

Material). 

 

Figure 2. Representative ITC measurements 

and fit: n-phenylglycinonitrile titration (stock 

concentration 1.4mM) into L99A/M102Q (initial 

concentration 42.5μM). An initial injection of 

2μL was followed by 29 x10μL injections of 

ligand to a final ligand concentration in the 

reaction cell of 237.9μM.  
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Comparing Prediction to Experiment 

The criteria we use to assess the accuracy of the predictions are as follows: 1) 

whether the free energy methods correctly distinguish ligands from non-binders, 2) 

whether the predictions are accurate (RMS error to experimental ΔGb) and whether the 

compounds can be rank-ordered by affinity, 3) RMSD of the predicted pose(s) to the 

experimentally determined binding mode. In this system, the free energy approach was 

unable to rank-order the compounds by affinity. For seven of the 13 compounds, the 

affinity is overestimated, and even when the ligand was correctly predicted as a binder 

the affinity was overestimated six out of nine times (Table 1). Three compounds were 

completely mispredicted (either as a binder or non-binder when the reverse was true):  

1,2-hydroxyethylpyrrole, benzylacetate and n-phenylglycinonitrile. In the last of these, a 

trivial error led to incorrect partial charges. With the corrected result for n-

phenylglycinonitrile, the overall RMS error in the predicted absolute binding free 

energies was 1.8 kcal/mol for the five compounds with measurable affinities (by ITC).  If 

we estimate the affinity of the 3 weak ligands based on the concentration where 

significant Tm upshift was observed (nitrosobenzene ≈1mM, 4-chloro-1h-pyrazole ≈ 

5mM, 2-ethoxy-3,4-dihydro-2h-pyran ≈10mM), the overall RMS error is 2.3 kcal/mol. 

Of the two remaining mispredictions, 1,2-hydroxyethylpyrrole is a non-binder, but it is 

predicted to be a low micromolar binder, with ΔGb,calc = -5.72 kcal/mol.  Benzylacetate is 

a ligand for this site, yet the predicted ΔGb is unfavorable. 

Comparing the predicted ligand poses to the experimentally determined binding 

modes, the overall average RMSD to the crystallographic results was 2.0Å.  In six of the 

nine structures the RMSD was less than 2Å, thieno[3,2-b]thiophene , 4,5,6,7-

tetrahydropyran, 2-nitrothiophene, thiophene-2-carboxaldoxime, 4-chloro-1H-pyrazole, 
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and n-phenylglycinonitrile. The predictions that corresponded most closely to the 

experimental results were thieno[3,2-b]thiophene , 2-nitrothiophene and 4,5,6,7-

tetrahydropyran. For these three ligands, not only did the free energy methods accurately 

predict the affinity, the binding pose prediction was also accurate (Table 1). Two equally 

contributing orientations were predicted for all 3 compounds, although for 4,5,6,7-

tetrahydropyran only one binding mode was observed crystallographically (Fig. 3.M-L). 

All three ligands induced a slight conformational change in helix F, as observed in the 

ligand-protein complex structure, but this was not observed in the predicted structure.  

Instead, alternate rotamers of Val111 and Leu118 were predicted in order to avoid 

a steric clash with the sidechain atoms. These rotamer predictions did not agree with the 

experimental result, with the exception of Val111 for 2-nitrothiophene (Table 3 

Supplementary Material). Despite this, we count these three cases as successes for pose 

prediction. Although thiophene-2-carboxaldoxime was purchased as the E isomer, the Z 

isomer is the actual ligand observed to bind in the x-ray complex structure. The 

prediction agreed with the experimental result for both isomers for binding and predicted 

orientation; the E isomer was predicted to be a non-binder, ΔGb,calc = -2.30 kcal/mol and 

the Z isomer a binder, ΔGb,calc = -7.13 kcal/mol. Although the RMSD of the prediction 

was satisfactory to both observed binding modes, 1.9Å for each, the predicted structure 

was the mirror image (Fig. 3.C-D); however, the hydrogen bond to Gln102 is maintained 

in spite of this. Additionally, an alternate rotamer was predicted for Leu118 for (Z)-

thiophene-2-carboxaldoxime, which corresponded with the experimental result (Table 3 

Supplementary Material).  
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Figure 3. Comparison of predicted to experimental binding modes for the absolute 

binding free energy predictions.  

Figure 3. (a and b) Two conformations of benzylacetate: (a) X-ray result, 25:25 

occupancy. 2Fo-Fc electron density map displayed at 1.0σ. (b) Overlay of x-ray result 

(gray) with predicted geometry (green). (c and d) Two conformations of thiophene-2-

carboxaldoxime: (c) X-ray result, 50:50 occupancy. 2Fo-Fc electron density map 

displayed at 1.5σ. (c) Overlay of x-ray result (gray) with predicted geometry (green). (e 

and f) Two conformations of thieno[3,2-b]thiophene: (c) X-ray result, 50:50 occupancy. 

2Fo-Fc electron density map displayed at 1.5σ. (f) Overlay of x-ray result (gray) with 
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predicted geometries (green & cyan). (g and h) Two conformations of 2-nitrothiophene: 

(g) X-ray result, 50:50 occupancy. 2Fo-Fc electron density map displayed at 1.5σ. (h) 

Overlay of x-ray result (gray) with predicted geometries (green & cyan). (i and j) Two 

molecules of 4-chloro-1H-pyrazole: (i) X-ray result, two molecules (A and B) bound at 

100% occupancy with two ordered water molecules. 2Fo-Fc electron density map 

displayed at 1.5σ. (j) Overlay of x-ray result (gray) with predicted geometry (green). (k 

and l) n-phenylglycinonitrile: (k) X-ray result, 100% occupancy. 2Fo-Fc electron density 

map displayed at 1.5σ. (l) Overlay of x-ray result (gray) with predicted geometry (green). 

(m and n) 4,5,6,7-tetrahydroindole: (m) X-ray result, 50% occupancy. 2Fo-Fc electron 

density map displayed at 1.0σ. (n) Overlay of x-ray result (gray) with predicted 

geometries (green & cyan). (o and p) Two conformations of nitrosobenzene: (o) X-ray 

result, 25:25 occupancy. 2Fo-Fc electron density map displayed at 1.0σ. (p) Overlay of x-

ray result (gray) with predicted geometry (green). (q and r) 2-ethoxy-3,4-dihydro-2h-

pyran: (q) X-ray result, 25% occupancy. 2Fo-Fc electron density map displayed at 0.5σ. 

(r) Overlay of x-ray result (gray) with predicted geometry (green). 

 

4-chloro-1H-pyrazole was also a partial success, due to the presence of two 

ligands bound simultaneously at 100% occupancy in the binding site; predicting both 

molecules is an impossible case for the free energy methods. Admittedly, the calculated 

ΔGb was greatly overestimated for even one molecule, yet it was still correctly predicted 

to bind. Also, when we compare the prediction to the molecule bound in the canonical 

L99A/M102Q binding site (pose A) the RMSD is 2.1Å, which seems high, but the key 

interactions are captured (Table 1, Fig. 3.I-J). However, the helix F conformation change 

is not predicted, although it is the largest movement seen for this set of compounds. 

Instead, alternate rotamers of Val111 and Leu118 are predicted, inconsistent with the 

experimental result (Table 3 Supplementary Material). 

There are three cases, 2-ethoxy-3,4-dihydro-2h-pyran, nitrosobenzene, and 

benzylacetate, in which the RMSD is greater than 3Å. In all three, the ligand clearly 

cannot fit in the binding site unless helix F moves out of the way, enlarging the cavity. 
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For example, the prediction for nitrosobenzene occupies the same overall location in the 

cavity as the crystallographically observed ligand, but is flipped over in the binding site 

relative to the actual binding mode to avoid a steric clash with the Val111 sidechain 

atoms (Fig. 3.O-P). This allows the ligand to fit in the cavity with what is essentially the 

apo conformation of the helix F, but the interaction between the nitroso substituent and 

Gln102 is missed. Benzylacetate and 2-ethoxy-3,4-dihydro-2h-pyran are more extreme 

cases in which the ligand itself occupies space normally taken by the Val111 sidechain 

and helix F backbone atoms in the apo conformation (Fig. 3.A-B, Q-R, respectively). 

Neither predicted binding pose is accurate, because in both helix F remains in its apo 

conformation, leaving no space for the ligand. Consequently, benzylacetate starts in an 

unfavorable orientation and over the course of the simulations actually leaves the binding 

site, which explains why it was predicted to be a non-binder. Although the predicted 

orientation(s) of 2-ethoxy-3,4-dihydro-2h-pyran and nitrosobenzene are incorrect, both 

were correctly predicted to be ligands for the cavity and are therefore not complete 

failures. Benzylacetate, on the other hand, is a hard failure. Both predicted pose and 

affinity are incorrect, owing to its departure from the cavity during the simulation. The 

last ligand, n-phenylglycinonitrile, is also a failure, albeit due to a scripting error. 

Although the RMSD to the crystal pose was 0.9Å, the key hydrogen bond to Gln102 is 

missed, and it was predicted to be a non-binder, yet experimentally it has the highest 

affinity of all the ligands. This was determined to be the result of incorrect partial atomic 

charges in the ligand parameter file for one portion of the initial calculation. Correction 

of the parameter file led to the recovery of the ligand, with a predicted affinity ΔGb = -

5.63 ± 0.38 kcal/mol.  
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Analysis of the predictions after the experiments 

As noted, some failures can be explained by errors in the calculations. After we 

learned the results of the affinity and crystallographic experiments, we re-analyzed the 

initial prospective calculations and uncovered problems with several.  These were: 

(1) A bug in GROMACS caused long range dispersion corrections to be 

calculated incorrectly, introducing errors in the range of 0-3 kcal/mol for all 

calculations. 

(2) A bug in Antechamber caused some partial charges to be computed 

incorrectly, introducing errors of up to 1 kcal/mol for some more polar 

molecules 

(3) A scripting error led to jumbled partial charges for atoms in some parameter 

files (for example for n-phenylglycinonitrile), introducing errors up to 3 

kcal/mol. 

 

To fix these errors, we (1) recomputed the long-range dispersion correction, 

which is always applied in a post-processing step. For problems (2)-(3), we performed a 

set of calculations where we computed the free energy of switching the ligand partial 

charges to the correct set for each ligand and orientation. In the case of (2), because 

Antechamber gave incorrect partial charges (see Supplementary Material) we obtained 

AM1-BCC partial charges directly from Christopher Bayly25.  

For the corrected results on the prospective compounds, the RMS error was 1.6 

kcal/mol; a full table of corrected results for the prospective compounds is available in 

the Supplementary Material (Table S4). To preserve the prospective nature of the test, we 

have not changed the results presented in the tables and figures discussing prospective 
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data (Table 1-2, Fig 3-4) to reflect these corrections. However, both the results for the 

retrospective set (Table S1 Supplementary Material) and the calculations from the holo 

structure, discussed below, include these corrections. 

Absolute binding free energy calculations from the holo structure  

For ligands that induce some degree of unwinding in helix F we saw two distinct 

trends, the predicted free energy was far too favorable in most cases and the protein 

conformational change in helix F was not predicted.  We were concerned that the original 

calculations had not converged and to investigate this we restarted the free energy 

calculations using the holo structures of the 9 ligands from the prospective study. It is 

important to mention here that we would expect the energies to be even more favorable if 

the movement of helix F had been accounted for in the original calculation; therefore, 

although not relevant to true predictions – a major goal of this study – the holo 

calculations are useful to understand where the predictions go awry, a point to which we 

will return later.  

The RMS error of the holo result from the experimental results was 3.0 kcal/mol 

for the five ligands with measurable affinities (compared to 1.6 kcal/mol for apo); with 

estimated affinities for the weak ligands (see Results: Comparing prediction to 

experiment) the RMS error was 2.6 and 1.8 kcal/mol for the holo and apo results, 

respectively. The high RMS error in the holo result was due to one compound whose 

affinity was grossly overestimated, 2-nitrothiophene. Discounting this outlier, the RMS 

error calculations decreased to 1.4 kcal/mol. Additionally, compared to the experimental 

result the affinity from the holo structures was only overestimated in two out of the nine 

ligands. Indeed, the holo structure calculations overestimated the affinity less frequently 

than the apo structure calculations. This observation was initially perplexing to us, but 
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may be reconciled by several sources of convergence problems discovered during the 

calculations. This a point to which we will return (Discussion). 

The RMSD of the predicted pose(s) to the crystallographic binding modes was 

greatly improved over the apo calculation (Table 4 Supplementary Material). Of 

particular note, the prediction for benzylacetate, which left the binding site when starting 

from the apo structure, was found with an RMSD < 1Å to the experimental binding mode 

(orientation A). The only exception was the prediction for 2-ethoxy-3,4-dihydro-2h-

pyran, which did not improve over the apo result.   

Predicting the relative binding free energy 

One might hope that comparing relative binding strengths of related inhibitors, 

starting from one or more ligands with known affinities and structures, would be a less 

challenging computational problem. We selected six previously untested derivatives of 

the ligand phenol to predict affinities for: 2-methylphenol, 2-ethylphenol, 2-

propylphenol, 2-methoxyphenol, 2-ethoxyphenol and 5-chloro-2-methylphenol. For all 

the compounds there is one substituent ortho to the hydroxyl group and, in many cases, 

the difference between one compound and the next is only one heavy atom. The binding 

free energy of each ligand was then calculated relative to two previously known reference 

ligands, phenol and catechol.  

The affinity and ΔGb for the six unknowns and for catechol were determined by 

ITC and ranged from -5.51 kcal/mol to -4.02 kcal/mol (Table 2). Due to limited solubility 

and low affinity the full binding isotherm for 2-methoxyphenol could not be measured, 

but was estimated from the incomplete ITC curve to be -2 kcal/mol, making this an 

extremely weak ligand for this cavity. X-ray crystal structures of each ligand in complex 

with the protein were also determined, with resolutions between 1.59Å and 2.02Å (Table 
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2, Fig. 4.A-L, Table 5 Supplementary Material). The structures reveal two important and 

unanticipated results; all ligands induce movement in helix F, and two of the more polar 

ligands, 2-methoxyphenol and 2-ethoxyphenol, have intramolecular hydrogen bonds with 

the ether oxygen (Fig. 4.A, C, respectively).  For all other compounds and one orientation 

of 2-methoxyphenol, the hydroxyl group hydrogen bonds with Gln102, as do the 

reference compounds phenol and catechol.   

Two of the six ligands have multiple binding modes in the crystal structures: 2-

methylphenol and 2-methoxyphenol (Fig. 4.E, A). In the complex structure with 2-

methoxyphenol, the two binding modes are related by a rotation around the C2 axis of the 

ortho substituent, pointing the hydroxyl away from helix F and Gln102. In this second 

mode there appears to be an intramolecular hydrogen bond for the ligand. Only one 

orientation of 2-ethoxyphenol is observed, but the hydroxyl is oriented away from 

Gln102 similar to the alternate orientation observed for 2-methoxyphenol. This is the 

only ligand for which there appears to be no hydrogen bond with Gln102.  Indeed this 

represents one of the few high quality x-ray structures for which an H-bond group is 

clearly left unfulfilled 26. 

The predictions correlated well with the experimental results for the relative 

calculations starting from catechol, but less well for those beginning from phenol (Table 

2, Fig. 5). For the transformations from phenol, the direction of the change in the binding 

free energy was correctly predicted for five of six compounds, but the magnitude was 

overestimated (Table 2, Fig. 5.B), with an RMS error in ΔGb,calc = 2.51 kcal/mol. The 

transformation of phenol to the other reference ligand catechol resulted in a relative 

ΔGb,calc = 0.36 kcal/mol,. For the catechol transformations, all ΔGb,calc were in the correct 

direction. Also, the predictions from catechol are correctly rank-ordered by ΔGb,calc, with 

the exception of 5-chloro-2-methylphenol, and the overall RMS error between  
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Table 2. Experimentally determined binding free energy for phenol derivatives 
 

catechol phenol
Phenol analogs  ΔGb,exp (Kcal/mol) ΔGb,calc (Kcal/mol) ΔGb,calc(Kcal/mol) PDB IDs

2-propylphenol -5.33 ± 0.05 -6.13 -3.05 3HTB

phenol -5.24 − − 1LI2

5-chloro-2-methylphenol -5.04 ± 0.07 -7.54 -1.32 3HT8

2-ethylphenol -4.57 ± 0.11 -5.15 -1.14 3HT7

2-methylphenol -4.44 ± 0.11 -4.31 -2.55 3HT6

catechol -4.16 ± 0.03 − -4.88† 1XEP

2-ethoxyphenol -4.02 ± 0.03 -4.16 -4.25 3HU8

2-methoxyphenol > -2.0* -2.76 -3.84 3HT9

 
Reference ligands are in italics. Free energy of binding determined by ITC at 10°C; * 

indicates the binding free energy was estimated as ΔGb ≥ -2.0. The binding free energies 

for the six phenol derivatives are shown; for each compound, ΔGb,calc was calculated 

from the predicted relative binding free energy and the experimentally determined ΔGb of 

the reference compounds catechol or phenol. †The corrected retrospective result for the 

phenol to catechol transformation is given (described in “Analysis of predictions of the 

predictions after the experiments“). 

experiment and prediction was 1.1 kcal/mol (Table 2, Fig. 5.A). It must be mentioned 

that the same dispersion correction errors that affected the absolute free energy 

calculations (discussed previously in Retrospective analysis of predictions) also affected 

the relative free energy calculations. However, recalculating the relative energies did not 

change the results significantly except for the catechol to phenol transformation (Table 6 

Supplementary Material). 

The average RMSD for the predicted poses to the crystallographic result was 

1.8Å and 1.2Å beginning from phenol and catechol, respectively (Table 2, Fig 4). 

Consistent with the quality of the binding energy predictions, the predicted poses for 
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Figure 4. Comparison of predicted to experimental binding modes for the relative 

binding free energy predictions starting from reference compounds catechol & phenol.(a 

and b) Two conformations of 2-methoxyphenol: (a) X-ray result, 50:50 occupancy. 2Fo-Fc 

electron density map displayed at 1.0σ. (b) Overlay of x-ray result (gray), prediction from 

catechol (green & cyan), RMSD 0.52 and 0.85Å, and prediction from phenol (magenta), 

RMSD 0.65 Å. (c and d) 2-ethoxyphenol: (c) X-ray result,100% occupancy. 2Fo-Fc 

electron density map displayed at 1.5σ. (d) Overlay of x-ray result (gray) and prediction 

from catechol (green & cyan), RMSD 0.58 and 0.76Å, and prediction from phenol 

(magenta), RMSD 0.86Å. (e and f) Two conformations of 2-methylphenol: (e) X-ray 

result, 50:50 occupancy. 2Fo-Fc electron density map displayed at 1.0σ. (f) Overlay of x-

ray result (gray) and prediction from catechol (green), RMSD 1.02Å, and prediction from 

phenol (magenta), RMSD 2.03Å. (g and h) 2-propylphenol: (g) X-ray result ,100% 

occupancy. 2Fo-Fc electron density map displayed at 1.5σ. (h) Overlay of x-ray result 

(gray) and prediction from catechol (green & cyan), RMSD 0.40 and 1.08Å, and 

prediction from phenol (magenta), RMSD 2.23Å. (i and j) 2-ethylphenol: (i) X-ray result, 

100% occupancy. 2Fo-Fc electron density map displayed at 1.5σ. (j) Overlay of x-ray 

result (gray) and prediction from catechol (green, cyan, yellow), RMSD 0.64Å, 3.10Å, 

3.08Å and prediction from phenol (magenta), RMSD 2.25Å. (k and l) 5-chloro-2-

methylphenol: (k) X-ray result, 100% occupancy. 2Fo-Fc electron density map displayed 
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at 1.5σ. (l) Overlay of x-ray result (gray) and prediction from catechol (green), RMSD 

0.87Å, and prediction from phenol (magenta), RMSD 0.66Å. 

 

catechol are typically accurate. Four of the six new ligands were predicted to have two or 

more contributing orientations to the overall relative ΔGb,calc: 2-ethoxyphenol, 2- 

ethylphenol, 2-propylphenol, and 2-methoxyphenol. However, only 2-methoxyphenol 

had multiple orientations observed crystallographically (Fig 4). For 2-methylphenol, only 

one of the experimentally observed poses is predicted. The alternate crystallographic 

orientation, a rotation around the hydroxyl of the ligand, which correlates with the 

experimentally observed Val103 alternate rotamer configuration, is missed.  

2-methoxy- and 2-ethoxyphenol are interesting cases because they make intramolecular 

hydrogen bonds instead of contacting Gln102. This is something that we were initially 

surprised by, and we anticipated that the free energy calculations would miss this. 

However, for 2-methoxyphenol both orientations of the ligand are correctly predicted, 

and for the structure where the hydroxyl points away from Gln102 it makes an 

intramolecular hydrogen bond, as observed experimentally. For 2-ethoxyphenol the 

intramolecular hydrogen bond is indicated in both predicted orientations, as Gln102 has 

moved away from the ligand in the simulation. 

Overall, the results from the catechol relative free energy calculations are more 

accurate in both prediction of relative free energy and rank-ordering of the ligands, by 

comparison to the phenol transformations and also the absolute free energy calculations 

for the same model system, which did not perform nearly so well. Possible reasons for 

the success of the relative calculations with respect to the absolute free energy 

calculations, and what can be learned from this study will be discussed in the following 

section. 



 164

 

Figure 5. Relative binding free energy predictions from reference compounds Catechol 

and Phenol. The experimental free energy of binding was determined by ITC at 10°C for 

each compound; the relative binding free energy for each ligand to the experiment is 

shown in gray. The calculated relative free energy of binding relative to the reference 

compound catechol is shown in green and to phenol in magenta. 

 

3.4  Discussion 

There are two novel aspects to our study. First, prospective tests were undertaken 

with 20 new molecules not previously measured for this site. We calculated absolute 

binding free energies for 14 of them (including a fortuitous impurity) and relative binding 
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free energies for six. As far as we know, this exceeds the sum total of all prospective tests 

of these methods in the literature over the last 20 years. Second, these experiments are 

conducted in a simple cavity site, where we can hope to learn systematically from 

successes and especially failures of the method by detailed comparisons of prediction to 

experiment. 

To understand what we may learn from this model system, it is useful to 

summarize how well the calculations corresponded to experiment. We used three criteria, 

each successively more stringent, to assess the predictions. 1) Did the free energy 

methods distinguish ligands from non-binders? 2) Were the free energy predictions 

accurate and can the compounds be rank-ordered by affinity? 3) Are the crystallographic 

binding modes, and possible alternate ligand orientations, predicted? From the initial 

prospective calculations, predicting ligand versus non-binder was successful in 10 of 13 

cases. Including thiophene-2-carboxaldoxime, for which there were, as we discovered, 

two relevant isomers to consider, raises these numbers to 11 of 14 correct. Including n-

phenylglycinonitrile, for which a trivial error led to the assignment of the wrong partial 

charges, raises the number to 12 correct predictions out of 14 total at the binder/non-

binder level. At the more stringent level of energetic accuracy, the RMS error in ΔGb,calc 

was 1.8 kcal/mol (1.6 kcal/mol after bugfixes described above). This number does not 

include the four weakly binding ligands whose affinity could not be measured; if we 

include estimates of affinity of these weak ligands compared to the calculated energies, 

the RMS error rises 2.3 kcal/mol (see Results). Although not entirely wrong, these 

predicted energies are too inaccurate for affinity progression in congeneric series, for 

instance. Rank-ordering of the entire test set by affinity was certainly unsuccessful. 

Finally, the lack of energetic accuracy was due in large part to the substantially 

overestimated affinities, which in turn can be traced to problems with convergence and to 
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an error in the long range van der Waals correction energy (below). The predictions of 

ligand orientations and alternate conformations were mixed; six of the nine ligands had a 

predicted pose with an RMSD of ~2Å or better, but three predictions were entirely 

wrong. Interestingly, eight of the nine ligands induced a protein conformational change in 

helix F that was not predicted, because of a failure to sample relevant protein motions.  

These discrepancies between the theoretical predictions and the experimental 

results may have three sources, putting aside the chance that the experiments themselves 

may be wrong (for this study, based as it is on full binding affinity measurements and 

crystallography, the experimental observables seem reliable).  The first sort of error is 

purely mechanical, relating to improper working of the computational methods or 

incorrect user choices.  These are rarely observed in retrospective studies, as they can be 

caught and fixed before they are communicated, but in prospective studies, of the sort 

described here, they can appear; indeed, their occurrence can reflect how easily a method 

is, in practice, to perform.  Second, there can be problems with the sampling of relevant 

states in the simulation, such as a particular ligand orientation or protein conformation, 

and convergence to the proper equilibrium distribution among these states, as defined by 

the force field (we distinguish between “sampling” and “convergence” for this reason). 

Third, the force field itself is an approximation, and even once the simulation has 

converged to free energy estimates that are “correct” according to the force field, these 

may still disagree with experiment. Force field errors can only be detected after results 

are converged, so before considering force field errors we assess the quality of 

convergence.  

As it happens, technical and scripting problems, such as the bugs in scripts and 

simulation packages and tools, or even the choice of the wrong stereo-isomer from the 

initial poses calculated by DOCK 6 27, had a substantial impact; each led to specific 
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failures (n-phenylglycinonitrile, thiophene-2-carboxaldoxime). An error in the calculation 

of the long range van der Waals forces also resulted in too favorable binding free 

energies, in some cases by as much as 2-3 kcal/mol. Another avoidable error occurred 

during the calculation of ligand restraining energies; this is an involved, if technically 

important point, and so we take a short detour to explain it here.  

Distance and orientational restraints are used to maintain the ligand inside the 

binding site as its interactions with the protein are decoupled in the free energy 

simulation. The first step in the alchemical transformation is to compute the free energy 

cost of applying these restraints, which owes to the loss of translational and rotational 

freedom (Methods & Supplemental Material). The cost of applying these restraints is 

calculated in steps of increasing restoring forces, the integration of which amounts to the 

total restraining free energy.  For some calculations, the free energy of restraining the 

ligand to a single orientation (typically 1-2 kcal/mol) was unusually large (4-12 

kcal/mol). Upon examining these simulations retrospectively, we found that particular 

ligands (for example 2-ethoxy-3,4-dihydro-2h-pyran) had erroneously begun their 

restraining simulations in an unfavorable, kinetically trapped orientation that was 

different from the target orientation of the restraints. Given the length of the simulations, 

this can present a serious convergence problem. The ligand may remain in that 

unfavorable orientation at steps in the restraining process where the restraints are not 

strong enough to pull the ligand across the kinetic barrier into the target orientation. As 

long as the ligand remains in the trapped orientation, the restoring forces are being 

integrated, at ever increasing levels, into the overall restraining energy. When the barrier 

is significant, a large restraining energy is thus calculated.  Thus by misidentifying an 

unfavorable trap as a favorable thermodynamic state, these unconverged restraining 

energies ultimately make binding appear artificially too favorable. Finally, These give 
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some indication of how intricate these calculations remain, with many opportunities for 

the introduction of essentially trivial human error. Aggravating as this is, these errors can 

be traced to their origin and results typically improve when the errors are fixed.  

In principle, an algorithmic origin of error comes from the calculation of ligand 

solvation energy, which might typically be laid at the door of the force field since 

sampling is less of a concern here. However, recent tests on computed hydration free 

energies of tens to hundreds of small molecules gave RMS errors to experiment that were 

typically in the 1.0 to 1.8 kcal/mol range, depending on compound polarity 13,28-30. For 

example, phenol, one of the ligands here, had a computed hydration free energy that 

differed by only 0.9 kcal/mol to that observed experimentally. This leads us to believe 

modeling of ligand interactions with bulk solvent is probably not the dominant source of 

error in this study. 29  Of course, force field errors may also play a role in ligand-protein 

interaction energies, but as we will argue in the following sections, these errors, to the 

extent that they occurred, were largely obscured by what we believe to be problems with 

sampling and convergence.   

Protein Conformational Change, Sampling Protein Motions & Convergence 
of the Calculations 

Rerunning the calculations starting with the holo structures was an attempt to 

determine whether or not the simulations reached convergence and if under-sampling of 

helix F led to errors in the predicted ΔGb values. Several scenarios may be considered. 

When apo and holo results agree, it suggests that either there is no convergence problem 

or there is a cancellation of errors. When they disagree, and the holo result is more 

favorable, it suggests a sampling problem in the apo state, possibly related to protein 

conformational changes on binding, as these will typically make binding appear more 
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favorable 2,24. The case where the apo result is more favorable than the holo is counter-

intuitive, but owing to poor choices in initial ligand orientations, and consequent 

convergence problems in the restraining energies (see above), this did in fact occur. 

Because we knew that the helix motion had not been sampled over the course of 

the apo calculation, we assumed that the second case would predominate, that is, the holo 

result would be more favorable for the eight ligands that induced protein conformational 

change upon binding. Instead, the opposite was true, with the holo result less favorable 

than the apo result in nearly every case (Table 4 Supplementary Material). This suggests 

that under-sampling of helix F in the apo calculation was not the dominant cause of errors 

observed in the ΔGb values; instead several other sources of convergence problems, 

including ligand restraints discussed above, were responsible for these errors (Fig. 3 

Supplementary Material). Still, since F-helix closure was rarely observed in the course of 

the holo simulations following ligand decoupling as well, the energetic costs associated 

with breaking the helix during binding were poorly accounted for in these computed free 

energies; had it been, the holo results might have even been less favorable. 

Despite being on the whole less favorable than the apo predictions, the holo  

results are less frequently overestimated, and are therefore in better overall agreement 

with the experimental binding free energies. Also, two of the ligands with the highest 

RMSD values to the crystallographic binding mode beginning from the apo prediction, 

nitrosobenzene and benzylacetate, were correctly predicted starting from the holo 

structure. This improvement reflects the prediction of a near-native orientation in the holo 

vs. an incorrect one in the apo pose prediction, and is consistent with large kinetic 

barriers separating different ligand binding modes 3,24. For 2-ethoxy-3,4-dihydro-2h-

pyran, however, even starting from the holo structure, the correct ligand orientation was 

not generated during the setup stage of the calculation (discussed in detail in Methods), 
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and therefore was never sampled in the simulation. The end result is that the prediction 

for this ligand does not improve relative to the absolute binding free energy calculation 

from the apo structure. 

Sampling the Ligand: Starting with the Wrong Orientation 

Previously we had shown that decomposing configuration space by orientation, 

i.e. generating multiple starting orientations by docking and using simulations beginning 

from these to identify candidate binding modes, which we then consider separately, 

would allow adequate sampling (and also convergence) of ligand states separated by 

large kinetic barriers 3. But this approach requires that docking generate candidate 

starting orientations which are close enough to the true binding mode that it can be found 

on nanosecond timescales. However, in L99A/M102Q a protein conformational change 

alters the size of the small binding site to allow larger ligands to bind and, in some cases, 

adversely affects the quality of the docking poses. This presents a problem for the 

alchemical free energy methods, which rely on having starting orientations that are 

reasonable. This proved to be the key to several of the mispredicted ligands in the apo 

calculations, most notably benzylacetate, which cannot be docked into the apo binding 

site with a good initial orientation (Fig. 3.A-B) and is a hard failure, both predicted pose 

and affinity are incorrect. 

Relative Free Energy Calculations 

We examined a different problem, looking for prediction of relative affinities 

within a congeneric series of phenol derivatives. Since we already knew affinity and 

structures for two such ligands, phenol and catechol, we began relative binding free 

energy calculations for six others beginning with both of these two, separately. We 
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further simplified the experiment by restricting the starting orientations of the ligands to 

symmetric binding modes about the ligand hydroxyl group that contacts Gln102. Starting 

from catechol, these calculations did well (Table 2, Fig 5.A) for all six compounds. For 

the same six compounds, performance diminished when we began with phenol. How can 

these results be reconciled? 

For the relative free energy predictions, it was necessary to generate one or more 

starting orientations of each new ligand. In the absolute calculations, we consider many 

candidate binding modes for each ligand, but this is not a typical for relative free energy 

calculations. We therefore assumed that the position of the hydroxyl would typically be 

preserved, but we were unsure of the location for additional substituents. For example, 

for 2-methylphenol overlaid onto phenol, the methyl group could be on the left or right 

side of the binding site while preserving the hydroxyl position. Because of kinetic 

barriers to rotation of ligands within the binding site we considered both (see Material & 

Methods).   

The results of the relative calculations reflect this initial sampling of the ligand 

orientation. There are only two potential ligand starting orientations for phenol. Also, 

because of the restriction of the hydroxyl position, phenol starts with only one position 

for the hydroxyl group (Fig. 6). If the simulations could be run long enough to sample all 

ligand orientations, the starting orientations would not substantially affect the results. But 

timescales for interconversion of orientations in this binding site are slow, so the choice 

of starting orientations affects the results. Indeed, it happens that the position of the 

hydroxyl position in the derivatives is not conserved, in several cases adopting the ortho 

hydroxyl position in catechol, (Fig 6, B). Hence, for phenol the prospective predictions of 

the relative affinity are little better than random (Table 2). 
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By the same logic, the performance of the catechol transformation is substantially 

better. Catechol has two hydroxyl groups, which translates to four starting orientations 

for the ligand, two reflections around each hydroxyl axis. Relative to phenol, the 

sampling of the hydroxyl position and, consequently, the ortho substituent, is better. The 

result is that one starts with  

Figure 6. Crystallographic orientations of the reference ligands phenol (orange; PDB ID 

1LI2) and catechol (cyan; PDB ID 1XEP) overlaid on the apo reference structure (gray; 

PDB ID 1LGU). The two alternate hydroxyl positions are labeled A and B. 
 

 

 

 

 

 

 

 

 

 

 

 

reasonable sampling of ligand orientations, improving the predictions. Besides accurately 

predicting the relative free energy change (RMS error 1.1 kcal/mol), the compounds are 

also correctly rank-ordered, with the exception of 5-chloro-2-methylphenol. Pose fidelity 

to the crystallographic binding mode is high, and in three cases alternate orientations 

were correctly predicted. 5-chloro-2-methylphenol is the caveat to this set of 
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transformations; its pose is accurately predicted (RMSD of 0.9Å), but the relative free 

energy is overestimated, possibly due to force field issues. For this ligand, and indeed all 

the free energy results, a good starting orientation is necessary but not sufficient for 

accurate prediction of both affinity and pose. 

3.5  Conclusion 

Predicting the absolute free energy of binding remains challenging, even in a 

simple model system. There were several technical issues that arose during the study 

(incorrectly assigned ligand parameters, unconverged restraining energies, errors with the 

calculation of long range dispersion forces) due to either the complexities of the 

calculations, bugs, or human error, highlighting the difficulty of this work. Still these 

sorts of errors are entirely avoidable. Conversely, problems with convergence and 

sampling of ligand and receptor configurations present more fundamental problems for 

the field, and in this study prevented even rank ordering of ligands by affinity. 

Both the absolute and the relative results highlight the importance of predicting a 

near-native orientation for the ligand in advance, rather than expecting the ligand to find 

its optimal orientation through dynamics. The additional polarity in this binding site 

appears to have introduced additional roughness to the energy landscape, relative to the 

apolar cavity, exacerbating this problem. The need to start with a near-native orientation 

may have contributed to the improvement in relative results using catechol as a reference 

instead of phenol. In absolute calculations, better algorithms are needed to define unique 

ligand orientations to avoid convergence problems in restraining calculations and 

overestimation of binding affinities. This may be addressable in the future through 

kinetics-based partitioning of ligand orientations.  
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Undersampling of protein conformational changes also caused several failures.  

The energy barriers to these changes proved too large to be overcome on timescales 

reasonable for alchemical calculations, and at times the protein reacted to oversized 

ligands by forcing them out of the binding site rather than expanding to accommodate 

them. In principle, these conformational changes can be sampled using our confine-and-

release approach that has been successful in sampling side-chain rotations. However, this 

requires that the range of possible backbone motions be identified in advance, and 

sampling these is much more difficult than side chain torsions.  Addressing this will be a 

goal of future work as well. 

What emerges are results that, even for simple ligands in a simple binding site, are 

less convincing than what might have been hoped for based on our initial study with the 

apolar cavity 2 and also based on over 20 years of development of these techniques. Still, 

the method also had substantial successes: 11 of 14 compounds were correctly predicted 

from the absolute binding free energy calculations, the geometries of all but three of the 

ligands from this set were predicted better than ~2Å, subtle contributions to the binding 

free energy were correctly predicted – multiple binding modes and internal hydrogen 

bonding, and when the right configurations are captured, as was the case for relative 

affinities based on catechol, true rank ordering can be achieved. We therefore believe that 

substantial progress can be made with alchemical free energy methods. To show that 

these methods are pragmatic, and to illuminate opportunities for their optimization, it 

remains important to couple theoretical developments with genuine prospective 

prediction, in sites that allow detailed experiment and analysis on multiple ligands. 
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3.6  Material & Methods    

Software 

In simulations and setup, we drew on several different software packages; we 

specify the versions here and refer to them simply by name later. We used version 3.3.1 

of GROMACS 31,32. We also used version 1.2.7 of the Antechamber package 33. We used 

version 6.0 of the DOCK software package 34 for docking.  We also used OpenEye’s 

OEChem toolkit (Python implementation), version 1.3.33. 

Protein/system preparation and simulation parameters/protocols 

System preparation and parameters always followed the same procedure, although 

several starting structures were used. Unless otherwise specified, the starting protein 

structure was the apo conformation of L99A/M102Q (PDB: 1LGU) 23. Setup began with 

the protein PDB structure and the protein setup procedure was the same regardless of the 

starting structure. Our setup procedure for the protein and the simulation 

parameters/protocols were essentially identical to our previous study (see Supplementary 

Methods)2. 

Docking  

We used DOCK 6.2 to generate candidate bound orientations for each potential 

ligand for absolute free energy calculations 27. Docking was done on protein structures 

that had been pre-equilibrated in water for 1 ns as discussed above, after then stripping 

hydrogens and waters. Docking poses were clustered by RMSD by DOCK. We manually 

examined the resulting clusters and retained non-redundant orientations in the binding 

site for further simulations. Symmetric orientations were not retained, nor were clusters 

that placed the ligand outside of the cavity. For simulations beginning with the holo 
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protein structure, we used docking to generate ligand orientations, but manually selected 

the one that best corresponded to the crystallographic ligand orientation  

Absolute free energy calculations 

Basic strategy: Absolute binding free energy calculations were done beginning 

from both the unbound structure (1LGU) and a variety of different holo structures as 

described previously2; these calculations followed unrestrained simulations to identify 

reference orientations for restraints (details given in Supplementary Material). 

Unrestrained simulations and selecting reference orientations 

Prior to performing binding free energy studies, candidate ligand orientations 

were identified in the binding site. For the absolute binding free energy studies, potential 

bound orientations resulting from docking were used as input for unrestrained 

simulations 2,3. This number ranged from two to seven different potential orientations. 

One unrestrained simulation was run beginning from each of these (see Supplementary 

Material). 

After the unrestrained simulations, the value for each of the six degrees of 

freedom at every stored snapshot over the course of the simulation  was computed 

(snapshots were stored every 1 ps), and histograms of each degree of freedom were made, 

as well as plots of the timeseries of each degree of freedom. To select reference 

orientations for restraint, we manually examined the histograms and timeseries. For 

orientations that did not interconvert, we defined the reference orientation by restraining 

each degree of freedom to its peak histogram value; redundant orientations were 

discarded. When a ligand interconverted between several orientations over the course of 

the simulation, the most populated orientation was retained. Other orientations were 
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retained only if they rarely interconverted with the most populated orientation (i.e. less 

than three times over the course of the simulation). In a few cases two (slowly 

interconverting) orientations were identified from a single unrestrained simulation.This 

procedure resulted in one or more reference orientations to restrain each ligand to 

(typically 2-4).  

Long Range Dispersion Corrections 

Long-range dispersion interactions between ligands and proteins can contribute to 

the binding affinity, even at distances larger than 0.7 to 0.9 nm 35. For lysozyme ligands 

this contribution is typically in the 0.4 to 1.0 kcal/mol range, though it can be larger with 

larger ligands. Though a contribution of 0.4 to 1.0 kcal/mol is not that large, including 

these corrections is also important to ensure consistency across research groups using 

different protocols35. Therefore, we used a reweighting strategy as in our previous study 

2,35. Initially, we used the WHAM-LR approach 35, but occasionally this gave large 

uncertainties or otherwise questionable results; in these instances we also applied the 

EXP-LR approach and checked for consistency, using the value that appeared more 

reasonable. Following the predictions, we discovered that a bug in GROMACS resulted 

in incorrect LR corrections for the WHAM-LR approach, and a scripting error resulted in 

a sign error for the EXP-LR approach. All of the LR corrections were recalculated and 

EXP-LR was used throughout, except for 3-chlorophenol, where WHAM-LR was used 

instead.  

In some systems, very long range electrostatic interactions can also play an 

important role 36, but these are unlikely to be important for these largely apolar ligands in 

this predominantly apolar cavity. 
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Orientational decomposition 

In the absolute binding free energy calculations, we computed contributions of 

different metastable orientations for ligands separately, and then combined the effective 

binding free energies for these different orientations into a total binding free energy as 

described previously (see Supplementary Material)2,3.  

Confine-and-Release Approach  

The contribution to the binding free energy of slow sidechain conformational 

changes in the binding site was calculated using the confine-and-release approach, as 

described previously 2,24. Here we included three rotamers for umbrella sampling and the 

confine-and-release approach, Val111, Val103 and Leu118 (see Supplementary 

Material). The sidechains of these residues are reasonably distant from one another, so 

we assumed that couplings between the sidechains  conformations were negligible and 

performed umbrella sampling simulations for each sidechain independently, in the 

presence and absence of each ligand. These results were used in simulations beginning 

from the apo structures.  

Data analysis 

Data analysis and plots were done with custom Python scripts based on the 

matplotlib and Numarray libraries. Free energies were computed using the Bennett 

Acceptance Ratio (BAR) 37,38 approach as done previously 2,3,24. Uncertainties were 

computed using the block bootstrap method – breaking the simulations up into blocks the 

length of the autocorrelation time of the potential energy, selecting random blocks and 

composing new timeseries of the same length as the original, and computing a new 

estimated free energy. We repeated this process 40 times and took the uncertainty as the 
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standard error over these trials, as in our previous work 2. Long range dispersion 

corrections were analyzed as described previously 2,35. 

Water removal 

To address the possibility that waters might occupy the cavity in the absence of 

ligand, we used absolute binding free energy techniques to compute the free energy of 

removing waters from the binding site (Supplementary Material). The results indicated 

that removal of water was always favorable; thus, it was unnecessary to include a free 

energy correction for desolvation of the binding site.   

Relative free energy calculations 

We performed two sets of relative free energy calculations calculations, one using 

phenol and one using catechol, to calculate differences in binding free energies between a 

reference compound and a series of phenol derivatives. Mutations were also done 

between catechol and phenol. This provided redundant information to use in assessing 

error. 

The calculations began using the unbound (1LGU) protein structure, with the 

reference ligand (catechol or phenol) in an orientation roughly corresponding to that in 

the co-crystal structure (Fig 6). This was a simulation snapshot from an unrestrained 

simulation of the ligand in the binding site and was manually compared with the crystal 

structure.  

To set up the relative free energy calculations, we used a maximal common 

substructure search to identify common atoms between the reference and target ligands. 

Deletion of atoms is the most difficult part of the transition, so to minimize the number of 

deletions we mutated both the reference and target ligand into a scaffold resembling the 
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maximal common substructure rather than directly into one another. The scaffold had the 

same atoms as the maximal common substructure; for example, the maximal common 

substructure for the transformation of phenol to catechol is phenol, with one hydrogen 

atom removed. In the scaffold, partial charges on shared atoms are taken to be the 

average of those for the overlaid shared atoms. After this averaging, an equal adjustment 

is applied to all shared atoms to ensure net neutrality of the ligand. A similar averaging 

approach is applied for bonded and Lennard-Jones interactions involving shared atoms.  

Free energy calculations for the transition of each ligand to the scaffold are 

carried out in two steps. First, there is a charging calculation, where charges on all 

deleted atoms are turned to zero, and charges on shared atoms are mutated to match those 

in the scaffold. This is followed by a van der Waals calculation, where any atoms being 

deleted are turned into dummy atoms (with Lennard-Jones interactions turned to zero) 

and adjustments are made to Lennard-Jones parameters for shared atoms. In this step the 

bonded interactions are modified to match the scaffold. Soft core potentials are used for 

the van der Waals calculation but not the charging calculation, and the two calculations 

are done separately for the reasons discussed elsewhere (http://www.alchemistry.org).  

Each relative binding free energy calculation involves mutating each ligand to the 

scaffold once in the protein and once in the binding site (Fig. 2 Supplementary Material).  

To generate potential bound structures, we began with the structure of the 

reference ligand bound, and then overlaid the target ligand onto the reference ligand 

manually in Pymol; consequently, the aromatic ring remains in-plane For simplicity, we 

chose to preserve the position of the hydroxyl (which hydrogen bonds with the protein). 

For the transition from phenol this still left two possible starting orientations, and for 

catechol four possible orientations (two for each hydroxyl group).  
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Since we began with one bound structure for each reference ligand, and 2-4 for 

each target ligand, each relative free energy calculation involved mutating the reference 

ligand to the scaffold just once, and each target ligand to the scaffold once per 

orientation. In the results section, we report a single relative free energy for each 

reference-to-target transformation. For this value, we combine the contributions of 

different orientations as we did previously in absolute free energy calculations 3, but 

without any discarding of snapshots (see Supplementary Material). The van der Waals 

and charging components of the relative free energy calculations were done using the 

same protocol, but unlike the absolute calculations, these used no restraints.  

Experimental measurements of ligand affinity: Binding detection by Tm-
upshift monitoring folded to unfolded CD spectra 

The thermal denaturation experiments, using a Jasco J-715 spectropolarimeter 

with a Jasco PTC-348WI Peltier-effect in-cell temperature control device and in-cell 

stirring, were performed as described 2,39. Transition from folded to unfolded protein in 

the presence of ligand was monitored by circular dichroism at a wavelength of 223 to 

233.5nm, depending on the absorbance of the ligand in the same region of interest. 

Whereas 233.5 is far from the helical maximum, helicity may still be measured reliably 

here. The Tm and van’t hoff ΔH were analyzed using the program EXAM 40. Compounds 

were assayed in their neutral form at concentrations ranging from 0.5 to 10mM, solubility 

permitting. Nitrosobenzene, n-phenylglycinonitrile, 2-nitrothiophene, 4-chloro-1H-

pyrazole, 4, 5, 6, 7-tetrahydroindole, 2-ethoxy-3,4-dihydro-2h-pyran, 1-2-

hydroxyethylpyrrole, 2-ethoxyphenol, 2-ethylphenol and 5-chloro-2-methylphenol were 

assayed at pH 3.07 in a 17mM KH2PO4, 25mM KCl, 2.9mM phosphoric acid buffer 39. 

Benzylacetate, 1-phenylsemicarbazide, o-benzylhydroxylamine hydrochloride, 
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thiophene-2-carboxaldoxime and thieno[3,2-b]thiophene  were assayed at pH 6.8 in a 

50mM KPi, 200mM KCl, 38% ethylene glycol buffer 39. Phenylhydrazine and 

benzylacetate were also assayed at pH 5.4 in a 8.6mM sodium acetate, 100mM NaCl, 

1.6mM acetic acid buffer 39. 

ITC measurements 

Isothermal titration calorimetry data was obtained using a Microcal VP-ITC 

model calorimeter 41. Experiments were performed at 10°C 2. Ligands were assayed at pH 

6.8 in a 50mM KPi, 200mM KCl buffer. Protein concentrations ranged from 0.03mM to 

0.06mM.  

Protein production and Structure determination 

T4 lysozyme L99A/M102Q was overexpressed and purified as previously 

described 42. Crystals belonging to space group P3221 were grown at pH 6.5 in a 2.4M 

potassium phosphate buffer. Compounds were soaked into crystals for 1 hour to 2 days. 

Thiophene-2-carboxaldoxime and 4-chloro-1h-pyrazole were soaked at 50mM. 2-

methylphenol was soaked at 20mM; 2-propylphenol and 2-ethylphenol at ~1mM. 2-

methoxyphenol, 5-chloro-2-methylpheno and 2-ethoxyphenol were soaked at saturating 

conditions (<50mM). Benzylacetate was soaked at 100mM for 2 days. Due to insolubility 

in aqueous buffer, the following ligand soaks were performed at a concentration of 

50mM in the cryoprotectant mixture of 50:50 mineral oil to Paratone-N (Hampton 

Research, Aliso Viejo, CA):  thieno[3,2-b]thiophene , nitrosobenzene, 4,5,6,7-

tetrahydroindole, 2-ethoxy-3,4-dihydro-2h-pyran and 1,2-hydroxyethylpyrrole. X-ray 

diffraction data was measured at 100K with an ADSC-CCD detector on Beamline 8.3.1 

of the Advanced Light Source (ALS) at Lawrence Berkley National Laboratory. The data 
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were processed using the HKL 43 software package with the exception of 3HTF, 3HTD, 

3HTG, 3HUQ, 3HTB, 3HU8, 3HT9, which were processed with XDS 44. Complex 

structure refinement was performed with Refmac5 45. Model building and placement of 

waters was done using Coot 46. Ligand parameters were generated using PRODRG 47.  
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Gloss to Chapter 4: Future Directions 
 

Chapter 4 pertains to a project that has spanned four years of my work in the 

Shoichet lab. Much of the work described is preliminary, but the model system that is 

introduced in the following chapter is unique in that it is an open cavity, contacting bulk 

solvent at one end and at the other is a buried charge. In between is a narrow channel 

lined with carbonyl groups and filled with eight ordered waters that span the length of the 

cavity, contacting one another and the channel walls. This cavity is derived from the 

anionic CCP W191G cavity, but the mutation that opened the cavity, on one hand adding 

another complication to an already complicated model system, also eliminated the 

flexible loop. The trade off then is an open and wet but fairly rigid cavity; one that is 

extremely relevant for molecular docking by beginning to bridge the gap between the 

closed model systems and true drug targets.  
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Chapter 4: Future Directions 

CCP W191G gateless model binding site: charged, 
polar, and open to bulk solvent 

 

 

 

 

Figure 1. The open cavity mutant, CCP W191G-GA. Shown in blue, the cut-away 

surface of the apo cavity with a hydrogen bonding network of eight ordered water 

molecules (red) out to bulk solvent. Aspartate233 is shown in the lower left. 
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4.1  Abstract 

There are several critical questions in molecular docking which have not been 

possible to address with the current closed cavity model systems: 

interaction/displacement with ordered waters, contact with bulk solvent, a higher internal 

cavity dielectric and the resulting effect on ligand binding. Here I introduce a new open 

model cavity, CCP W191G-gateless (CCP-GA), an anionic cavity that contains both 

ordered waters and an interface with bulk solvent. The results shown are very 

preliminary, but they confirm our initial suspicions that this cavity will be a vital 

intermediary between the closed cavities and true drug targets. Preliminary docking 

results indicate that larger molecules dominate the hit list, resulting in a decrease in the 

enrichment of known actives (small by comparison). Neutral molecules show up with 

greater frequency in the dock hit lists as well, and 3 neutral ligands have been shown to 

bind to this cavity. More importantly, they appear to do so only when the critical 

aspartate233 is charged. Crystal structures of the neutral ligands bound to the cavity have 

been solved and the observed binding modes also confirm their interaction with Asp233. 

In addition, this cavity has been used to evaluate both our current ligand desolvation and 

a new desolvation method (SEV) developed by Michael Mysinger. Several molecules 

have been selected for prospective testing, and although the assays are not finished, it 

appears that some of these ligands do in fact bind; these larger ligands have the potential 

to displace individual and different ordered waters within the cavity, paving the way to 

evaluate the benefit of including a penalty for ordered water displacement during flexible 

docking with waters. 
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Abbreviations 

Proximal or open cavity mutant CCP W191G: CCP W191G-gateless or CCP-GA 

CCP W191G: CCP wt* or wt* 

CCP W191G/D235N: D235N  

DUD: A Directory of Useful Decoys 
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4.2  Introduction 

The closed cavity model systems developed in T4 lysozyme and CCP have 

proven to be extremely useful at isolating particular weaknesses within our DOCK 

scoring function and others1-4; in Chapter 1, CCP W191G was used to look at the subtle 

balance between ligand desolvation and the electrostatic interaction energy between the 

ligand and protein in a system where monocations bind, but dications and neutrals do not. 

Both these model systems have also been invaluable at evaluating higher levels of theory 

discussed in Chapters 2 & 3.5,6 However, as closed cavities their greatest strength, 

isolating individual components of molecular recognition, is also a weakness; these 

cavities are far from resembling actual protein binding sites, which are wet, contain many 

properties that contribute to ligand binding (charge interactions, hydrogen bonding, 

hydrophobic burial, entropic effects), and also are open to bulk solvent. To begin to 

tackle some of these complicating factors requires an intermediary binding site, still 

simple enough so that only a few degrees of freedom are addressed at one time and also 

still easily testable, both retrospectively and prospectively. 

The proximal cavity mutant in CCP-W191G, created by the mutations P190 G, 

ΔG192-A193, was initially designed by the Goodin lab to test the hypothesis that this 

loop region was the electron transfer pathway from cytochrome c.7  Fortuitously, the 

shortened loop created a cavity with similar properties to the original anionic cavity, but 

also a constitutively open pocket with a channel of ordered waters extending from the 

original pocket (Fig 1) all the way to the cavity entrance, the interface with bulk solvent. 

This new “open” cavity bridges the gap between the closed apolar, polar and anionic 

cavities with real protein binding sites, and allows us to ask new specific questions. 
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Will the higher internal dielectric of the cavity and larger binding site alter the 

type of ligands that bind to this cavity and their affinity compared to the wt*? Several 

consequences can be imagined when enlarging and opening the cavity to bulk solvent. 

Larger ligands may bind to this cavity, but will they dominate the docking hit lists? If we 

assume that the internal dielectric of the cavity is higher, will neutral ligands bind to this 

cavity? And a related question, will Asp233, remain charged or will it be neutral? If these 

are the most likely changes we predict, what challenges do they present to the DOCK 

scoring function? A bias towards larger ligands might imply a van der Waals bias in 

DOCK. If neutral ligands do bind, will DOCK track this change? And if they bind better 

than to the wt* cavity, will we successfully capture this behavior in the scoring function? 

What follows are preliminary results that attempt to begin to address these questions. 

4.3  Preliminary Results and Discussion 

Larger molecules dominate the docking hit lists 

The subset37 ZINC database8 of ~650,000 molecules, itself a superset of the 

ZINC fragment database with the only requirement that molecular weight be between 250 

and 40, was docked to CCP-GA and for comparison to the wt* cavity. Enrichment was 

calculated for the known actives for the wt* and decoys (Fig 2); the actives and decoys 

for the wt* were considered to be the same for the CCP-GA cavity as well, based on data 

for a subset of wt* ligands from Goodin et al that were shown to bind to CCP-GA.7 

Unlike the high enrichment of actives observed for CCP wt*, CCP-GA experienced a 

steep drop in overall enrichment of actives; whereas 40% of known compounds were 

found at 0.1% of the database for CCP wt*, enrichment of actives did not start for CCP-
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GA until the 1% mark, and many ligands were not found until the very bottom of the 

database. 

 

 

Figure 2. Comparison of enrichment of actives and decoys in CCP wt* (actives: green, 

decoys: cyan) and CCP-GA (actives: blue, decoys: red). 

 

Examining the top 100 hits for CCP-GA it became apparent that larger 

compounds dominated. Whereas the average size of currently known actives for CCP-GA 

is between 6-9 heavy atoms, most of the top 100 hits had > 11 heavy atoms. From a 

docking and scoring standpoint this makes sense, as long as the molecule fits it will 

receive a favorable van der Waals score. Larger ligands will, not surprisingly, have the 

advantage in a cavity that can accommodate them.  Perhaps especially in an anionic 
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cavity that binds monocations, larger +1 charged molecules pay essentially the same 

desolvation penalty as a smaller charged ligand, but make this energy back in the van der 

Waals score. 

What was interesting, however, was that a larger percentage of these ligands than 

anticipated, although very polar, were uncharged. We turned at this point a new more 

accurate method to estimate ligand desolvation developed within the lab by Michael 

Mysinger to see if we could explain this unexpected result.  

Comparing ligand desolvation methods in CCP-GA 

In the closed cavity model systems, typically the cost of desolvating a ligand upon 

binding is taken as the full desolvation penalty, because the ligand is totally enclosed by 

the protein once it binds. In CCP-GA, because the cavity is open at one end, we decided 

to switch to using volume-based desolvation2, typically used in docking campaigns in our 

lab. The volume based desolvation is then a percentage of the full desolvation, estimated 

by using a probe molecule (typically with a radius of 1.4Å) to determine the burial of the 

ligand atoms by the protein. We knew there were errors in this method; using a probe 

radius of 1.4Å led to gaps between ligand and protein too small to fit a molecule of water, 

yet these remain high dielectric. Taking it one step further, using a probe radius of 0.0Å 

eliminated the gaps by making all space between the protein and ligand molecular surface 

high dielectric; this helped improve enrichment in some charged systems in the DUD 

set9,10, but in CCP wt* this “quick fix”—meant to alleviate a high desolvation penalty for 

charged molecules—exacerbated the problem. Dications began to show up in CCP wt* 

hit lists. The SEV or Solvent Excluded Volume method (Mysinger, unpublished) 

calculates the volume based desolvation and includes the re-entrant surface, eliminating 

these high dielectric gaps.  
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The new SEV method had already tested on the DUD test set where it appeared to 

make large improvement in enrichments9; however, the CCP-GA cavity offered the first 

chance to both retrospectively and prospectively test this method. The results at this stage 

are preliminary, but still surprising. While enrichment of actives greatly improves using 

SEV solvation by comparison to volume based and full desolvation methods (Fig 3), 

there were two outcomes that are worth noting. First, the number of neutral molecules in 

the top of the hit list increased with SEV solvation. This would be consistent with 

charged ligands paying a greater penalty for desolvation, and our hypothesis that in an 

open cavity neutral molecules had a greater chance of being true ligands for this binding 

site, but as yet we were unsure whether experimental results would confirm this 

prediction. The second, and more surprising, result was that the poses for known ligands 

did not improve; in many cases the charge still did not interact with Asp233. This was 

true for most of the charged compounds in the hit list. The charged moiety preferred 

instead to interact with backbone carbonyls lining the walls of the cavity. The cause for 

this last observation is still unresolved, although our current thought is that it may have to 

do with the distribution of partial charges on the ligands; this still bears testing out. A 

selection of neutral and charged, large and small compounds from the two hit lists, 

volume based desolvation and SEV, have been purchased and are in the beginning stages 

of testing. However, the question of whether neutral molecules in general would bind to 

CCP-GA has progressed further and the answer is both encouraging and perplexing.  

Neutral ligands bind to CCP-GA  

Before we even began docking to CCP-GA, while the ZINC subset37 database 

was curated, we selected several neutral compounds to test against the open cavity. 

Phenol and 3-fluorocatechol we picked because they were known ligands for CCP wt*, 
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albeit weak binders with millimolar affinities at best (Chapter 1). 4-hydroxybenzaldehyde 

was selected because it had recently been discovered as the first known ligand for the 

neutral version of the CCP wt* cavity (SEB, unpublished results), created by the 

additional mutation D235 N, replacing the charged aspartate with neutral asparagine.11  

 
 
Figure 3. Comparison of the enrichment for CCP-GA with four solvation methods: full, 

volume based desolvation with probe radius 0Å, volume based desolvation with probe 

radius 1.4Å, and the new SEV method (actives: black, decoys: blue). SEV performs as 

well, or better than volume_1.4. 

 

Finally we selected indole, as it was known to be a neutral decoy for CCP wt*, but was 

isosteric with the wt* ligands benzimidazole and imidazo-[1,2-α]pyridine12, also ligands 
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for CCP-GA with co-complex crystal structures available for comparison (in-house 

results).7 

The four ligands were assayed against CCP-GA by UV-Vis titration of the heme 

Soret band13 and three of the four showed binding (Table 1). In addition, all four 

compounds were soaked into CCP-GA crystals and 2Fo-Fc electron density for three 

compounds, phenol, 3-fluorocatechol and 4-hydroxybenzaldehyde, clearly showing that 

they bound to CCP-GA. More importantly the crystal data showed that the compounds 

interacted with Asp233 (analogous to Asp235 in the wt* and Asn235 in D235N). 3-

fluorocatechol bound in essentially the same orientation as in the wt*. However, phenol 

was refined to two orientations (Fig 4.a), one consistent with the wt* binding mode, in 

which the ligand does not interact with the aspartate and instead flips around to interact 

with a backbone carbonyl of Leu 177 in the wt* this had led us to believe a pKa shift had 

occurred in the cavity, and that the aspartate was no longer charged.  

 

Table 1. Neutral ligands preferentially bind to CCP-GA at pH 6.0 

 

 

 

 

 

 

 

 

 

 

  
pH 6.0 pH 4.5

3-fluorocatechol 1mM 10mM

phenol 1mM no binding detected 
10mM

4-hydroxybenzaldehyde 1mM no binding detected 
10mM

indole no binding detected 
10mM

no binding detected 
10mM

OH

OH
O

O H

O HF

N
H
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However, in CCP-GA the alternate orientation does contact Asp233. Finally, the 

4-hydroxybenzaldehyde binding mode is the exact reverse of that observed in D235N 

(Fig 4.b); in the D235N structure the ligand’s aldehyde group contacts Asn235, consistent 

with the observation that the donor amine is pointing into the cavity (unpublished result, 

observed at 1.2Å in the apo crystal structure the difference between oxygen and nitrogen 

atoms is apparent). In the CCP-GA complex structure the hydroxyl group is oriented 

towards the aspartate. Although this  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Crystal structures of neutral ligands. (a) phenol binding to CCP-GA shown in 

gray and wt* in yellow. (b) 4-hydroxybenzaldehyde binding to CCP-GA shown in gray 

and CCP W191G/D235N in cyan. The waters (red) are observed in the CCP-GA 

complex structure. 

 
 
does not definitively indicate that the aspartate is charged, as the hydroxyl group of the 

ligand can function as an acceptor as well, the fact that the ligand did not adopt the 

alternate pose seen in the D235N structure leaves us with an interesting possibility: Are 

neutral ligands binding to a charged aspartate? 
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Ligands bind to a charged Asp233 

The question of whether the neutral ligands were binding to the charged aspartate 

was answered by performing the Soret band titration assays at pH 4.5 (essentially the pKa 

of aspartate) and at pH 6.0 (where the aspartate should be fully charged). The initial 

results are compelling; all three ligands showed a stronger shift of the heme Soret band at 

lower concentration at pH 6.0 than pH 4.5 (Table 1). In fact, phenol and 4-

hydroxybenzaldehyde did not appear to bind detectably at pH 4.5 even at 10mM. 3-

fluorocoatechol showed a slight shift at higher concentrations at pH 4.5, but clearly binds 

at 1mM at pH 6.0 (Fig 5).  

 
 
 
 
Figure 5. UV-Vis titration 

of the heme Soret band in 

CCP-GA by 3-fluoro-

catechol. At 10mM 

concentration only a slight 

blue-shift is observed at 

pH 4.5 (red line), 

compared to the intense 

shift seen at 1mM at pH 

6.0. 
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4.4 Future Directions 

Determining the impact of a solvent exposed cavity on ligand binding 

This preliminary data appears to support the binding of neutral ligands to the 

charged cavity, consistent with the dock predictions of more neutral compounds in the 

top of the hit list. This of course requires more testing; as stated above several neutral 

ligands from docking have been purchased. However, another interesting question that 

also has not yet been addressed, although it has been hinted at by the preliminary binding 

data, is that neutral ligands may bind with a higher affinity to CCP-GA than the wt* 

cavity; conversely the smaller charge ligands may bind with a decreased affinity based on 

work done by Rosenfeld et al.7 To test this, we plan to select both constitutively charged 

small known ligands and neutral molecules for the wt* cavity and determine the affinity 

for these compounds against both CCP-GA and CCP wt* using low c-value isothermal 

titration calorimetry.14 The assays will be done at both pH 4.5 and pH 6.0 as a double 

difference experiments to answer both questions; in which state is the Asp233 (or 235) 

upon ligand binding, and whether the higher dielectric in the open cavity enhances 

affinity of the neutral ligands while dampening the interaction between the charge ligands 

and the aspartate.  

Ordered waters and bulk solvent interface 

The importance of considering ordered water displacement for ligand 

optimization and rational drug design is not a new idea; Jorgensen et al have developed 

several methods to predict water position and interaction with a protein or ligand-protein 

complex (refs).15,16 Our goal would be to apply a similar methodology during docking. 

Code developed by Niu Huang to flexibly treat waters has been implemented in DOCK 
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and shown to be successful in several cases against targets in the DUD set.17 The method 

only considers crystallographically observed waters and their interaction with the docked 

molecules. However, there are two key components which have been neglected in this 

implementation; the cost (or benefit) of stripping the waters from the binding site and the 

potential for new waters to bind with different ligands.. The ability of “new” waters to 

come in with a ligand has already been observed in the wt* cavity for ligands with 

localized charges, and is extremely important in mitigating the desolvation penalty the 

ligand would otherwise pay (Chapter 1).  

Determining the cost of removing known waters and also predicting potential new 

waters could be possible using alchemical free energy methods, applied in Chapter 3 to 

predict ligand binding; there are plans already underway to repeat the free energy 

predictions in Chapter 3 with this system—including free energy calculations for cavity 

solvation would already be considered in these calculations and therefore is not a 

farfetched idea.  In fact, a recent result indicates that during free energy simulations of 

the apo CCP-GA with water molecules allowed to enter and leave the cavity, the correct 

water positions for all 8 waters were found.18 

A more accessible goal, for the time being, is to use a new method developed in 

the Dill group using semi-explicit solvation free energy method to predict “hotspots” for 

waters in the pocket and to calculate a desolvation penalty for removing waters from 

those locations.19 While the first option, alchemical free energy methods, is by far more 

rigorous, the second option may be more feasible as a fast method to predict waters. 

While this work has not yet been attempted in CCP-GA, there is good evidence that 

determining alternative water positions will be critical to accurate binding mode 

prediction and ranking of known ligands, for example the structure of 4-

hydroxybenzaldehyde bound to CCP-GA, in which there is an extensive network of 
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hydrogen bonds between waters and the ligand (Fig 4.b). The docking prediction (using 

both volume based and SEV solvation methods) just barely misses the interaction with 

Asp233, but with waters present may have found the correct orientation (Fig 6). 

 

Figure 6. Docking vs. crystal 

pose of 4-

hydroxybenzaldehyde in 

CCP-GA. Gray: the xtal pose 

contacts Asp233; cyan: 

volume based desolvation 

with 1.4Å probe radius; 

orange: SEV. 

 

 

 

 

 

 

 

And finally, another direction to pursue with this cavity that has direct 

implications for virtual screening in true drug targets is the interaction with both the bulk 

solvent interface. It has been a longstanding goal in the lab to investigate including 

receptor desolvation in our scoring function; this cavity may provide a system in which to 

do this. It has already been shown by Goodin et al that a probe molecule, designed as a 

peptide mimic of the mutated flexible loop reaches out to and interacts with bulk 

solvent.20 Although this ligand binds with micromolar affinity, it indicates the feasibility 

of finding molecules that span the binding site and interact with the solvent interface. 
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While this particular project may be the furthest on the horizon, this cavity presents a 

golden opportunity to prospectively test receptor desolvation. 

4.5 Methods 

Protein Prep 

The plasmid for the CCP-GA mutant protein was received from Goodin lab and 

protein expression and purification followed the same protocol used for the wt* protein 

(Chapter 1). 

UV-Vis titration assay 

Ligand stocks were made up to 1M in DMSO, solubility permitting. Titration of 

the heme Soret band followed the same protocol described in Chapter 1 and also Musah 

et al.13 The following buffers were used for the assay: pH 4.5 100mM citric acid with bis-

tris propane (BTP) counter ion and 500mM MES buffer, adjusted with BTP to pH 6.0. 

Crystallography 

Ligands were soaked into crystals grown under previously published conditions 

(Chapter 1) at concentrations up to 50mM in MES pH 6.0 buffer or, if solubility was an 

issue, in the cryoprotectant, 25% MPD. 

Docking 

Docking was performed as previously (Chapter 1 & 2) to the wt* cavity with the 

following exceptions. The receptor was prepared using Dockblaster.21 Spheres were 

generated from a file that combined the original docking spheres for the wt* cavity with 

new ordered waters observed in the apo CCP-GA cavity, waters observed in the 
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benzimidazole bound structure (1KXM) and the benzimidazole ligand atoms. Ligand 

desolvation was calculated using the volume based desolvation method or the new SEV 

method, as described in Preliminary Results. 
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Appendix A: 

Supplementary Material for Chapter 1 
Probing molecular docking in a charged model binding site 

 
Ruth Brenk1†, Stefan W. Vetter2‡, Sarah E. Boyce1+, David B. Goodin*2, Brian K. 
Shoichet*1 

 

 

A.1 Supplementary Figures for Chapter 1 

Figure S1.  Scatter plot of experimentally determined binding constants for the 

previously known, “test set” ligands1-3 compared to |Etot|, the absolute value of the 

binding energy calculated by DOCK (the larger the score the better in this plot).  
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Figure S2. Docking-based Enrichment of ligands (solid lines) and downgrading of 

decoys in the cavities of CCP W191G, T4 lysozyme L99A, and T4 lysozyme 

L99A/M102Q. The partial charges of the ligands were either calculated in a medium of 

high dielectric (water, HD) or low dielectric (cyclohexane, LD).  The known compounds 

for CCP W19G are the those in the “test set”1-3 augmented with the new compounds 

(Table2). 
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Figure S3. Enrichment of ligands (solid lines) and downgrading of decoys (dashed-lines) 

docked in the L99A (a) and the L99A/M102Q (b) cavities of T4 lysozyme with the 

desolvation energy calculated according to equation 2 (blue, old method) and equation 3 

(red, new method). 

 
 
a) 
 

b) 
 

 

 

 

 

 

 

 

 0

10

20

30

40

50

60

70

80

0 2 4 6 8 10 12 14 16 18 20

% database

%
 c

om
po

un
ds

old, ligands
old, decoys
new, ligands
new, decoys



 214

A.2  References 

1. Rosenfeld, R., Goodsell, D., Musah, R., Garret, M., Goodin, D. & Olson, A. 

(2003). Automated docking of ligands to an artificial active site: augmenting 

crystallographic analysis with computer modeling. J Comput Aided Mol Des. 

2. Musah, R. A., Jensen, G. M., Bunte, S. W., Rosenfeld, R. J. & Goodin, D. B. 

(2002). Artificial protein cavities as specific ligand-binding templates: 

characterization of an engineered heterocyclic cation-binding site that preserves 

the evolved specificity of the parent protein. J Mol Biol 315, 845-57. 

3. Fitzgerald, M. M., Churchill, M. J., McRee, D. E. & Goodin, D. B. (1994). Small 

molecule binding to an artificially created cavity at the active site of cytochrome c 

peroxidase. Biochemistry 33, 3807-18. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 215

Appendix B: 
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Rescoring docking hit lists for model cavity sites: 

predictions and experimental testing 
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B.1  PLOP side chain rotamer search and minimization 

algorithm.  

The side chain rotamer search algorithm proceeds by optimizing one side chain at 

a time (keeping the others fixed), and keeps looping through the residues until they stop 

changing conformation. During the side chain rotamer search, the default resolution of 

10º for the rotamer library was used, and the initial side chain conformations were 

utilized by specifying the parameter “randomize no”. The initial (ofac_init) and minimal 

(ofac_min) overlap factors, which define steric clashes, were set to 0.75 and 0.5, 

respectively. The calculation of the complex energy (Ecomplex) involved an initial short 

minimization of the ligand with a maximum number of steps (mxitn) set to 15 followed 

by the sidechain rotamer search, minimization of residues with a maximum number of 

steps (mxitn) set to 30, and finally minimization of ligand to convergence. Minimization 

and calculation of the free receptor energy (Ereceptor) began with the initial side chain 

rotamer search followed by the minimization of residues with a maximum number of 

steps (mxitn) set to 30. 

B.2  AMBERDOCK parameters and optimization.  

The traditional AMBER force field has been parameterized to work with 

biological macromolecules, and has limited parameters for organic molecules. The 

general AMBER force field (GAFF), which has been specifically designed to cover most 

pharmaceutical molecules, is compatible with the existing AMBER force fields in such a 

way that the two can be mixed during a simulation. It uses a simple harmonic energy 

function as the additive AMBER force fields, but the atom types used in GAFF are much 
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more general such that they cover most of the organic chemical space. The current 

implementation of the GAFF force field consists of 33 basic atom types and 22 special 

atom types covering almost all of the organic chemical space that is made up of C, N, O, 

S, P, H, F, Cl, Br and I atoms. The input ligand files for AMBERDOCK can be generated 

automatically using the perl script (prepare_amber.pl) provided with the DOCK6.1 

program.  This perl script calls for programs such as antechamber to calculate the charges 

for the ligands and tleap to assign the parameter set for protein and ligand atoms. The 

newer version of the DOCK6 program bypasses this external perl step, and the input files 

are generated internally when the AMBER score routine is called. 

Binding free energy calculations with AMBERDOCK follows the flowchart in 

Figure S1. In Step 1, the input files (pdb, inpcrd, prmtop) in AMBER format are read.  In 

Step 2, the frozen atoms are defined based on the choice of the user.  The user can specify 

the atoms that are allowed to relax in the DOCK6 input file (dock.in).  A brief 

minimization is carried out using the GB implicit solvent model in Step 2.  In Step 3, the 

molecular dynamics (MD) simulation is carried out on the minimized system.  In step 4, a 

brief minimization is carried out to minimize the structure generated from the previous 

MD step. Steps 2-4 are performed with the frozen atom approximation in GB implicit 

solvent model.  When frozen atoms are specified, the NAB program calculates the energy 

for only those atoms that are allowed to move.  This significantly speeds up the 

calculations and uses less memory.  In Step 5, a single point energy is calculated on the 

structure obtained from Step 4.  In this step, the energy of the full system is calculated 

without any frozen atoms and non-bonded cutoffs.  Also, the surface area term is added 

to this final step to get a more accurate energy term. The Steps 1-5 were repeated for 

complex (Ecomplex), ligand (Eligand) and receptor (Ereceptor).  To expedite the scoring 

process, we calculated the energy of the receptor for the first ligand and used this energy 
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as a constant term during the energy evaluations for the rest of the ligands in the 

database.  It is suggested to repeat these steps with various combinations of molecular 

mechanics (MM) options to optimize the variables.   

Several scoring protocols were tested on the 58 known ligands and 17 known 

decoys for L99A/M102Q to find the optimal set of conditions for AMDERDOCK 

rescoring. The initial attempt was to use AMBERDOCK with only minimization and no 

molecular dynamics simulation.  For example, score1 (Figure S2b) involved scoring the 

test set with Gasteiger-Marselli PEOE charges for the ligands and AMBER parm 94 

parameter set for protein atoms; the Hawkins-Cramer-Truhlar pairwise GB model 

(equivalent to igb=1 in AMBER); the LCPO method to calculate the surface area term; 

and minimization of nine binding site residues (78, 84, 88, 91, 102, 111, 118, 121, and 

153).  The results clearly show that the minimization alone is not sufficient to separate 

out the ligands from decoys with several known decoys scoring better than known 

ligands. In fact, the results from DOCK (Figure S2a) is adversely affected by running 

score1.  We also tried rescoring the same test set with a series of AMBERDOCK scores 

with different combinations of the molecular mechanics input parameters, using large or 

small flexible receptor regions, GB models (igb=1, 2, 5) with or without the surface area 

term, number of minimization steps, etc. We found that all of them predicted several 

decoys among the top 20 scored ligands with only minimization of the system, and no 

molecular dynamics (MD) simulations. As a logical next step, we introduced MD 

simulations along with minimization in the system.  The initial receptor-ligand 

configuration obtained from docking was subjected to a few steps of minimization 

followed by a few picoseconds of MD simulations, and then a final minimization run to 

obtain the total energy.  Selection of charge models is also very important.  The 

AMBERDOCK scores obtained when using the AM1-BCC charge model provided better 
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results compared to the Gasteiger-Marselli PEOE charge model. Using score24G with 

Gasteiger- Marselli PEOE charges with MD and minimization, 6 decoys scored as well as 

the top 20 ligands (Figure S2c). Using score24 with AM1-BCC charges with MD and 

minimization, only 1 decoy scored as well as the top 20 scoring ligands (Figure S2d). 

This scoring protocol produced good results for most of our test sets of known ligands 

and decoys compared to the other scoring protocols that we tested. The specifications of 

score24 are: GB model of 5 (corresponding to igb=5 in the AMBER program); surface 

area term calculated using the LCPO model; a non-bonded cutoff of 18 Å; 100 steps of 

conjugate gradient minimization; and 3000 steps of MD simulation with a 1 fs time step 

at a temperature of 300K, followed by 100 steps of minimization. During the 

minimization and MD, only the ligand and the protein residues within 5 Å of the ligand 

were allowed to move. 
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B.3 Supplementary Tables for Chapter 2 

The following tables are available online at: 

doi:10.1016/j.jmb.2008.01.049   

 

Table S1. Top 100 hits predicted by DOCK3.5.54 for L99A. 

Table S2. Top 100 hits predicted by PLOP for L99A. 

Table S3. Top 100 hits predicted by AMBERDOCK for L99A. 

Table S4. Top 100 hits predicted by DOCK3.5.45 for L99A/M102Q. 

Table S5. Top 100 hits predicted by PLOP for L99A/M102Q. 

Table S6. Top 100 hits predicted by AMBERDOCK for L99A/M102Q. 

Table S7. Top 100 hits predicted by DOCK3.5.54 for CCP. 

Table S8. Top 100 hits predicted by PLOP for CCP. 

Table S9. Top 100 hits predicted by AMBERDOCK for CCP. 



   

 

B.4 Supplementary Figures for Chapter 2 

Figure S1. Distribution of pair-wise Tanimoto similarities among the top-ranked docked 

and rescored molecules, calculated using ECFP4 fingerprints. 

 

 

0

500

1000

1500

2000

2500

3000

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Pairwise Tanimoto Similarity

Fr
eq

ue
nc

y

M102Q Dock
M102Q Amberdock
M102Q PLOP

L99A Individual Pairwise Similarities

0

500

1000

1500

2000

2500

3000

3500

4000

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Tanimoto Similarity

Fr
eq

ue
nc

y

L99A Dock
L99A Amberdock
L99A PLOP

CCP Individual Pairwise Similarities

0

500

1000

1500

2000

2500

3000

3500

4000

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Tanimoto Similarity

Fr
eq

ue
nc

y

CCP Dock
CCP Amberdock
CCP PLOP



 222

Figure S2. Flowchart and parameters for AMBERDOCK rescoring. 

 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Description of the keywords: gb=2, Onufriev, Bashford, Case (OBC) variant of GB, with 

α=0.8, β=0.0, γ=2.909. Similar to igb=2 in AMBER.; gb=5, with α=1.0, β=0.8, γ=4.85; 

diel=C, uses constant dielectric; dt, time step, ps; tautp, temperature coupling parameter, 

in ps; gamma_ln, collision frequency for Langevin dynamics, in ps-1; temp0, target 

temperature; gbsa, add a surface-area dependent energy. 

Step 1. Read PDB, inpcrd, prmtop files. 

Step 2. Define MM options and frozen atoms. Minimization 
For ex: cut=18, nsnb=99999, diel=C, gb=5, gbsa=0 

Move=2::|1:78,84,85,87,88,91,98,99,100,102,103,106,111,118,121,133,153: 
O,*B*,*G*,*D*,*E*,*Z*, OH, HH, OE*, NE*,*H* 

Minimize using Conjugate Gradient, 100 steps 

Step 3. Define MM options. Run Molecular Dynamics 
For Ex: cut=18, diel=C, gb=5, gbsa=0, dt=0.001, tempi=300,  

temp0=300, gamma_ln=2, ntwx=100, rattle=0 
MD, 3000 steps 

Step 4. Define MM options. Minimization 
For Ex: cut=18, nsnb=9999, gb=5, diel=C, gbsa=0 

Minimize using Conjugate Gradient, 100 steps 

Step 5. Define MM options. Calculate single point Energy for the Full system. 
gbsa=1, cut=999. 

Calculate single point Energy for the Full system. 
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Figure S3. Preliminary 

scoring protocols for 

AMBERDOCK. The known 

L99A/M102Q ligands (blue 

bars) and decoys (red bars) 

are plotted versus the 

respective score (x-axis). A. 

DOCK score. B. 

AMBERDOCK score1 with 

minimiziation only. This 

uses PEOE charges, gb=1, 

gbsa=1, and moveable 

residues=(78, 84, 88, 91, 

102, 111, 118, 121, 153). C. 

AMBERDOCK score24G 

with MD and minimization. 

The scoring protocol 

includes 3000 steps of MD 

with a moveable region of 5 

Å from the ligand, and gb=5. 

D. AMBERDOCK score24 

with MD and minimization. 

This is the same as 

score24G, except ligand 

charges were calculated at 

the AM1-BCC level of 

theory.   
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Appendix C: 

Supplementary Material for Chapter 3 
Predicting ligand binding affinity with alchemical free 

energy methods in a polar model binding site 
 
Sarah E. Boyce1†, David L. Mobley2†, Gabriel Rocklin3, Alan P. Graves3‡, Ken A. Dill4*, 

Brian K. Shoichet4* 

 

C.1 Supplementary Methods 

Protein/system preparation and parameters 

Following setup, the protein was embeded in a periodic dodecahedral simulation 

box with a minimum distance of 1.0 nm from the protein, at the center of the box, to the 

nearest box edge. TIP3P 1 water molecules were added to fill the box, ensuring that no 

waters were inserted nearer than 0.3 nm from any protein atom 2. Following this, we 

equilibrated the water for 1 ns while holding heavy atoms in the protein fixed, using our 

standard simulation protocol/parameters (below). We used these equilibrated systems as 

input for further simulations. 

Ligands were parameterized as previously 2-6: We used the GAFF small molecule 

parameter set 7 and AM1-BCC partial charges computed with Antechamber; however, 

Antechamber gave inconsistent partial charges when using –j 1 from using the default –j 

option, even when atom and bond types did not change. These were substantially 

different in some cases from those provided by Bayly and apparently in error. To correct 
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for this we obtained AM1-BCC partial charges directly from Christopher Bayly8 and used 

these in some additional tests. 

Initial ligand conformations were generated from the chemical names using 

OpenEye’s Lexichem and Omega, and these were used as input for the partial charge 

calculation. The resulting mol2 files with partial charges were used as both input for 

docking and for input to tleap to generate AMBER format parameter and coordinate files, 

which we then converted to GROMACS format using our amb2gmx conversion tool 9. 

When simulated separately from the protein, ligands were placed in a dodecahedral 

simulation box with at least 1.2 nm from the molecule to the nearest box edge, and 

solvated in TIP3P water.  

Standard simulation parameters/protocols 

Our standard simulation parameters were to use particle mesh Ewald 10 for 

treatment of long range electrostatics, with a real space cutoff of 1.0 nm, a Fourier grid 

spacing of as near as possible to 0.1 nm, a spline order of 6, and a relative tolerance of 10-

6. A timestep of 2 fs was used for all simulations unless otherwise noted. The Langevin 

integrator was used for temperature control with a friction coefficient of 1 ps-1, at a 

temperature of 300 K. van der Waals interactions were calculated with a switched cutoff 

between 0.8 and 0.9 nm, and a neighbor list of 1.0 nm was used, updated every 10 steps. 

We used the analytical long range van der Waals dispersion correction implemented in 

GROMACS to approximately account for the effects of truncating long range dispersion 

interactions on the energy and pressure.  

For each simulation the system was first minimized with up to 5,000 steps of 

steepest descents minimization, then run 10 ps of isothermal molecular dynamics, 
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followed by 100 ps of isothermal-isobaric dynamics pressure regulated using the 

Berendsen weak-coupling scheme 11. The pressure regulation used a time constant of 0.5 

ps, a reference pressure of 1.0 atm, and an isothermal compressibility of 4.5x10-5 bar. 

Subsequently, production simulations were run using isothermal molecular dynamics, 

typically for 1 ns for simulations of protein-ligand complexes and 5 ns for ligands in 

water/vacuum.  

Vacuum simulations differed from the standard protocol in that lattice sum 

electrostatics were turned off, and cutoffs were increased to ensure that all interactions 

were computed.  

Unrestrained simulations and selecting reference orientations 

These unrestrained simulations play an important role in the subsequent absolute 

binding free energy calculations. Our absolute binding free energy protocol involves 

restraining the ligand in the binding site to a particular orientation (and computing the 

restraining free energy) then gradually turning off interactions between the ligand and the 

protein in a series of separate simulations, computing this free energy as well. The ligand 

is then transferred to water, the free energy of removing the restraints is accounted for 

analytically, and the interactions are restored in water, completing a thermodynamic 

cycle equivalent to transferring the ligand from the binding site to the standard state in 

water.  Details of this cycle have been discussed previously 2 and are recapped below.  

For the restraints, we restrain the six relative degrees of freedom between the protein and 

the ligand, in this case using two angles, three dihedrals, and one distance, to measure the 

ligand position relative to reference atoms in the protein, as discussed previously 2,9,12. 

However, this appraoch requires selecting a ligand orientation to restrain the ligand to. 
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This choice is in principle arbitrary, but in practice, a good choice can ease convergence 

of the calculations. Additionally, large kinetic barriers between different ligand 

orientations mean that considering multiple candidate orientations and combining the 

effective binding free energies of different orientations into a total binding free energy for 

each ligand can also greatly speed convergence 2,9.  

Ligand orientations were defined by the six relative degrees of freedom between 

the ligand and the protein – θA ,θB ,φA ,φB ,φC ,raA , as discussed previously 2,9. Reference 

atoms A, B, and C in the protein were taken to be the C, Calpha, and N of Tyrosine 88, as 

discussed previously 9 and the reference atoms in the ligand were typically taken to be the 

first three heavy atoms in the ligand for algorithmic simplicity.  

Absolute free energy calculations:  Basic strategy 

Each absolute binding free energy calculation involves three different sets of 

calculations with the ligand in the binding site, and then two with the ligand in water. 

Each set of calculations involves a final and an end state, and then several artificial 

“alchemical” intermediate states which serve to ensure phase space overlap; each of these 

states involves a separate simulation. For example, one component calculation is the 

discharging of the ligand in the binding site (turning off the partial charges on the ligand). 

In addition to running simulations with original partial charges on the ligand, and 

simulations with the charges turned entirely off, we run several intermediate simulations 

where ligand electrostatics interactions are reduced. These intermediate states are 

associated with λ  values which describe the interaction strength; λ  runs from 0 (full 

interations) to 1 (no interactions). 
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The binding component calculations here are as follows. We first restrain the 

ligand in the binding site to the reference orientation, using a potential of the form 

U =
kλ
2

(ξ −ξ0)2 where ξ  denotes the specific degree of freedom, ξ 0  the reference value, 

and k the base spring constant. k is chosen as previously to be 10 kcal/(mol angstrom^2) 

for distance restraints and 10 kcal/(mol rad^2) for angle/torsional restraints. To prevent 

large forces, distance restraints grow only linearly if the distance exeeds the reference 

distance by 0.2 nm, with the slope chosen to ensure continuous first derivatives. Lambda 

values were 0.01, 0.025, 0.05, 0.075, 0.1, 0.2, 0.35, 0.50, 0.75, 1.0. Reference atoms are 

as described above.  

The next component calculation is discharging the ligand in the protein. For this 

we scaled back the ligand electrostatic potential by multiplying it by (1- λ ) over a series 

of simulations. Lamba values were 0, 0.25, 0.5, 0.75, 1.0.  

The final component calculation involves turning off the Lennard-Jones 

interactions between the ligand and the protein. We turned off just the interactions with 

the protein (leaving the intramolecular interactions) and used the modified soft core 

functional form for this transformation, as described previously 2,9,13. Lambda values 

were 0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95, and 1. For the 

ligand alone in water, only the charging and Lennard-Jones component calculations were 

done, using the same λ  values as above. Simulation lengths were longer as noted above. 

Instead of performing simulations of removing the restraints, we computed the free 

energy of removing the restraints analytically using the approach of Boresch et al.12. 
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Orientational Decomposition 

In the absolute binding free energy calculations, we computed contributions of 

different metastable orientations for ligands separately, and then combined the effective 

binding free energies for these different orientations into a total binding free energy using 

the formalism described and applied previously 2,9. A key requirement for this formalism 

is that the orientations not cover the same regions of phase space, hence we had to define 

the orientations. We used the six relative degrees of freedom between the ligand and the 

proteinAs a starting point, we took the histograms of the degrees of freedom from the 

unrestrained simulations of each ligand in its different orientations and defined 

orientations using the single degree of freedom that separated the orientations well (based 

on the full-width at half maximum for the largest peak in the probability distribution); 

boundaries between orientations were chosen to split the distance between peaks. We 

then manually inspected all decompositions. In some cases this approach failed, and we 

used the histograms from the restrained simulations instead.  In some cases (especially 

those with relatively more orientations) no single degree of freedom could separate 

orientations well, in which case we manually defined decompositions based on an 

inspection of the histograms from the unrestrained and fully restrained simulations.  

Once our orientations were defined, we filtered the simulations for each 

orientation and discarded snapshots that did not fall within the specified orientation. 

Filtering typically had significant effects only at the early stages of the restraining 

calculations, when restraints were weak, and effects were minimal for the charging and 

van der Waals components of the calculations. In all cases, unless otherwise noted, at 

least half of the (2000)  coordinate snapshots remained after filtering. Energies were 

stored more frequently (5000 snapshots). Energy snapshots taken between coordinate 
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snapshots that remained in the orientation of interest were assumed to fall in the 

orientation of interest (that is, transitions were assumed to be slow compared to the 

snapshot frequency), and energy snapshots taken between two coordinate snapshots that 

showed a transition were assumed to be outside the region of interest. 

Confine-and-Release Approach 

The umbrella sampling simulations here used 36 windows, spaced every 10 

degrees, with spring constants of 400 kJ/(mol rad^2) and production simulations were 

100 ps per window, with equilibration and other settings as described above. Data was 

analyzed as in our previous study 3. Umbrella sampling was done separately for each 

ligand orientation. 

To apply the confine-and-release procedure, we need to be sure that we do not 

doublecount the free energy associated with conformational changes, which would 

happen if we sampled the motion during the binding calculations and also applied the free 

energies from the PMFs. Therefore, we analyzed all of the simulations to ensure the 

absolute free energy analysis excluded all simulation snapshots where the sidechain 

rotamers for these sidechains changed rotameric state relative to the apo starting 

structure.  

Water removal 

We used absolute binding free energy techniques to compute the free energy of 

removing waters from the binding site. We placed one, two, three, and four waters into 

the binding site, and computed the free energy of removing one water molecule from the 

binding site and reinserting it into bulk using our standard protocols 2. These free 
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energies were always favorable (typically by roughly 4 kcal/mol) indicating that it is 

unfavorable to have waters in the binding site, and thus that it will typically be vacant 

even in the absence of ligand. This is consistent with crystallographic data for small 

apolar binding sites 14.  

Relative Free Energy Calculations 

As mentioned in the main text, we retained all snapshots when combining 

conrtributions of different orientations in the relative free energy calculations. We believe 

retaining all snapshots when combining contributions of different orientations is justified 

in this case for three reasons: (1) Results from different orientations were typically 

different, suggesting that ligands typically did not sample the same orientations when 

beginning from different orientations, and a visual inspection of some trajectories 

supported this; (2) Relatively few cases had multiple orientations within kT of one 

another, so in most cases a single orientation predominated; (3) Past experience in this 

binding site suggests that ring flips out of the plane are extremely rare for steric reasons, 

suggesting transitions between orientations differing by rotation of the ring around the 

axis of the hydroxyl would be very rare. 
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C.2  Supplementary Figures for Chapter 3 

 

Gln102

Val103

Val111

Leu118

Gln102

Val103

Val111

Leu118

 
  
Figure S1. The L99A/Gln102 binding site. Sidechains with dihedrals that are explicitly 

sampled by confine-and-release protocol are shown in yellow. 

 
 
 

 
 
Figure S2. Thermodynamic cycle for computing relative binding free energies. Ligand 1 

(L1) is mutated into ligand 2 (L2) in solvent (left) and L2 into L1 in the binding site (right), 

to calculate free energy changes ∆∆Gsolv and ∆∆Gsite, respectively. The relative binding 

free energy we are interested in is ∆∆G1,2 = ∆G2 - ∆G1 = - (∆∆Gsolv + ∆∆Gsite). Further 

details are given in the methods section.
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Fig. S3. Representative 

plots of convergence with 

simulation time of free 

energy estimates for 

alchemical transformation 

component calculations. 

 Dashed lines represent 

the actual convergence 

error relative to complete 

1-ns trajectories for each 

component of the 

alchemical 

transformation.  Solid 

lines represent an 

artificial, worse-case 

estimate of the possible 

convergence error, if the 

error from each individual 

lambda step of a given 

component had been in 

the same direction. A. 
Thieno-32b-thiophene's 

dominant orientation, 

showing rapid 

convergence.  B. Nitrosobenzene's single orientation, showing slower convergence of 

the van der Wals decoupling due to cavity side chain motions.  Many simulations had 

unique convergence issues in all three of the transformation component steps.
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C.3  Supplementary Tables for Chapter 3 

Table S1. Retrospective Absolute Free Energy Calculations 
 

 Binder a. Prediction b.
ΔGb,exp 

(Kcal/mol) c.
ΔGb,calc 

(Kcal/mol) d. RMSD (Å) e.

3-chlorophenol Yes Yes -5.51 -4.07 ± 0.23 2.843, 0.469*

phenol Yes Yes -5.23 -4.39 ± 0.09 1.563, 2.788*

2-fluoroaniline Yes Yes -5.18 -4.72 ± 0.43 0.565, 1.460

toluene Yes Yes -4.93 -3.47 ± 0.06 −

3-methylpyrrole Yes Yes -4.92 -3.28 ± 0.10 0.822(A), 
1.870(B)

catechol Yes Yes -4.16 -3.14 ± 0.13 0.997(A), 
2.196(B)

3,5-difluoroaniline Yes Yes 1.7† -4.63 ± 0.15 0.730(A), 
0.647(B)

4-vinylpyridine No weak − -3.39 ± 0.14 −

2-aminophenol No Yes − -3.93 ± 0.10 −

OH

OH

OH

NH2

F

OH

F

OH

NH2

NH2

FF

N

NH

 
 
A. Experimentally determined binder (yes) or non-binder (no).  

B. Prediction; binder (yes) or non-binder (no). 

C. Free energy of binding determined by ITC at 10°C. † ΔTm (°C) measured by CD at 

concentrations between 1-10mM at pH 3.0. 

D. Calculated free energy of binding.  

E. RMSD of prediction ligand geometry to experimentally observed crystal pose. If 

multiple ligand orientations were present in the crystal (designated A and B) and only 

one pose was predicted by the free energy methods, the RMSD for both poses is 

reported. 
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Table S2. X-ray data collection and refinement 
 

 

4-chloro-1h-
pyrazole

thiophene-2-
carboxaldoxim

e
2-ethoxy-3,4-

dihydro-2h-pyran
benzylacetate

nitrosobenzene
4,5,6,7-

tetrahydroindole
thieno[3,2-
b]thiophene

pH
 of soaking buffer

6.50
6.50

7.00
6.50

7.00
7.00

7.00

C
ell dim

ensions:

a=b
  (Å)

59.960
60.260

60.110
60.024

60.579
60.327

60.060

c
  (Å)

96.600
96.940

96.440
94.468

97.032
97.438

96.990

R
esolution (Å)

1.85 (1.95) a
1.40 (1.48 ) a

1.26 (1.32) a
1.29 (1.34) a

1.46 (1.51) a
1.35 (1.385) a

1.45 (1.54) a

N
um

ber of U
nique R

eflections
17,665 (2532) a

40,713 (6131) a
53,794 (7247) a

51,404 (5080) a
36,042 (3559) a

40,838 (4019) a
36,574 (5891) a

R
m

erge  %
9.8 (30.1) a

8.7 (57.6) a
6.5 (25.7) a

5.5 (48.7) a
8.0 (34.5) a

7.1 (50.6) a
4.8 (14.3) a

C
om

pleteness %
99.6 (99.2) a

99.8 (99.7) a
95.3 (76.7) a

100 (100) a
99.7 (99.9) a

100 (100) a
99.7 (98.7) a

‹I ›/ ‹σ(I) ›
16.01 (8.86) a

11.36 (2.67) a
15.46 (4.80) a

54.9 (43.8) a
59.8 (6.98) a

53.7 (4.88) a
53.13 (24.53) a

R
free  %

20.8
19.0

18.1
18.5

20.2
19.2

18.9

R
-factor %

16.3
16.7

16.4
16.6

16.9
17.3

17.0

R
esolution R

ange (Å
)

30.0 -1.85
30.0 - 1.40

30.0 - 1.26
51.99- 1.29

30.0- 1.46
52.27- 1.35

30 - 1.45

Δbondlengths (Å
)

0.011
0.008

0.006
0.006

0.011
0.007

0.008

Δbondangles (°)
1.273

1.264
1.084

1.094
1.257

1.140
1.308

Average B-factor protein atom
s (Å

2)
14.106

15.251
12.662

14.40
18.88

15.49
11.73

Average B-factor ligand atom
s (Å

2)
15.69

19.62
18.82

18.73
17.03

15.31
13.33

a Values in parentheses are for the highest resolution shell. P
roteins are crystallized in space group P

32
1 2

1 .
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Table S3. Comparison of preferred rotameric state predicted by confine-and-release 

protocol, and the crystallographic results 

Val111 Val103  Leu118  

thieno-3,2b-thiophene alternate (0.7) / apo apo equal / apo

nitrosobenzene partial alt / apo apo equal / apo

2-nitrothiophene alternate apo alternate / apo

4-chloro-1h-pyrazole partial alt / apo apo partial alt / apo

4,5,6,7-tetrahydroindole alternate (0.7) /apo apo equal

(Z)-thiophene-2-carboxaldoxime equal / apo apo partial alt / equal

n-phenylglycinonitrile apo apo apo

benzylacetate partial alt / apo  apo / equal partial alt / apo

2-ethoxy-3,4-dihydro-2h-pyran apo apo / equal apo

prediction / experiment

 
 
Agreement between experiment and calculation is indicated by bold italics. Observed 

sidechain rotamers of Val111, Val103, Leu118 are designated the following: Apo- the 

rotamer occupied is the same as the one observed in apo crystal structure; Alternate- 

an alternate rotamer  is observed contributing greater than 0.7 kcal/mol to the binding 

free energy; Partial alternate- low energetic contribution from an alternate rotamer 0.04-

0.3 kcal/mol; Equal- an alternate rotamer is equiprobable contributing typically 0.3-0.5 

kcal/mol. 
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Table S4. Comparison of absolute free energy predictions beginning from the Apo vs. 

Holo structure with corrected long range dispersion term and corrected partial charges. 

 

apo  a. holo b. apo c. holo d.

1-phenylsemicarbazide 0.21 ± 0.10 −−− −−− −−−

o-benzylhydroxylamine -1.91 ± 0.11 −−− −−− −−−

1-2-hydroxyethylpyrrole -6.16 ± 0.37 −−− −−− −−−

phenylhydrazine -1.86 ± 0.25 −−− −−− −−−

(E)-thiophene-2-carboxaldoxime -2.52 ± 0.13 −−− −−− −−−

(Z)-thiophene-2-carboxaldoxime -6.81 ± 0.12 -5.06 ± 0.09 1.88(A); 1.88(B)* 0.73(A), 0.81(B)

4-chloro-1h-pyrazole -5.61 ± 0.10 -4.61 ± 0.10† 2.07 1.80(D), 2.06(E)

2-ethoxy-3,4-dihydro-2h-pyran -4.53 ± 0.18 -4.34 ± 0.20 4.35 3.87, 5.41

nitrosobenzene -5.36 ± 0.12 -3.93 ± 0.18 3.24(A), 3.22(B) 0.41(A), 2.14(B)

benzyl acetate -1.45 ± 0.50 -3.89  ± 0.18 >10 1.28(A), 0.69(B)

4,5,6,7-tetrahydroindole -3.02 ± 0.14 -2.45 ± 0.19 0.66 & 1.78** 0.64

thieno-3,2b-thiophene -5.43 ± 0.09 -4.33  ± 0.08 (1)  
-6.86  ± 0.59 (2) 0.73(A), 0.45(B) 0.57 & 0.73(1); 

0.75 & 0.81(2)

2-nitrothiophene -5.27 ± 0.12 -11.40 ± 0.05 1.09(A), 2.86(B)  0.66(A), 1.16(B)

n-phenylglycinonitrile -5.82 ± 0.37 -6.09 ± 0.10 0.87 1.02

ΔGb, calc (kcal/mol) RMSD to xtal pose (Å)

 
 
A. Calculated free energy of binding from the apo structure with corrected long range 

dispersion term and charges for all compounds. 

B. Calculated free energy of binding from the holo structure for the nine ligands. Thieno-

3,2b-thiophene has two starting holo structures and therefore two predictions each, 

designated (1) & (2). 

C-D.. RMSD of prediction ligand geometry to experimentally observed crystal pose from 

apo (D) and holo (E) result. If multiple ligand orientations were present in the crystal 

(designated A and B) only the best RMSD to the prediction is reported. ** indicates 

RMSD for one crystal pose calculated to two predictions. 
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Table S5. X-ray data collection and Refinement 
 
 

 

2-m
ethylphenol

2-ethylphenol        2-propylphenol 
2-ethoxyphenol    2-m

ethoxyphenol
5-chloro-2-m

ethylphenol 

pH
 of soaking buffer

6.50
6.50

6.50
6.50

6.50
6.50

C
ell dim

ensions:

a=b
  (Å)

60.281
60.266

59.950
60.140

60.090
60.480

c
  (Å)

98.110
97.140

96.610
96.160

96.450
97.680

R
esolution (Å)

1.59 (1.67) a
1.70 (1.77) a

1.81 (1.86) a
1.80 (1.93) a

2.02 (2.15) a
1.60 (1.64) a

N
um

ber of U
nique R

eflections
26,865 (4027) a

21,860 (2897) a
17,966 (1463) a

19,222 (3565) a
13,727 (2309) a

26,490 (3574) a

R
m

erge  %
8.1 (49.6) a

7.5 (47.9) a
8.1 (66.1) a

8.9 (42.5) a
9.9 (37.3) a

7.1 (56.1) a

C
om

pleteness %
99.75 (100) a

99.78 (100) a
95.1 (100.0) a

99.9 (100) a
99.9 (99.8) a

99.89 (97.1) a

‹I ›/ ‹σ(I) ›
33.2 (4.24) a

39.6 (4.84) a
22.48 (5.61) a

17.37 (4.68) a
18.18 (5.88) a

37.6 (2.46) a

R
free  %

22.0
22.2

24.5
21.2

21.9
21.4

R
-factor %

18.2
18.6

19.7
18.0

17.1
18.8

R
esolution R

ange (Å)
52.20 - 1.59

52.20 - 1.70
30.0 - 1.81

30.0 - 1.80
30.0 - 2.02

52.34 - 1.60

Δ
bondlengths (Å)

0.009
0.011

0.024
0.012

0.015
0.011

Δ
bondangles (°)

1.133
1.218

1.966
1.273

1.423
1.193

A
verage B-factor protein atom

s (Å
2)

18.41
20.98

15.44
16.16

17.67
21.81

A
verage B-factor ligand atom

s (Å
2)

15.02
20.75

15.55
26.83

11.81
27.84

a V
alues in parentheses are for the highest resolution shell. Proteins are crystallized in space group P

32
1 2

1 .
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Table S6. Relative binding free energy results recalculated with corrected long range 
dispersion term. 
 

Compound ΔΔGexp,lig-ref ΔGcalc,lig-ref ΔGcalc,lig-ref ΔΔGexp,lig-ref ΔGcalc,lig-ref ΔGcalc,lig-ref 

2-propylphenol -1.17 -1.97 ± 0.20 -2.15 ± 0.23 -0.09 2.19 ± 0.07 2.06 ± 0.10

phenol -1.08 − − − − −

5-chloro-2-methylphenol -0.88 -3.38 ± 0.13 -2.95 ± 0.18 0.2 3.92 ± 0.18 3.86 ± 0.24

2-ethylphenol -0.41 -0.99  ±  0.09 -1.26 ± 0.11 0.67 4.10  ±  0.33 4.46  ±  0.42

2-methylphenol -0.28 -0.15 ± 0.14 -0.46 ± 0.16 0.8 2.69 ± 0.08 2.80 ± 0.09

catechol − − − 1.08 6.99 ± 0.34 0.36 ± 0.20

2-ethoxyphenol 0.14 0.00 ± 0.09 0.02 ± 0.10 1.22 0.99 ± 0.12 1.09 ± 0.08

2-methoxyphenol 2.16 1.40 ± 0.19 1.77 ± 0.19 3.24 1.40 ± 0.19 2.17 ± 0.29

catechol (kcal/mol):   uncorrected         corrected phenol (kcal/mol):     uncorrected          corrected

 
 
Column 1. Experimentally determined binding free energy of phenol derivatives relative 

to catechol. Column 2 & 3. Uncorrected and corrected calculated free energy of binding 

relative to the reference compound catechol. Column 4. Experimentally determined 

binding free energy of phenol derivatives relative to phenol. Column 5 & 6. Uncorrected 

and corrected calculated free energy of binding relative to the reference compound 

phenol. 
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