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Abstract

Astrochemistry relies heavily on rotational and vibrational spectroscopy to study the chem-

ical kinetics and dynamics of reactions in space and to determine the exact structure of

astrochemically relevant molecules. Recent advances in spectroscopic tools, along with tech-

nological breakthroughs from powerful radio telescopes around the world, have enabled a

deeper understanding of the complex chemistry of space. Even though interstellar space

appears to be dark and empty, it contains a wide variety of molecular species; however, the

mechanisms involved in producing these species remain unclear.

There have been approximately 270 unique molecular detections in the interstellar medium

(ISM) and approximately 20% are radicals. It has been suggested that radical-neutral reac-

tions play an important role in the formation of molecules in the ISM. These types of reac-

tions are sometimes associated with gas-phase barrierless reaction pathways, which are suited

for low temperature regions of the ISM (e.g., cold molecular clouds like TMC-1). Several

polycyclic aromatic hydrocarbons and their nitrogen substituted derivatives (PAH/PANH)

have been detected in chondritic meteorites and their synthesis may have origins in the low

temperature regions of space via radical-mediated gas-grain reactions before accretion to

the meteorite parent body. Based on the molecule’s non-terrestrial isotopic ratios, they are

thought to have extraterrestrial origins, yet their formation mechanism is unknown. Our

understanding of how complex chemical reactions operate in space is improving, and the

likelihood of radicals being involved is high, but it still remains unclear how these reactions

are carried out.
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To improve chemical models of astronomical environments, experimental data, including

accurate rate constants, branching ratios, and structural information, is essential. It is

generally possible to determine the input parameters for these astrochemical models by

using experimental rotational/vibrational spectroscopic methods in conjunction with theory.

Chapter 2 of this dissertation describes the coupled-cluster method, along with a detailed

discussion of the calculations necessary for rotational and vibrational spectroscopy. Chapter

3 applies this theoretical method to the pyridyl radicals, which are of interest due to their

structural similarity to prebiotic molecules and their possible role as precursors to PANHs.

High-level computational results also assist experimental studies. Two instruments ca-

pable of measuring microwave spectra of radicals were custom-built and tested: a segmented

chirped-pulse Fourier transform microwave (CP-FTMW) spectrometer and a Ka-band CP-

FTMW spectrometer. An overview of the instrumentation theory is presented in Chapter

4, and the optimizations/preliminary results for both instruments are presented in Chapters

5 and 6, respectively. It is expected that future developments will include the measurement

of more radicals, thus broadening the chemical applications of these instruments.
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Chapter 1

Introduction

Rotational and vibrational spectroscopy are important tools for astronomy and astrochem-

istry. Since these techniques can identify molecules based on their geometrical differences,

they can provide valuable insight into the composition of space. Astronomical surveys from

facilities like the Atacama Large Millimeter/sub-millimeter Array contain a number of un-

known/unidentified (U) molecules, and in order to decode this information, both theoretical

and experimental approaches must be considered. Ab initio quantum chemical calculations

are commonly used to accurately predict and simulate spectra that can be used to guide

astronomical investigations (e.g., via rotational spectroscopy). Much of this dissertation

involves spectroscopic and computational investigations of radicals of astrochemical interest.

1.1 Astrochemistry

1.1.1 The Interstellar Medium

There is a rich and diverse chemistry in the space between stars despite the outward appear-

ance that it is black and empty. This region is called the interstellar medium (ISM). Ejected

mass from dying stars (e.g., carbon stars) flows into the ISM, forming diffuse/dense/dark

cold molecular clouds of varying densities (100 – 104 cm−3) and kinetic temperatures (T <

100 K).[1] A prestellar core develops in a cloud’s interior as gas and dust accumulate, increas-

ing the density (> 104 cm−3) and lowering the kinetic temperature to as low as 6 K.[2] At
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these low temperatures, gas condenses into icy-grain mantles on the surfaces of dust grains.

Further gravitational collapse provides sufficient energy to begin a warm-up phase around

the core (T > 100 K), forming protostellar envelopes and protoplanetary discs, ushering the

development of planetary bodies over time.[3]

Approximately 270 molecules have been detected in the ISM to date, primarily from

rotational transitions in the centimeter, millimeter, and sub-millimeter frequency ranges.[2,

4]. The molecular composition is diverse, consisting of hydrocarbon carbon chains, aromatic

molecules, metal-bearing species, ions, and of primary interest to this dissertation, radicals,

all primarily composed of carbon, hydrogen, nitrogen, oxygen, and sulfur.[4] In fact, ≈ 20%

of the molecular detections are radicals, which are generally detected equally in carbon stars

(e.g., IRC+10216) and dark infrared clouds (e.g., TMC-1), with fewer detections in diffuse

clouds and star forming regions. The first molecule detected in the ISM was methylidyne

(CH•), a radical carbyne.[5] It was identified in 1932 from the electronic transition, 2∆←−−
2Π, with radio observations reinforcing this identification much later in the 1970s.[6] As the

decades passed, additional radicals were added to the growing list of detections (e.g., OH,

NH, HC7O, C8H, MgC4H, and so on).[7–11]. Radicals seem to be involved in much of the

chemistry in the ISM. Radicals are difficult to study in the laboratory under astrophysical

conditions, and due to the lack of experimental data, information regarding their chemical

reactivity in the ISM remains limited.

1.1.2 Radical-Driven Chemistry in the Interstellar Medium

Complex organic molecules (COMs, carbon-bearing molecules with at least six atoms[12]) are

commonly detected in a wide variety of interstellar environments.[13–15] The mechanism for

COM formation, however, is still unclear. Gas-grain chemistry models (regarded as a promi-

nent route for COM formation) require temperatures of T > 30 K to ensure that radicals in

interstellar ice are sufficiently mobile to initiate the production of COMs.[16–18] Under this

hypothesis, it is thought that COMs can not form prior to this warm-up phase of star-forming

cores, but various COMs – namely dimethyl ether (CH3OCH3), methyl formate (CH3OCHO),

acetaldehyde (CH3CHO), and ketene (CH2CO) – have been detected in prestellar cores with

2



temperatures of < 10 K.[19, 20]. Since gas-phase COMs have been detected in these cold

environments, the gas-grain model alone does not explain their presence.[19]

For gas-phase mechanisms in cold environments, radical-neutral reactions have been pro-

posed to play an important role in the formation of COMs because those types of reaction can

proceed without an activation barrier.[21–23] In some scenarios, the rates of radical-neutral

reactions increase rapidly as the temperature lowers resulting in large rate coefficients even

at temperatures as low as 10 K.[24, 25] Astrochemical models are lacking low temperature

experimental rate coefficients/branching ratios that could help answer questions about the

formation pathways for COMs in the ISM. As a result of their potential role in the synthesis

of COMs, radical-driven chemistry in space has gained considerable attention over the past

few decades.[26–28]

In addition to the astronomical detections discussed previously, polycyclic aromatic hy-

drocarbons (PAHs) and their nitrogen containing analogues (PANHs) make up 20 – 30 %

of the carbon budget in the ISM.[29–32] Benzene (c-C6H6) (a building block to PAHs), as

well as larger aromatic systems such as indene (C9H8) and the cyanonapthalene (C10H7CN)

isomers have been detected in cold molecular clouds and carbon-rich protoplanetary nebulae

of the ISM.[33–35] However, the formation mechanism of PAHs/PANHs in the ISM remains

elusive to date. Current speculation regarding the possible origin of PAH/PANHs involve

a series of radical-mediated cyclization reactions (with radicals and unsaturated molecules)

in the circumstellar envelope of dying carbon stars.[28, 36, 37] Radical-neutral reactions are

often modeled using rate coefficients from combustion models determined at high temper-

atures (T > 1500 K). [38, 39] Many of the combustion pathways involve reactions with

significant entrance barriers of about 20-30 kJ mol−1, which cannot be overcome in cold

environments like cold molecular clouds or prestellar cores.[40–42] However, crossed molecu-

lar beam studies complemented by electronic structure calculations have shown compelling

evidence of benzene formation from single collision, barrierless radical-neutral reactions of

ethynyl radicals (C2H) with 1,3–butadiene (H2CCHCHCH2),

1,3 -C4H6 + C2H→ c-C6H6 + H, (1.1)
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Figure 1.1: Reaction schemes for quinoline derivative formation from pyridyl radicals and
1,3–butadiene.

as well as the formation of the dihydro(iso)quinoline isomers (plus H) from barrierless reac-

tions involving the pyridyl radicals (C5H4N) and 1,3–butadiene (Figure 1.1).[21, 43] Barrier-

less reactions such as these can lead to PAHs/PANHs present in the ISM. Since the pyridyl

radicals are simple, prototypical nitrogen heterocycle radicals, and the rotational spectra

have never been measured, they are a major target of interest for the work described in this

dissertation.

The analysis of Titan’s atmosphere (one of Saturn’s moons) has long been regarded as

a unique opportunity for studying the chemical diversity and abundance in space.[44–46]

In situ measurements from the Cassini-Huygens orbiter mission and land-based observa-

tions indicate the atmospheric composition to be a haze layer (N2, CH4, hydrocarbons and

aromatics), and therefore similar to Earth.[45, 47–50] To try and understand the photodisso-

ciation mechanism applicable to Titan’s atmosphere, laboratory experiments have detected

the HCN and HCCN radicals from ultraviolet-vacuum ultraviolet irradiation of a N2/CH4

gas mixture at 60 and 82.5 nm, respectively.[51] The formation of these types of radicals are

likely suggesting that these molecules could be involved in radical-neutral reactions forming

larger nitrogen-containing organic aerosols and other stable products in the low temperature

regions of Titan’s atmosphere.[21–23, 28, 46] In this way, it may be possible to find answers

as to how molecules of prebiotic interest are formed under similar environmental conditions
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to early Earth.

1.1.3 Unidentified Infrared (UIR) Emission Bands

Unidentified Infrared (UIR) emission collected from interstellar/circumstellar environments

have been attributed to PAHs/PANHs and other organics.[30, 52] The strong UIR signatures

that are linked to neutral and ionized PAH/PANHs are located at the wavelengths 3.3, 6.2,

7.7, 8.6, and 11.2 µm, and tend to be independent of source.[2, 29, 32, 53, 54] Although

these signatures are indicative of the presence of aromatic CC stretching and CC bending

modes, no definitive detection of an individual molecule has been made based solely on UIR

emission features. Shifts in peak positions between 6.2 and 6.3 µm appear to be the result of

nitrogen substitution embedded further into the inner part of the aromatic ring.[31, 55–57]

In addition to PAHs, PANHs are thought to be ubiquitous in the ISM (≈1-2% of cosmic

nitrogen is thought to be present in PANHs) however, as of yet, no PANH has been detected

in space.[31, 58, 59]

1.1.4 Meteorites

Chemical analysis of meteorites (e.g., Murchison, Tagish Lake, Murray, etc.) provides in-

sight into prebiotic systems that may have played a significant role in the evolution of life on

Earth.[60–62] Extraterrestrial meteorites come in many forms based on their composition and

level of alteration (i.e., thermal/aqueous changes) since breaking from the meteorite parent

body, ultimately influencing the chemical composition of the meteorite. The degree of alter-

ation can be used to predict its original local environment: for example, aqueous alteration

indicates low-temperature reactions with water.[63] Of the various types of meteorites that

crash to Earth, the majority are chondritic meteorites that have not been altered from the

meteorite parent body and are rich in soluble organic molecules.[61] Among the chondrites,

carbonaceous chondrites are most similar in composition to that of the solar photosphere

(lowest layer of the solar atmosphere), and the contents of these meteorites are thought to

be formed in the ISM.[64, 65] Isotopic ratio analysis of meteorites via high-resolution ana-

lytical methods (e.g., GC-MS, 13C NMR, chromatographic separation) have determined the
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Figure 1.2: Example molecular detections on the Murchison meteorite, a carbonaceous chondrite.

chemical compositions to be chemically diverse (see Figure 1.2) and extraterrestrial in origin

(supported by D, 13C, and 15N enrichment).[66–71] As a result of advances in laboratory

analytical techniques which allow direct analysis of the composition of meteorites, potential

synthetic pathways have been suggested for the formation of COMs during the evolution of

the Solar System.[62, 72–74]

1.2 Ab Initio Quantum Chemical Methods for High-

Resolution Spectroscopy

Astronomers use rotationally-resolved spectral data to detect molecules in interstellar space.[19,

75, 76] Data collected from land-based and aerial observations can be difficult to interpret, as

there is a forest of spectral lines to analyze. To identify and quantify a species’ abundance,

it is essential to know the rotational transition frequencies. To that end, experimentally

determined values are necessary and theoretical values alone is rarely sufficient. To illustrate

spectral density in the microwave region, the NRAO Spectral Line Catalog (Splatalogue)
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Figure 1.3: Simulated rotational spectrum from 32290 – 32300 MHz using transition frequencies
and intensities from Splatalogue.

was used to illustrate the number of astrochemically known molecules in a random 10 MHz

frequency bandwidth.[77] Figure 1.3 shows the calculated rotational transition frequencies of

35 molecules from a snippet of data between 32290 – 32300 MHz. The Boltzmann-weighted

logarithmic intensities of the rotational transitions are also depicted. In this 10 MHz sim-

ulation, there are 105 unique rotational transitions. In order to distinguish between the

rotational transitions and determine their molecular origin, rotational transition frequencies

need to be known to an accuracy of a few hundreds of kHz, since the line density is on the

order of tens of lines/MHz.[78–80] For spectral assignment of interstellar data, rotational

transition frequencies of a given molecule are measured in laboratory experiments. Inter-

pretation of laboratory measured data is based on quantum chemical calculations predicting

rotational transitions and quantum number assignments.[81–83]

Coupled-cluster (CC) theory is a widely used computational method in the field of as-

trochemistry, and is the chosen method for investigating the radicals of interest in this

dissertation.[84–90] It has been shown that bond distances and rotational constants can be

determined via CC methods with accuracies within 0.001 Å and 20 MHz of experimental

values, respectively.[78, 91–93] As a result of the unpaired electron in radicals and mul-

tiple atoms with I > 0 nuclear spin, there are numerous sources of angular momentum

coupling that complicate the rotational spectra. To generate simulations for spectroscopic

investigations, the necessary calculations include fully optimized structures, vibrationally
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corrected rotational constants, centrifugal distortion constants, spin-rotation tensors, spin-

spin tensors, quadrupole coupling tensors, and vibrational properties evaluated using second

order vibrational perturbation theory (VPT2) with variational corrections (VPT2+K).[94–

99] These spectroscopic parameters can be used to simulate the rotational and vibrational

spectra of radicals. Chapter 2 describes the quantum mechanical methods used to simu-

late the rotational and vibrational spectra of radicals and Chapter 3 contains the published

computational results for the pyridyl radicals.

1.3 Experimental Rotational Spectroscopy

Rotational spectroscopy is generally defined as the analysis of rotational transitions of po-

lar, gas-phase molecules over a wide range of electromagnetic frequencies, ranging from

millimeter to centimeter wavelengths.[100] Instruments that are developed to measure ro-

tational spectra cover a limited spectral region because of the technical limitations of the

data acquisition rate.[101] The National Bureau of Standards (NBS) performed the first

high-resolution microwave measurements on the 23.9 GHz transitions of ammonia in the

1940s. [102, 103] In the years since then, rotational spectroscopy has been applied to a va-

riety of scientific fields, including astrochemistry and astronomy, in order to study chemical

kinetics, dynamics, and precise molecular structures.[104–109] Through the advancement of

technology over the years, rotational spectroscopy has expanded its applications to include

weakly bound complexes, radicals, ions, and other forms of transient species.[110, 111] A

number of early experiments involving microwave radiation were based on Stark modulation

measurements as well as direct microwave absorption spectroscopy[112, 113], but these have

largely been replaced by Fourier transform microwave (FTMW) spectroscopy in more recent

years.[101, 114–116]

The advent of the chirped-pulse Fourier transform microwave (CP-FTMW) spectrometer

improved broadband collection of rotational spectra (≈106 resolution elements per shot) in

a reduced measurement time.[117, 118] This spectrometer achieves high frequency resolution

without the power broadening or line shape distortion found in Stark modulation spectrom-
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eters. [104] The theory behind CP-FTMW spectroscopy will be discussed in greater detail in

Chapter 4. Two CP-FTMW spectrometers were custom-built and tested for measuring the

rotational spectra of radicals: a Ka-band CP-FTMW spectrometer and a segmented CP-

FTMW spectrometer. With the ability to operate across the frequency range of 13.5 GHz

with a single microwave pulse (Ka-band CP-FTMW) or 1 GHz segments (segmented CP-

FTMW), they are suitable for the rapid collection of rotational spectra. Instrumentation

and preliminary results for these instruments are presented in Chapters 5 and 6.
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Chapter 2

Spectroscopic Characterization of

Radicals Using Ab Initio Methods

2.1 Introduction

In the fields of observational astronomy and astrochemistry, rotational and vibrational spec-

troscopy are used to understand the chemical composition of the universe.[119, 120] Molec-

ular detections and derived abundances can help elucidate any potential chemical reactions

at play in space.[12, 121, 122] Among the many factors that make up astrochemical mod-

els, precise structure of all reactants, products, and intermediate species that are included

in potential reactions must be determined.[2] The analysis of rotationally resolved molecu-

lar spectra is commonly used for this purpose.[119, 123, 124] Ab initio quantum chemical

calculations provide much needed guidance for experimental studies of new molecules by

predicting transition frequencies and the corresponding spectroscopic parameters needed to

simulate spectra and chemical abundances.[78, 80, 91, 120, 125] The following sections pro-

vide detailed information on methods for calculating spectroscopic parameters for radicals

necessary for rotational and vibrational spectroscopic studies. This includes a discussion of

the rigid rotor model, angular momentum coupling, and second order vibrational perturba-

tion theory (VPT2). Application of these methods to pyridyl radicals can be found in the

published paper shown in Chapter 3.
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2.2 The Molecular Hamiltonian

The construction of the molecular Hamiltonian, which involves the properties of the nuclei

and electrons in a molecule, is necessary in order to calculate the spectroscopic parameters

for rotational and vibrational spectroscopy. The spin-free molecular Hamiltonian is given by

Ĥ = T̂ + V̂ (Rn, re), (2.1)

where T̂ includes the electron/nuclear kinetic energy (T̂e and T̂n), and V̂ (Rn, Re) is the

electrostatic potential energy (V̂en, V̂ee, and Vnn) dependent upon the interparticle distances

(Rn, re) among electrons (e) and nuclei (n). Under the Born-Oppenheimer approximation,

nuclear motion is slow compared to the motions of the electrons and can be neglected during

the treatment of electron behavior. As a result of this approximation, the nuclear kinetic

energy term (T̂n = 0) is removed from the electronic part of the molecular Hamiltonian and

Vnn is constant. This allows for the electronic wavefunction and the approximate electronic

energies that describe electronic motion to be obtained from the solution to the Schrödinger

equation. This ultimately reduces the problem to solving the electronic and rovibrational

Schrödinger equations separately with wavefunctions, Ψe and Ψrv. A thorough discussion of

the nuclear and spin Hamiltonian will come in later sections.

The electronic Schrödinger equation is given by,

ĤeΨe = VeΨe, (2.2)

where Ve is comprised of T̂e, V̂ee, and Ven. Saving the treatment of V̂ee for later (i.e., inde-

pendent particle model) and separating it from the T̂e and Ven terms reduces the electronic

Hamiltonian to the sum of one-electron Hamiltonians, where the electronic wavefunction is

now

Ψe = φa(r1)φb(r2)...φk(rn), (2.3)

where φk(rn) represents the molecular orbitals (MOs) over r electronic coordinates, as given
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by

φk(r) =

Nb∑
µ=1

cµkχµ(r). (2.4)

cµk is the expansion coefficient and χµ(r) represents the basis function. µ is indexed over the

number of basis functions, Nb, and k is a specific MO. For χµ(r), Slater-type orbitals and

Gaussian-type orbitals are commonly chosen basis functions and cµk is determined after an

initial guess prior to the SCF process. The approximate electronic energy is

V 0
e = εa + εb + ...+ εk, (2.5)

where εk represents the MO energies, of which the solutions can be determined for the motion

of an electron with a fixed nuclear arrangement.

Hartree-Fock Self-Consistent Field theory (HF-SCF) is the simplest method of addressing

the electron-electron (Vee) energy term. To represent the electronic wavefunction, a Slater

determinant is constructed of orbital functions with α and β spin functions, occupied by n

electrons,

ΨHF =
1√
n!
|φ1αφ2β...φn/2αφn/2β|. (2.6)

Equation 2.6 depicts the electronic wavefunction for a closed-shell molecule with an even

number of electrons.

The potential energy from electron-electron interactions can be approximated by calcu-

lating the expectation value of 1/rij, where r is the distance between electrons, and |Ψ〉 is

the HF wavefunction,

Vee =
∑
i,j
i<j

〈
ΨHF

∣∣∣∣ 1

rij

∣∣∣∣ΨHF

〉
. (2.7)

Minimizing the expectation value by iterative calculations of expansion coefficients is when

self-consistency is reached. Once this has been achieved, the SCF approximation to the

ground state electronic energy, Vee, is obtained. However, HF-SCF theory is incomplete

in its treatment of the total electronic system because it does not treat dynamic electron
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correlation. It is therefore necessary to improve the SCF practice and choose a quantum

chemical method that takes into account electron-electron correlation effects.

2.3 Coupled Cluster Method

The Coupled-cluster (CC) method can address the problem of electron correlation. The

development of CC theory first began in the 1960s applied to nuclear wavefunctions[126, 127]

and was later applied to atoms and molecules in the 1990s.[128] While the CC method

has been well established for predicting accurate equilibrium structures and energies, the

computational cost of the method is high.[84] The following discussion on this theoretical

method has been adapted from Ref [78], which concisely describes various approaches to

quantum-chemical calculations specifically for spectroscopic investigations.

The CC electronic wavefunction is given by

|ΨCC〉 = eT̂|ΨHF〉, (2.8)

eT̂ = 1 + T̂ +
T̂

2!
+

T̂

3!
+ ...

where the cluster operator, T̂, is a power series expansion over m electrons,

T̂ =
m∑
i=1

T̂i. (2.9)

T̂i corresponds to a specific level of electron excitation from a set of occupied orbitals in the

Slater determinant reference wavefunction (i, j, k, l...) to a set of unoccupied virtual orbitals

(a, b, c, d...), where all electrons from all possible occupied orbitals can be excited to all

possible unoccupied orbitals, as depicted in Figure 2.1. T̂i is an i-fold excitation operator

that generates i-fold excited Slater determinants, and for simplicity, Figure 2.1 is depicting

only one determinant generated by T̂1, T̂2, and T̂3. The result of applying the cluster

operators to the ΨHF reference wavefunction can be expressed as a product of amplitudes
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Figure 2.1: General examples of the singles, doubles, and triples excitations due to the T̂1, T̂2,
and T̂3 cluster operators. i, j, k, l... indices represent occupied orbitals and a, b, c, d... indices

represent virtual orbitals.

(tai , t
ab
ij , tabcijk , etc.) and excited determinants, shown in Equation 2.10.

T̂1ψHF =

occ,virt∑
i,a

taiψ
a
i (2.10)

T̂2ψHF =

occ,virt∑
i<j
a<b

tabij ψ
ab
ij

T̂3ψHF =

occ,virt∑
i<j<k
a<b<c

tabcijkψ
abc
ijk .

...

Those CC amplitudes are determined by solving the CC Schrödinger equation through the

use of perturbation theory and evaluation of overlap integrals,

Ĥe|ΨCC〉 = ECC|ΨCC〉 (2.11)

〈ΨHF|Ĥe|ΨCC〉 = ECC〈ΨHF |ΨCC〉

〈ΨHF|Ĥe|ΨCC〉 = [

occ,virt∑
i<j<k...
a<b<c...

tabc...ijk...]ECC

14



Including all terms in the expansion in Equation 2.10 (where m = # of electrons) would

be equivalent to performing full configuration interaction (achieving exact solutions), which

is not practical for most systems, so truncating at a certain level of excitation is common.

For example, when T̂ is truncated at T̂2, the method is called coupled-cluster singles and

doubles (CCSD).

Single and double excitations with an estimation of the triple excitation contribution

(CCSD(T)) is often used for small to medium sized systems (e.g., 2–20 atoms) in order to

mitigate the increased computational costs that more excitations incur (triple, quadruple,

etc.). Considerable effort has gone into determining the mean error between CCSD(T)

calculated equilibrium structures and experimental values.[129, 130] Several studies have

shown that CCSD(T) is accurate to within 0.2 – 0.3 pm for bond distances, assuming it is

paired with a large enough basis set.[84, 87, 130, 131] Therefore, it has been demonstrated

that by means of CC methods, approximate equilibrium structures can be computed based on

Born-Oppenheimer potential surfaces and additional electronic properties can be calculated

from the electronic wavefunction.

2.4 Watson’s Nuclear Hamiltonian

The normal mode representation of the rotation-vibration molecular Hamiltonian describes

the internal motion of a molecule and is commonly referred to as Watson’s Hamiltonian. As

a first step towards deriving this Hamiltonian in terms of rotational and vibrational motion,

it can first be expressed in terms of kinetic energy with respect to the center of mass (T̂CM)

and internal motion independent of the coordinates of the center of mass (Ĥint), as shown

by,

Ĥ = T̂CM + Ĥint. (2.12)

The eigenfunctions (with an x, y, and z axes system) are then

Φ = ΦCM(x0, y0, z0)Φint(x1, y1, z1, ..., xl, yl, zl), (2.13)
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Figure 2.2: Representation of the Euler angles (θ, φ, χ), molecule-fixed axes (x, y, z), and nuclear
positions (ξ, η, ζ), around the nuclear center of mass, O. Rotation convention occurs first about

the z-axis by φ, then about the y-axis by θ (resulting in ~N), and then about the z-axis by χ.

where x0, y0, z0 are the center of mass coordinates and the internal coordinates (x1, y1, z1, ..., xl, yl, zl)

run over the total number of particles l. The Schrödinger equations are

T̂CMΦCM = ECMΦCM, (2.14)

ĤintΦint = EintΦint, (2.15)

and the total energy of the system is E = ECM + Eint. In this coordinate system, trans-

lation is completely independent of internal motion, and here we focus only on Ĥint. The

coordinates for the rotational motion are functions of Euler angles (θ, φ, χ) and the nu-

clear coordinates (ξ, η, ζ) are the displacements.[132, 133] Rotation conventions about the

x, y, and z coordinates are depicted in Figure 2.2. The Eckart frame ensures the separation

of rotational and vibrational degrees of freedom in the rotational-vibrational Hamiltonian

by defining three equations that represent those Euler angles. By converting the coordi-

nates in this manner, the rotation-vibration Hamiltonian can be separated with minimal

approximation.[133] Watson showed that the internal Hamiltonian can be expressed in these
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coordinates as the spin-free Watson Hamiltonian for rotation-vibration, and in Watson’s

notation, is given by[97, 134, 135]

ĤWatson =
1

2

∑
αβ

(Jα − πα)µαβ(Jβ − πβ)︸ ︷︷ ︸
Ĥrot + Ĥcd

+
1

2

∑
k

P 2
k + U + V (q1, q2, ..., q3N−6)︸ ︷︷ ︸

Ĥvib

. (2.16)

The first term represents the pure rotation and the vibration-rotation interaction. Jα,β is

the angular momentum operator with respect to rotation about a molecule-fixed axis system

(α and β = x,y, and z) and πα,β represents the vibrational angular momentum that includes

the Coriolis interactions. µαβ is an effective reciprocal inertia tensor and can be expressed

as a Taylor series in normal coordinates, qr,

µαβ = µeαβ −
∑
r

µeααa
αβ
r µeββqr +

3

4

∑
r,s,γ

µeααa
αγ
r µ

e
γγa

γβ
s µ

e
ββqrqs + ..., (2.17)

where µeαβ is an element of the inverse of the moment of inertia (I) at equilibrium, and the

coefficients aαβr depend on the equilibrium nuclear geometry, nuclear masses, and nuclear

potential energy.[133] The last three terms of Equation 2.16 represent pure vibration, where

Pk is the momentum conjugate to the normal coordinate qk, V (qr) encompass the electronic

potential energy, and U is a constant mass-dependent contribution to the potential.

In order to define the rotational Hamiltonian, a classical description of angular momen-

tum should be discussed. All non-vibrating particles in a rotating body have the same

angular velocity ω about the center of mass, where the velocity is ~v = ω × ~r. The total

angular momentum (J) of each particle (i = 1,2,...n), with mass mi and position ri, about

that center of mass in the space-fixed frame, is

~J =
∑
i

mi(~ri × ~vi), (2.18)
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Figure 2.3: Principal axes of 4-pyridyl.

and in terms of the inertia tensor and ω,[136]

Ĵ = Î · ω̂ (2.19)
Jx

Jy

Jz

 =


Ixx Ixy Ixz

Iyx Iyy Iyz

Izx Izy Izz.



ωx

ωy

ωz

 . (2.20)

It is because of a particular orientation of the center of mass that the inertia tensor be-

comes a diagonal matrix, whose eigenvalues represent the principal moments of inertia

(Iaa, Ibb, Icc).[137] 
Iaa 0 0

0 Ibb 0

0 0 Icc

 (2.21)

The axis system is now called the principal axis system (a, b, c), as depicted in Figure 2.3 for

4-pyridyl. By convention, Iaa ≤ Ibb ≤ Icc, and in the principal axis system, the components

of J are given by the following equations:

Ja = Iaaωa, Jb = Ibbωb, Jc = Iccωc. (2.22)
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The kinetic energy for a polyatomic molecule, in the center of mass frame, is

T =
1

2
(ωaJa + ωbJb + ωcJc), (2.23)

T =
1

2
(ω2

aIaa + ω2
bIbb + ω2

cIcc), (2.24)

T =
1

2

(
J2
a

Iaa
+
J2
b

Ibb
+
J2
c

Icc

)
. (2.25)

For convenience, rotational constants are used in place of moments of inertia; in spectroscopic

units of MHz, they are related to moments of inertia in units of kg m2,

A =
h̄

4πIaa
× 10−6, B =

h̄

4πIbb
× 10−6, C =

h̄

4πIcc
× 10−6. (2.26)

Therefore, the kinetic energy in terms of rotational constants and angular momentum, re-

duces to,

T = AJ2
a +BJ2

b + CJ2
c , (2.27)

where A ≥ B ≥ C.

Molecules fall into one of several categories based on the relative values of their rotational

constants.

• Linear molecules: A =∞ and B = C

• Spherical tops: A = B = C

• Symmetric tops

– Prolate symmetric tops: A > B = C

– Oblate symmetric tops: A = B > C

• Asymmetric tops: A > B > C

The majority of molecules are asymmetric tops, but there is no closed-form energy solution

for these types of molecules, so instead the energy levels are determined by diagonalization

in a symmetric top basis.
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2.4.1 The Rigid Rotor Hamiltonian

Rotational spectroscopy can, to first order, be approximated by the rigid rotor model. This

assumes bonds between nuclei are rigid, ignoring perturbations to the system caused by

vibrational motion. The rigid rotor rotational Hamiltonian is given by the leading µαβ term

in Equations 2.16 and 2.17, where µeαβ = 0 if α 6= β and all qr = 0 and Πα = 0,

Ĥrr =
h̄

2

∑
α

µααĴ
2
α. (2.28)

The rigid rotor Hamiltonian, defined in terms of the angular momentum operator (Ĵ), is

given by.

h̄2Ĥrr = XĴx
2

+ Y Ĵy
2

+ ZĴz
2
. (2.29)

X, Y , and Z represent the rotational constants and depending upon the chosen mapping

of the principal axes, xyz can map to abc in six different ways. For convenience, different

mappings are chosen for prolate (xyz ←→ bca) and oblate (xyz ←→ abc) tops. The three

components of Ĵ (Ĵx, Ĵy, and Ĵz) are not mutually observable. Traditionally, Ĵz is chosen to

commute with Ĵ2 ([Ĵ2,Ĵz] = 0), and in a symmetric top, the z-axis is chosen to correspond

to the symmetry axis to simplify the problem.

The eigenvalues for the |JK〉 eigenfunctions of a symmetric top basis are given by

Ĵ2|JK〉 = J(J + 1)h̄2|JK〉,

Ĵz|JK〉 = Kh̄|JK〉, (2.30)

where J is the angular momentum quantum number and K is the projection of J onto the

molecular z-axis in units of h̄. J can take integer values ≥ 0 and K → J, J−1, ...,−J+1,−J .

The prolate and oblate top energy levels are given by the following expression,

E = Y J(J + 1) + (Z − Y )K2 (2.31)

where Z is the unique rotational constant. As mentioned above, the asymmetric top Hamil-

tonian is solved by diagonalization in a symmetric top basis. However, the choice of the x,
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y, and z axes is less straightforward. Therefore, Ray’s asymmetry parameter, κ, provides a

quantitative measure of how far a molecule is from any specific type of symmetry limit, and

is a measure of prolate or oblate character,[138]

κ =
2B − A− C
A− C

, (2.32)

with κ = −1 for a prolate symmetric top and κ = +1 for an oblate symmetric top. κ values

close to −1 use the Ir representation, κ values close to +1 use the IIIr representation, while

κ ≈ 0 sometimes use the IIr representation.

The rigid rotor asymmetric top Hamiltonian can be written in terms of raising (Ĵ− = Ĵx

− iĴy) and lowering (Ĵ+ = Ĵx + iĴy) operators:

Ĥrr =

(
X + Y

2

)
Ĵ2 +

(
Z − X + Y

2

)
Ĵ2
z +

X − Y
4

(
Ĵ2

+ + Ĵ2
−

)
. (2.33)

In addition to the symmetric top matrix elements previously stated above in Equation 2.30,

the matrix elements that include the raising/lowering operators (Equation 2.34) are also

useful for constructing the matrix elements for an asymmetric top,

〈J ′K ′ |Ĵ2
+|JK〉 = h̄2

√
(J +K)(J −K + 1)(J +K − 1)(J −K + 2)|J,K − 2〉

〈J ′K ′|Ĵ2
−|JK〉 = h̄2

√
(J −K)(J +K + 1)(J −K − 1)(J +K + 2)|J,K + 2〉. (2.34)

A (2J + 1) × (2J + 1) dimensional Hamiltonian matrix is then constructed for any value of

J . For example, for J = 1, the 3 × 3 dimensional matrix is given by

h̄2Ĥ =


Z +

X + Y

2
0

X + Y

2

0 X + Y 0
X − Y

2
0 Z +

X + Y

2

 . (2.35)

The construction and diagonalization of the Hamiltonian matrix for higher values of J can

be readily performed with a computer. The energy level notation is JKaKc , where Ka and Kc

correspond to the projection of angular momentum on the molecular z-axis at the prolate

or oblate limits, respectively. Only at those limits are they considered “good” quantum

numbers. For J = 1, explicit expressions for the total rigid asymmetric rotor energy in

terms of rotational constants are A+B (110), A+ C (111), and B + C (101).
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Table 2.1: Selection rules for a-type, b-type, and c-type transitions for asymmetric tops.

Transition Type Dipole Moment ∆Ka ∆Kc

a-type µa 6=0 0, ±2, ±4, ... ±1, ±3, ±5, ...

b-type µb 6=0 ±1, ±3, ±5, ... ±1, ±3, ±5, ...

c-type µc 6=0 ±1, ±3, ±5, ... 0, ±2, ±4, ...

2.4.2 Rotational Selection Rules

Molecular dipole moments for an asymmetric top may not lie along a principal axis, but may

be resolved along any of their three components: µa, µb, and/or µc.[139] This complicates the

pure rotational selection rules for an asymmetric top. A transition dipole moment integral

(〈ψ1|µ̂z|ψ2〉) must be nonzero in order for an electric dipole transition to occur, with the

allowed transitions in terms of the inertial axes (a, b, c).

〈ψ1|µ̂z|ψ2〉 = µa〈ψ1| cos(az)|ψ2〉+ µb〈ψ1| cos(bz)|ψ2〉+ µc〈ψ1| cos(cz)|ψ2〉 6= 0. (2.36)

The resulting constants µa, µb, and µc represent the magnitudes of the dipole moments

along the three principal axes, and cos(az), cos(bz), and cos(cz) are the angles between the

principal axes and the z axis. In the case of a nonzero dipole moment along all three axes,

all possible transitions that are consistent with the general selection rule ∆J = 0,±1 are

permitted. Any particular transition can be attributed to only one of the components of

the dipole moment, and they are called a-type transitions, b-type transitions, and c-type

transitions (Table 2.1).[139] An example of the ∆J = 1 transition selection rule from the 000

ground state is shown in Figure 2.4.[100, 138] Because the molecular dipole moment is also

related to the rotational transition intensity, theoretical calculations of the dipole moments

can provide quantitative information in addition to determining whether an experimental

study is worthwhile.

2.4.3 Centrifugal Distortion

Simulations of the rotational spectra can be improved by including small amplitudes of

vibration, in the form of centrifugal distortion effects. Treatment of centrifugal distortion
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Figure 2.4: a-type, b-type, and c-type fundamental rotational transitions for J
′ − J ′′ = 1− 0.

Adapted from Ref.140

on the rotational Hamiltonian has been rigorously determined in Ref. 95; below are the

key aspects of interest. Mathematically, the semi-rigid asymmetric top centrifugal distortion

Hamiltonian is,

Ĥcd =

a,b,c∑
α,β

τααββĴ
2
αĴ

2
β +

a,b,c∑
α

ΦαααĴ
6
α +

a,b,c∑
α 6=β

Φααβ(Ĵ4
αĴ

2
β + Ĵ2

β Ĵ
4
α) + ..., (2.37)

where the distortion coefficients, τ and Φ, are the quartic and sextic distortion constants,

respectively.[119] Equation 2.37 is the result of a unitary transformation of Watson’s Hamil-

tonian (Equation 2.16) to a reduced form. This dissertation worked with Watson’s A reduc-

tion, which indicates the choice of reduction and of representation (among six different types)

when using Watson’s methods for analysis of rotational spectra of asymmetric tops.[141] In

Watson’s A reduction, the quartic distortion constants are listed as ∆J , ∆K , ∆JK , δJ , and

δk, as depicted in Figure 2.5.

The Hamiltonian given in Equation 2.37 assumes a semi-rigid approximation; however,

it is also necessary to take into consideration how the rotational constant varies with the

vibrational level.[78, 142] For a polyatomic molecule in the ground vibrational state, these

adjustments are made for all 3N − 6 modes, thereby providing the average second-order
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Figure 2.5: Depiction of angular momentum coupling and centrifugal distortion effects for
2-pyridyl.

correction to the rotational constants as

A0 = Ae −
3N−6∑
i=1

αAi (vi +
1

2
), (2.38)

B0 = Be −
3N−6∑
i=1

αBi (vi +
1

2
), (2.39)

C0 = Ce −
3N−6∑
i=1

αCi (vi +
1

2
), (2.40)

where αi is a vibration-rotation coupling constant, v is the vibrational quantum number,

and A0, B0, and C0 are the ground-state rotational constants.

2.4.4 Angular Momentum Coupling

Thus far, Watson’s Hamiltonian has neglected spin, as stated previously in Equation 2.16.

However, many of the molecules of astronomical interest are radicals with multiple heavy

atoms of nonzero nuclear spin (e.g., H/N), so it is necessary to include the effects of spin to

the rigid rotor Hamiltonian, thus altering the rotational Hamiltonian to include spin-rotation

interactions (Ĥsr) and hyperfine interactions (Ĥhfs).

Ĥspin = Ĥsr + Ĥhfs (2.41)

This dissertation is focused on doublet radicals (S = 1
2
) containing C (I = 0), H (I = 1

2
)

and N (I = 1) atoms, where I is the nuclear spin quantum number, and S is the electron
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spin quantum number. An overview of the relevant couplings (2-pyridyl) and corresponding

parameters is shown in Figure 2.5. The total angular momentum operator (F̂ ) is the sum

of these interactions, F̂ = N̂ + Ŝ +
∑
Î, where N̂ is the rotational and orbital angular

momentum operator, Ŝ is the electron spin angular momentum operator, and Î is the nuclear

spin operator for each I > 0 nucleus. F̂ 2 commutes with the full molecular Hamiltonian, but

when Ĥhfs and Ĥsr are small, N , I, J , and/or S may also be good quantum numbers.

2.4.4.1 Hyperfine Interactions

The hyperfine Hamiltonian can be further broken down into terms involving the nuclear

quadrupole (ĤQ) and electronic spin-spin (Ĥss) interactions.

Ĥhfs = ĤQ + Ĥss. (2.42)

The following sections discuss these components of the spin Hamiltonian.

2.4.4.1.1 Nuclear Quadrupole Interaction The electric quadrupole moment (Qij) of

an I > 1
2

nucleus interacts with the electric field gradient (Vij) at the nucleus:

EQ =
1

6

∑
i,j=x,y,z

QijVij, (2.43)

where the i and j indices refer to the space-fixed x, y, z reference system. After a lengthy

derivation in Ref. 100, the nuclear quadrupole Hamiltonian for a symmetric top (excluding

nuclear spin) reduces to

ĤQ =
χ

2J(2J − 1)I(2I − 1)
[3(Î · Ĵ)2 +

3

2
Î · Ĵ − Î2Ĵ2], (2.44)

where χ is the nuclear quadrupole coupling tensor expressed in the principal axis system,

which accounts for the magnitude of the nuclear quadrupole moment, the electric field gradi-

ent, and the orientation. The diagonal elements of the traceless nuclear quadrupole coupling

tensor are depicted as χaa, χbb, and χcc in Figure 2.5.

2.4.4.1.2 Electron Nuclear Spin-Spin Interactions and Fermi Contact Terms In

addition to nuclear quadrupole interactions, contributions from electron spin (for electronic

states with S > 0) must also be included into the molecular Hamiltonian. The magnetic
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hyperfine interaction is written in terms of a rank one spherical tensor, T 1(x̂), and is given

by

Ĥhfs = aFT
1(Î) · T 1(Ŝ)−

√
10T 1(Î) · T 1(Ŝ, C2). (2.45)

The first term represents the Fermi contact interaction; aF is a constant term related to the

spin density (α, β) at each nuclei. The second term is the spin-spin dipolar interaction and

includes a second rank spherical tensor (T 2(C)) describing both the Cartesian distance and

spherical polar angles between the electron relative to the nucleus. For planar molecules,

the general five independent tensor elements reduces down to three.[143] In Figure 2.5, the

diagonal spin-spin tensor elements for the H/N nuclei are represented in blue (Taa, Tbb, Tcc).

2.4.4.2 Spin-Rotation Interaction

Spin-rotation interactions contribute to the molecular Hamiltonian for electronic states with

S > 0. It is characterized by the coupling between electronic spin angular momentum

and rotational angular momentum. The spin-rotation Hamiltonian[144] can be written in

Cartesian tensor notation as,

Ĥsr =
1

2

∑
γ,δ=x,y,z

εγδ(N̂γŜδ + ŜγN̂δ), (2.46)

where εγδ is the spin-rotation tensor, N̂ is rotational angular momentum operator, and Ŝ

is the spin angular momentum operator. The spin-rotation tensor is related to the second

derivative of the electronic energy with respect to components of the spin and rotational

angular momentum.[96] In the case of planar molecules, for which this dissertation is pri-

marily focused, only five of the nine possible tensor elements are non-zero as a result of

their symmetry. The diagonal terms of the spin-rotation tensor most significantly impact

the rotational energy levels for a molecule, so Figure 2.5 shows only those three terms (εaa,

εbb, and εcc).

2.5 Vibrational Energy Levels

From Watson’s molecular Hamiltonian (Equation 2.16) that describes rotation-vibration

interactions, only Ĥrot (including spin) and Ĥcd have been considered thus far. The remaining
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term to discuss is Ĥvib, which is the sum of the nuclear kinetic (T̂vib) and potential (V̂vib(q̂))

energy terms,

Ĥvib = T̂vib + V̂vib(q̂). (2.47)

The potential in Watson’s Hamiltonian, Vvib(q), is a Taylor series expansion about the equi-

librium over the 3N − 6 normal coordinates, q,

Vvib(q) =
1

2

3N−6∑
i

kiq
2
i +

1

3!

∑
i,j,k

φijkqiqjqk +
1

4!

∑
i,j,k,l

φijklqiqjqkql + ... (2.48)

which describes the energy associated with the displacement from equilibrium. The leading

term represents the harmonic potential (VHO) with the quadratic force constant ki. The

remaining terms are the anharmonic corrections (Vanh) to the harmonic potential given by

cubic, quartic, etc. (φijk, φijkl, etc.) force constants, which are defined as the third and

fourth derivatives of the potential energy with respect to the normal coordinate,[145]

φijk =

(
∂3V

∂qi∂qj∂qk

)∣∣∣∣∣
q=0

, φijkl =

(
∂4V

∂qi∂qj∂qk∂ql

)∣∣∣∣∣
q=0

. (2.49)

The anharmonic potential can be treated with perturbation theory using the harmonic oscil-

lator part as the initial states (|Ψ(0)〉) and energies (E(0)). The total vibrational wavefunction

is

Ψ(0)(v1, v2, ..., v3N−6) =
3N−6∏
i=1

ψi(qi), (2.50)

and the harmonic solution to the Schrödinger equation gives the zero-point energy as

E(0)
v1,v2,...,v3N−6

=
3N−6∑
i

ωi(vi +
1

2
). (2.51)

ωi is the angular frequency of the harmonic oscillator (in rad/s) and is related to the force

constant by ωi =
√
ki/mi where mi is the reduced mass of the vibrational mode, while v

is the vibrational quantum number. Second-order vibrational perturbation (VPT2) theory
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is conventionally used to approximate Vvib at the quartic terms. Applying VPT2 theory to

Vanh gives the second-order energy as

E2
i = E0

i +
∑
i 6=j

|〈i|V̂anh|j〉|2

E0
i − E0

j

. (2.52)

The first term is the zeroth-order harmonic energy and the second term is the second-order

anharmonic correction to that energy.

A resonance occurs when the denominator is zero as a result of accidental degeneracies.

This happens when the difference between two energy levels are nearly equal (E0
i −E0

j ≈ 0).

VPT2 breaks down at this point, giving unrealistic (or undefined) values. Equations 2.53

and 2.54 show two types of resonance denominators when the i and j states differ by one

quantum of excitation.

1

2ωr − ωs
(2.53)

1

−ωr + ωs + ωt
,

1

ωr − ωs + ωt
,

1

ωr + ωs − ωt
(2.54)

Computing the various energy differences between the harmonic frequencies generates a list

of resonances that can potentially be treated. In the case of Fermi and Darling-Dennison

(DD) resonances in a system, the treatment is known as VPT2+K. Fermi resonances occur

between states that differ by a total of one quantum (∆n± 1) and come in two types: Type

I (ωa ≈ 2ωb) and Type II (ωa ≈ ωb + ωc), whereas DD resonances occur between states

that differ by a total of zero or two quanta (∆n ± 0, 2).[146] When vibrational states are

sufficiently close, and the cubic (quartic) coupling is large, the effect of the resonance can

shift the energy relative to the VPT2 value.

To generate the list of potential resonances, an arbitrary energy cutoff is chosen (e.g.,

≈ 1 cm−1) between two vibrational states (as well as a coupling threshold). For example, if

the diagnostic test identified the following resonances,

ωa ≈ ωb + ωc (2.55)

ωb ≈ 2ωd, (2.56)
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then the effective Hamiltonian to adequately treat those resonances is given by

Heff =


v∗a

1
2
√

2
φa,b,c ≈ 0

1
2
√

2
φa,b,c (vb + vc)

∗ 1
4
φb,d,d

≈ 0 1
4
φb,d,d (2vd + vc)

∗

 . (2.57)

After a variational treatment of the effective Hamiltonian is performed and the resonant

terms are removed, the modified constant is marked with an asterisk. The eigenvalues of

Equation 2.57 represent the variationally corrected energies and the eigenvectors contain the

composition of the new vibrational state. This method ultimately provides a small number

of treated states. Calculations are then repeated including more and more states, so as not

to eliminate any candidates that could be contributing to frequency and intensity shifts by

using VPT2 alone.[99]

VPT2+K was used extensively in the study of the pyridyl radicals because of its inclusion

of both Fermi and DD resonances. Figure 2.6 shows the difference between VPT2 and

VPT2+K vibrational frequencies and intensities for pyridyl. It has been shown that planar

molecules (like pyridyl) can exhibit more anharmonicity within the CH stretching region

(≈ 3000 cm−1), thereby making resonance treatments important for vibrational analysis.[99,

145, 147, 148]

2.6 Conclusion

A review of quantum chemical calculations necessary for rotational and vibrational spec-

troscopy has been presented. Quantum chemical calculations greatly assist experiments

in high resolution spectroscopy. For accurate simulated rotational spectra, the molecu-

lar Hamiltonian requires vibrationally corrected rotational constants, centrifugal distortion

interactions, and all spin angular momenta sources. A description of the vibrational Hamil-

tonian was also discussed, which included the harmonic and anharmonic approximation for

calculating vibrational energy levels. Second-order vibrational perturbation theory (VPT2)

and resonance treatments with VPT2+K were described. Chapter 3 presents an in-depth

analysis of pyridyl radicals, which includes all calculations presented in this chapter.
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Figure 2.6: Comparison of VPT2 and VPT2+K vibrational frequencies (MHz) and intensities
(km/mol) for 2-, 3-, and 4-pyridyl, convolved to 5 cm−1.
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Chapter 3

Rotational and Vibrational Spectra of

the Pyridyl Radicals: A

Coupled-Cluster Study

The following is adapted from the published article: Rotational and Vibrational Spectra of

the Pyridyl Radicals: A Coupled-Cluster Study Kelly S. Meyer, John H. Westerfield, Sommer

L. Johansen, Jasmine Keane, Anna C. Wannenmacher, and Kyle N. Crabtree The Journal

of Physical Chemistry A Article 2022 126 (20), 3185 – 3197 DOI: 10.1021/acs.jpca.2c01761

3.1 Abstract

Pyridyl is a prototypical nitrogen-containing aromatic radical that may be a key intermediate

in the formation of nitrogen-containing aromatic molecules under astrophysical conditions.

On meteorites, a variety of complex molecules with nitrogen-containing rings have been de-

tected with non-terrestrial isotopic abundances, and larger nitrogen-containing polycyclic

aromatic hydrocarbons (PANHs) have been proposed to be responsible for certain uniden-

tified infrared emission bands in the interstellar medium. In this work, the three isomers

of pyridyl (2-, 3-, and 4-pyridyl) have been investigated with coupled cluster methods. For

each species, structures were optimized at the CCSD(T)/cc-pwCVTZ level of theory and

force fields were calculated at the CCSD(T)/ANO0 level of theory. Second-order vibra-
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tional perturbation theory (VPT2) was used to derive anharmonic vibrational frequencies

and vibrationally-corrected rotational constants, and resonances among vibrational states

below 3500 cm−1 were treated variationally with the VPT2+K method. The results yield a

complete set of spectroscopic parameters needed to simulate the pure rotational spectrum of

each isomer, including electron-spin, spin-spin, and nuclear hyperfine interactions, and the

calculated hyperfine parameters agree well with the limited available data from electron para-

magnetic resonance spectroscopy. For the handful of experimentally-measured vibrational

frequencies determined from photoelectron spectroscopy and matrix isolation spectroscopy,

the typical agreement is comparable to experimental uncertainty. The predicted parameters

for rotational spectroscopy reported here can guide new experimental investigations into the

yet-unobserved rotational spectra of these radicals.
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3.2 Introduction

Pyridyl (c-C5H4N) is a prototypical nitrogen-containing aromatic radical involved in complex

chemical processes in terrestrial and astrochemical environments. The amount of nitrogen-

containing aromatics present during combustion processes has a significant impact on NOx

emissions; this is particularly important in the combustion of biomass, where nitrogen content

can be relatively high.[149–152] Pyridyl is a key intermediate in the oxidation and thermal

decomposition of pyridine, a model compound for fuel-nitrogen, and a detailed understanding

of its reactivity is essential to accurate combustion models.[153–155] Pyridine pyrolysis has

also been shown to proceed through pyridyl intermediates,[156–158] and it has been suggested

that the specific pyridyl isomer may influence the degree of gas-phase products versus soot

formation.[158]

Pyridyl is also a potential intermediate in the formation of nitrogen-containing polycyclic

aromatic hydrocarbons (PANHs) in space.[22] Aromatic features from PAHs have been linked

to unidentified infrared (UIR) emission bands in the range of 3 – 20µm (3500 – 300 cm−1).[2,

29–32, 43, 159, 160] Among the bands, the 6.2µm feature has been proposed to indicate the

incorporation of at least one nitrogen in the aromatic system; however, a unique identification

of the specific molecules responsible for the UIRs remains elusive.[31, 161, 162] More recently,

aromatic molecules have also been identified in cold molecular clouds. Towards TMC-1,

the GOTHAM and ARKHAM surveys have detected benzonitrile and indene; the former

contains a CN attached to an aromatic ring and the latter is a two-ring aromatic system.

[34, 163]

Within our solar system, small nitrogen-containing molecules (NH3, CH3CN, C2N2,

HC3N) and the aromatic molecule benzene have been detected in Titan’s atmosphere by the

ion neutral mass spectrometer onboard the Cassini-Huygens spacecraft[45, 48, 164]. Photo-

chemical models predict PAH/PANHs and other complex N-bearing molecules are precur-

sors for the production of haze particles in the lower atmosphere of Titan.[49, 50, 165, 166]

Radical-driven chemical reactions involving aliphatic/aromatic systems with nitrogen and

simple unsaturated hydrocarbons could be necessary for the formation of larger PANHs in
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these environments.[23, 167]

Carbonaceous chondrite meteorites, such as Murchison,[63, 66, 69, 168, 169] show diverse

populations of prebiotic molecules including nucleobases, amino acids, and other complex

organic molecules (COMs)[61, 170] that are isotopically enriched in 13C, 15N and deuterium

(D) relative to terrestrial isotopic ratios, suggesting a possible non-terrestrial origin.[60, 67,

70, 171] Many of the organic molecules contain the pyridyl moeity within their structures

and their formation pathways are thought to involve radicals, potentially via photo-processes

in astrophysical ices or through barrierless gas-phase reactions in cold molecular clouds (or

a combination of both).[1] In the condensed phase, laboratory studies of astrophysical ice

analogs have shown that nitrogen containing biological molecules, such as amino acids, can

form through UV irradiation of ices containing pyrimidine and/or purine along with other

small molecules (H2O, NH3, CH4).[172, 173] Astrochemical models which include gas-grain

processes have also shown the production of COMs (CH3CN, CH3OH) from radical driven

chemical reactions in ices.[174] In the gas phase, pyridyl has been shown to form the PANHs

1,4-dihydroquinoline (C9H9N) and 1,4-dihydroisoquinoline (C9H9N) under single collision

conditions with 1,3-butadiene (C4H6) or vinylacetylene (C4H4).[21, 175] Theoretical potential

energy surfaces (PESs) suggest that these reactions are barrierless.

Despite the importance of the pyridyl radical, little experimental spectroscopy is avail-

able. The three isomers of pyridyl (2-, 3-, and 4-pyridyl) were first detected by ESR spec-

troscopy, revealing that they are σ-type radicals with the unpaired electron localized in an

sp-hybrid orbital on the carbon that is missing a hydrogen atom.[176–178] Initially, the

ESR spectrum of 2-pyridyl was generated by γ-irradiation of pyridine at 77 K and a single

experimental 13C Fermi contact term was determined.[179] Later, all three radicals were pro-

duced by dissociative electron capture in a 4 K Ar matrix, and ESR measurements yielded

H and N hyperfine coupling terms.[177, 180] The first ab initio molecular orbital studies

aimed to interpret initial ESR spectroscopy measurements calculated structures, dipole mo-

ments, relative energies, and hyperfine parameters using Restricted open-shell Hartree-Fock

(ROHF) and Unrestricted Hartree-Fock (UHF) methods.[181, 182] Later, Density Function

34



Theory (DFT) methods were used to obtain more accurate structures in order to perform

a vibrational analysis of the radicals.[183–187] A small subset of experimental fundamental

vibrational frequencies for the isomers were obtained in a 10 K Ar matrix after flash vacuum

photolysis of iodopyridines or azopyridines.[188] In the gas phase, another set of experimental

frequencies for the isomers were determined via photoelectron spectroscopy of cryogenically

cooled pyridinide anions (C5H4N– ).[189] The experimental work was limited to frequencies

below 1600 cm−1 and therefore did not cover the fundamental CH stretching modes.

Here, a theoretical investigation of 2-, 3-, and 4-pyridyl was carried out using coupled-

cluster (CC) methods, with the aim of providing precise structures and spectroscopic param-

eters relevant for high-resolution rotational/rovibrational spectroscopy. Prior studies have

used CC methods only for calculating single point energies at DFT-optimized structures.

This work provides fully optimized CC structures, parameters for rotational spectroscopy in-

cluding centrifugal distortion, spin-rotation, spin-spin, and quadrupole coupling tensors, and

vibrational properties evaluated using second order vibrational perturbation theory (VPT2)

with variational corrections (VPT2+K). The results agree qualitatively with prior theoret-

ical calculations, and the spectroscopic parameters obtained here can be used to simulate

and analyze rotational and (ro)vibrational spectra at high resolution.

3.3 Methods

Calculations were performed with a development version of the CFOUR program system [190],

and employed an unrestricted Hartree-Fock (UHF) reference wave function with the cou-

pled cluster (CC) method. The CC method has shown to be reliable and highly accu-

rate for calculating spectroscopic parameters for rotational spectroscopy and rovibrational

spectroscopy.[78, 79] For our starting reference structure, we used previously published DFT

results and optimized them using coupled cluster singles and doubles with a perturbative

treatment of the triple excitations including all electrons with the correlation consistent po-

larized weighted core valence triple zeta Dunning style basis set (ae-CCSD(T)/cc-pwCVTZ)

with all electrons correlated.[21, 88] Each radical was verified to converge to a doublet state
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(spin expectation values 〈S2〉 = 0.737, 0.735, and 0.736, for 2-, 3-, and 4-pyridyl, respec-

tively). First-order properties were calculated at this level of theory, including electronic

energies, equilibrium rotational constants (Ae, Be, Ce), dipole moment projections (µa, µb),

Fermi contact terms (aF ), spin-spin interaction tensors (Taa, Tbb, Tcc) for H and N nuclei,

and nuclear quadrupole tensors for the N nuclei (χaa, χbb, χcc).

Electronic spin-rotation tensors [96] and force fields were calculated with frozen-core

methods. For this purpose, a second reference structure was optimized at frozen-core

CCSD(T) (fc-CCSD(T)) using the atomic natural orbital (ANO0)[89] basis set. Harmonic

(ω) and anharmonic (ν) vibrational frequencies and intensities were derived from quadradic,

cubic, and appropriate subset of quartic force constants calculated at fc-CCSD(T)/ANO0

using second order vibrational perturbation theory (VPT2).[99, 191] Resonances among low-

lying vibrational levels were treated variationally using the GUINEA module of CFOUR

2.1.[190] Further details about the resonance treatment are discussed in the Vibrational

Analysis section. Ground state rotational constants (A0, B0, C0) and relative energies include

corrections from the fc-CCSD(T)/ANO0 VPT2 zero-point vibrational calculations. The SP-

CAT program was used to simulate the rotational spectra of the vibrationally-corrected

rotational constants and fine/hyperfine coupling terms described above.[192]

3.4 Results and Discussion

3.4.1 Ground State Energies and Optimized Geometries

Table 3.1 shows the relative energy ordering for the three radicals at the ae-CCSD(T)/cc-

pwCVTZ optimized geometry including zero-point energy evaluated at fc-CCSD(T)/ANO0.

Consistent with previous DFT studies, 2-pyridyl (Cs,
2A
′
) is the lowest energy isomer, fol-

lowed by 4-pyridyl (C2v,
2A1, +17.33 kJ/mol) and 3-pyridyl (Cs,

2A
′
, +23.33 kJ/mol).

The three isomers are σ-type radicals with spin density primarily located at the site of the

“missing” hydrogen atom.[177, 179, 180, 193] The stability of 2-pyridyl is attributed to the

interaction between the N atom lone pair and the radical center, which is also evident from

the Fermi contact terms and spin densities reported in the following sections.[193]
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Table 3.1 also contains the bond lengths and the bond angles corresponding to the ae-

CCSD(T)/cc-pwCVTZ calculated minimum energy structures for 2-, 3-, and 4-pyridyl, as

well as experimental values for pyridine based on the microwave structure for comparison.[194]

For all three radicals, the bond lengths and bond angles differ from previous DFT studies

at most by 9 mÅ and 0.8°.[21, 193] Relative to pyridine, the main structural differences in

pyridyl occur at the radical site, and consistent with prior studies, reflect the origin of the

additional relative stability of 2-pyridyl. The bond angles at the radical site all open up, but

the increase for 3- and 4-pyridyl (angles C2-C3-C4 and C3-C4-C5, respectively) is 2° greater

than that of the N1-C2-C3 bond angle for 2-pyridyl. Likewise, the C-C bonds adjacent to

the radical site for 3- and 4-pyridyl all decrease by approximately 20 mÅ, while for 2-pyridyl,

the C-N bond length decreases by 58 mÅ(the C-C bond length is nearly unchanged).

3.4.2 Spectroscopic Parameters

3.4.2.1 Rotational Constants and Vibration-Rotation Interactions

The ae-CCSD(T)/cc-pwCVTZ equilibrium rotational constants Ae, Be, and Ce for each

radical are shown in Table 3.2. Table 6.3 shows the ground state rotational constants A0, B0,

and C0 which were determined by adding fc-CCSD(T)/ANO0 vibration-rotation interaction

terms (Ae−A0, etc.) to the ae-CCSD(T)/cc-pwCVTZ equilibrium constants. The zero-point

corrected inertial defects are reported in Table 3.2 and all three isomers show small, positive

values indicating the treatment of anharmonicity is adequate.[195] 2-, 3-, and 4-pyridyl are

asymmetric tops (κ = 0.61, 0.52, 0.72) and the calculated dipole moment projections onto

the molecules’ principal axes (Table 6.3) show that the rotational spectra of the three radicals

are markedly different. The spectrum of 3-pyridyl is mostly a-type (µa = 1.90 D, µb = 0.10

D), that of 4-pyridyl is b-type (µb = 1.16 D), and 2-pyridyl has strong a- and b-type spectra

(µa = 1.66 D, µb = 2.21 D).

3.4.2.2 Spectroscopic Parameters for Rotational and Rovibrational Spectroscopy

Diagonal elements of the spin-spin (Taa, Tbb, Tcc) and 14N (I=1) nuclear quadrupole tensors

(χaa, χbb, χcc) are shown in Table 6.3. Full spin-spin tensors and N-quadrupole tensors are
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Table 3.1: ae-CCSD(T)/cc-pwCVTZ equilibrium geometries (in Ångstrom and degrees) and
relative energies in kJ/mol, including fc-CCSD(T)/ANO0 zero-point vibrational energy for

pyridyl radicals.

Pyridinea 2-pyridyl 3-pyridyl 4-pyridyl

N1-C2 1.338 1.280 1.341 1.331

C2-C3 1.394 1.390 1.374 1.397

C3-C4 1.392 1.384 1.370 1.369

C4-C5 1.392 1.397 1.393

C5-C6 1.394 1.380 1.389

C6-N1 1.338 1.349 1.333

C2-H2 1.087 1.081 1.084

C3-H3 1.083 1.079 1.080

C4-H4 1.082 1.083 1.081

C5-H5 1.082 1.080 1.082

C6-H6 1.087 1.082 1.083

6 C2-N1-C6 116.9 117.8 117.7 117.5

6 N1-C2-C3 123.8 127.2 120.1 124.2

6 N1-C6-C5 123.8 121.3 124.4

6 N1-C6-H6 116.0 116.9 115.7 116.3

6 C2-C3-C4 118.5 115.0 123.7 115.1

6 C6-C5-C4 118.5 119.0 118.3

6 N1-C2-H2 116.0 117.0

6 C2-C3-H3 120.1 122.5 121.0

6 C6-C5-H5 120.1 120.1 120.5

6 C3-C4-C5 118.4 119.6 115.8 123.9

6 C3-C4-H4 120.8 120.2 122.6

6 C5-C4-H4 120.8 120.2 121.6

Rel. Energy 0.00 +23.33 +17.33

a Experimental values derived by microwave spectroscopy.[194] Uncertainties are between ±0.002 and

±0.006 Å for bond length measurements and between ±0.02° and ±0.04° for bond angles.
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Table 3.2: ae-CCSD(T)/cc-pwCVTZ equilibrium rotational constants, dipole moment projections,
and electronic energies.

Parameter 2-pyridyl 3-pyridyl 4-pyridyl

Ae (MHz) 6609.12 6684.14 6478.66

Be (MHz) 5921.23 5819.10 6014.95

Ce (MHz) 3123.15 3110.85 3119.10

Ae − A0
a (MHz) 43.10 44.09 37.55

Be −B0
a (MHz) 40.89 38.22 43.34

Ce − C0
a (MHz) 22.27 21.73 21.57

|µa| (D) 1.66 1.90 0.00

|µb| (D) 2.21 0.10 1.16

∆b
0 (amu Å2) 0.07 0.07 0.06

afc-CCSD(T)/ANO0

bInertial defect: Ic − Ia − Ib

reported in the Supporting Information. To the best of our knowledge, no values have been

previously reported for these spectroscopic parameters. Previous microwave studies have

established that the 14N quadrupole coupling constants of pyridine are χaa = −4.88 ± 0.04

MHz, χbb = 1.43 ± 0.03 MHz, and χcc = 3.45 ± 0.02 MHz.[196] The analogous values for

the pyridyl radicals are calculated to be similar to those of pyridine after accounting for the

rotation of the principal axes relative to the heavy atom framework upon the removal of H2,

H3, or H4, as denoted in Table 3.1.

Fermi contact (aF ) constants for 1H, 13C, 14N are shown in Tables 3.4. The Fermi contact

term gives direct information about the electron spin density at each I > 0 nucleus[197]; as

σ-type radicals, each isomer has a large 13C aF value at the radical center. The calculated

13C aF value of 474 MHz for 2-pyridyl is quite close to the experimental value of 477 MHz

derived from ESR measurements. [177] For historical context, values determined from the

Intermediate Neglect of Molecular Orbitals (INDO) theory[198], a semi-empirical method
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Table 3.3: Calculated rotational spectroscopic parameters of 2-, 3-, and 4-pyridyl, in MHz.

Parameter 2-pyridyl 3-pyridyl 4-pyridyl

A0 6566.03 6640.05 6441.11

B0 5880.35 5780.88 5971.62

C0 3100.88 3089.11 3097.53

10−4∆N 6.98 6.62 6.63

10−4∆NK 1.69 2.54 0.65

10−4∆K 7.53 7.73 10.10

10−4δN 2.90 2.73 2.73

10−4δK 8.36 8.55 6.85

εaa 23.88 10.52 10.01

εbb 3.79 2.96 2.16

εcc −6.15 −5.17 −4.64

χaa −3.54 −3.98 1.52

χbb 0.75 0.58 −4.91

χcc 2.79 3.40 3.38

aF (N1) 93.80 −5.18 8.08

Taa(N1) −1.75 0.74 −1.10

Tbb(N1) 4.64 5.91 −0.14

Tcc(N1) −2.89 −6.65 1.24

aF (H2) 8.83 31.03

Taa(H2) 12.42 1.30

Tbb(H2) −5.80 1.92

Tcc(H2) −6.61 −3.21

aF (H3) 0.96 38.21

Taa(H3) 14.53 13.31

Tbb(H3) −7.02 −6.70

Tcc(H3) −7.51 −6.62

aF (H4) 29.54 39.85

Taa(H4) 0.45 12.55

Tbb(H4) 2.36 −6.00

Tcc(H4) −2.81 −6.56

aF (H5) 0.84 18.08

Taa(H5) −2.38 0.93

Tbb(H5) 4.04 2.41

Tcc(H5) −1.66 −3.34

aF (H6) 3.19 2.66

Taa(H6) 0.30 −1.77

Tbb(H6) 4.42 3.65

Tcc(H6) −4.72 −1.88
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Table 3.4: ae-CCSD(T)/cc-pwCVTZ 1H, 13C, and 14N Fermi contact terms, in MHz.

2-pyridyl 3-pyridyl 4-pyridyl

Parameter aINDO[177] ESR[177] This Work aINDO[177] ESR[177] This Work aINDO[177] ESR[177] This Work

aF (N1) 82 81±3 94 3 5 3 8

aF (13C2) 665 477 474 27 17

aF (13C3) 89 347 17

aF (13C4) 12 20 348

aF (13C5) 9 16 17

aF (13C6) 61 12 17

aF (H2) 30 22±6 9 24 28±3 31

aF (H3) 16 1 51 53±3 38

aF (H4) 24 28±3 30 53 53±3 40

aF (H5) 17 17±3 1 10 22±3 18 51 53±3 38

aF (H6) 16 3 23 3 24 28±3 31

a Intermediate Neglect of Molecular Orbitals[198]

widely used prior to the more accurate ab initio methods used today, are provided here.

Additional aF H and N values are available for comparison, showing the same general trends

in relative magnitudes of parameters as observed in experiments. Calculated spin densities

(Table 3.5) agree with previous (U)B3LYP calculations that indicate the spin density is pri-

marily located on the nominal radical center, with 2-pyridyl showing partial delocalization

on the N atom. [193] By contrast, spin densities calculated previously with the (U)M06 func-

tional [193] yielded more localization compared with the CCSD(T) spin densities calculated

here.

The C2v structure for 4-pyridyl imposes restrictions on the symmetry of the wavefunction

from Fermi-Dirac statistics. The total internal symmetry, and therefore the product of

rovibronic (Γrve) and nuclear spin (Γnspin) symmetries, must be B1 or B2. The representation

of the nuclear spin wavefunction in the C2v(M) molecular symmetry group is Γns = 10A1 ⊕

6B1. In the ground vibronic state, the Ka + Kc = even (A1, A2) rotational states must

combine with the B1 nuclear spin functions and the Ka + Kc = odd (B1, B2) must combine

with the A1 nuclear spin functions yielding statistical weights of 3:5. The simulated rotational

spectrum for 4-pyridyl shown below includes these statistical weights.
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Table 3.5: Mulliken analysis of ae-CCSD(T)/cc-pwCVTZ spin densities (α = blue, β = red).

2-pyridyl 3-pyridyl 4-pyridyl

Atom This Work (U)B3LYP[193] (U)M06[193] This Work (U)B3LYP[193] (U)M06[193] This Work (U)B3LYP[193] (U)M06[193]

N1 0.14 0.11 0.07 0.03 0.09 0.08 0.04 −0.01 −0.03

C2 0.79 0.80 0.86 0.02 −0.02

C3 0.06 0.91 0.89 0.98 0.01

C4 −0.04 0.01 0.92 0.92 0.98

C5 0.04 −0.01

C6 −0.01 0.02

H2 0.00 0.02

H3 −0.01 0.01

H4 0.02 0.01

H5 0.00 0.01

H6 0.00 0.00

Electronic spin-rotation tensors were calculated at fc-CCSD(T)/ANO0 using the opti-

mized geometries at the same level of theory.[96] The spin-rotation interaction contributes

to line splittings in pure rotational spectra, and the diagonal elements of the tensors (εaa,

εbb, εcc) (Table 6.3) were used for the simulated spectra. The full tensors are in the Support-

ing Information. To our knowledge, these spin-rotation tensors have not been previously

calculated and there are no experimental values present for comparison.

3.5 Simulated Rotational Spectra

Figure 3.1 shows the simulated rotational spectra of 2-, 3-, and 4-pyridyl using the spec-

troscopic parameters from Tables 3.2 and 6.3, which can be used to guide an experimental

search. The spectrum is simulated up to 100 GHz at T = 5 K for F values up to 20. The

pyridyl isomers are easily distinguishable from one another due to the differences in their

rotational constants and hyperfine splitting patterns. 4-pyridyl has the largest κ value of ≈
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0.7, exhibiting more oblate character than either 2-pyridyl (κ ≈ 0.6) or 3-pyridyl (κ ≈ 0.5).

Owing to the relative magnitudes of the total dipole moments, the spectrum of 4-pyridyl is

considerably weaker than either of the other two isomers. Nuclear spin statistical weights

are included in the simulation for 4-pyridyl. SPCAT input files (.int and .var) for all three

radicals are provided in the Supporting Information.

In Figure 3.2, the fundamental transitions N ′ − N ′′ = 1 − 0 are shown in black for

each radical convolved to 50 kHz in order to better represent experimental line widths in

FTMW spectroscopy. The hyperfine splitting patterns for the a-type transitions in 2- and

3-pyridyl are condensed around a region spanning approximately 5 MHz, whereas the b-

type transitions for 2-, 3-, and 4-pyridyl are spread over a 20 MHz region. 4-pyridyl’s b-type

spectrum exhibits broad splitting primarily due the H3/H5 spin-spin coupling. The dominant

source of splitting in the spectra of 2- and 3-pyridyl also primarily arises from the spin-spin

coupling from the hydrogens, particularly from H4. However, the magnitude of the splitting

is also affected by the spin-rotation interaction. Nitrogen quadrupole splitting is somewhat

smaller than the others and does not contribute substantially to the overall spread of the

line distribution.

Detailed assignment of the hyperfine structure of these radicals would be difficult because

of the complicated splitting patterns at low N ; however, as N increases, the hyperfine

structure collapses into a pure spin-rotation doublet. Figure 3.3 shows selected spectra of the

R-branch b-type transitions for selected spectral progressions of 2-pyridyl. By 200 GHz, most

of the structure has completely collapsed, approaching the high-N limit, and the splitting is

described purely by the spin-rotation terms. Similar depictions of hyperfine collapse for 3-

and 4-pyridyl are provided in the Supporting Information. For this reason, the millimeter

wave portion of the rotational spectrum may be most amenable for laboratory investigations.

Moreover, potential astronomical searches for complex nitrogen- and hydrogen-containing

radicals such as these should likewise be carried out with millimeter-wave telescopes rather

than in the centimeter band to avoid excessive spectral line dilution.

43



Figure 3.1: Simulated rotational spectra from top to bottom of 2-, 3-, 4-pyridyl calculated with
spectroscopic parameters from Tables 3.2 and 6.3. Simulated at T = 5 K.

red: a-type spectrum; black: b-type spectrum

44



Figure 3.2: Hyperfine (black) and spin-free (red) structure of fundamental transitions for 2-, 3-,
and 4-pyridyl using spectroscopic parameters in Table 6.3. Convolved to a linewidth of 50 kHz.

3.6 Vibrational Analysis

From force constants evaluated at the the fc-CCSD(T)/ANO0 optimized geometries, the

harmonic (ω) frequencies and intensities were calculated with the same method and basis

set. These values are available in Supporting Information along with comparisons to previ-

ous DFT calculations. The quadradic, cubic, and appropriate quartic force constants were

used to calculate the anharmonic frequencies (ν) and intensities for the 24 fundamental vi-

brational modes of each radical using second order vibrational perturbation theory (VPT2).

In addition, energy levels of vibrational states with up to three quanta of excitation were

calculated. Given the large number of vibrational modes for the pyridyl radicals, potential

resonances among states in the VPT2 treatment with a harmonic energy below 3500 cm−1

were identified and the states involved were treated variationally.
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Figure 3.3: Hyperfine structure of 2-pyridyl with increasing N . R-branch b-type transitions with
K
′′
a = 0 and K

′′
c = 0 for even N

′′
. Simulated at T = 50 K and convolved to a linewidth of 100 kHz.

black: includes all spectroscopic parameters from Tables 3.2 and 6.3
red: includes only spin-rotation terms
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As discussed in Ref. 99, the choice of which states to treat variationally is an important

consideration in any resonance-corrected VPT2 approach. Here, we began by searching

for Fermi resonances using a Martin Test[199] with a threshold of 10 cm−1 between states

with an energy difference of 200 cm−1. Potential Darling-Dennison resonances[94, 146] were

flagged if two appropriate states within 100 cm−1 in harmonic energy were coupled by a force

constant of 30 cm−1 or greater. Additionally, any state with multiple quanta of excitation

was included in the variational treatment if its transition intensity with respect to the ground

vibrational state exceeded 1 km/mol. This yielded an initial set of a small number states that

were then treated variationally with the GUINEA program.[99, 148] Calculations were then

repeated with lower thresholds to include potential resonances involving additional states.

The energies of states in common between the two calculations were compared, looking for

large differences. At the final thresholds used here (0.1 cm−1 for the Martin test and 2 cm−1

for the Darling-Dennison force constant), the differences from the previous iteration were

generally of order 1 cm−1. The combination of VPT2 with extensive treatment of resonances

is denoted VPT2+K. Input GUINEA files for 2-, 3-, and 4-pyridyl as well as the full list of

vibrational states with up to 3 quanta are provided in the Supporting Information. For this

section, we adopt the convention of labeling states by nvii n
vj
j , where ni is the Herzberg mode

number and vi is the number of quanta in mode ni (only modes with vi > 0 are listed).

The variational treatment included 185 states for 2-pyridyl (135 A′, 50 A′′), 181 states for

3-pyridyl (125 A′, 56 A′′), and 115 states for 4-pyridyl (58 A1, 9 A2, 11 B1, 37 B2). Tables

A.6, A.7, and A.8 show the calculated harmonic and VPT2+K frequencies and intensities for

fundamental vibrational modes along with previous experimental values from photoelectron

spectroscopy of C5H4N– [189] and Ar matrix isolation spectroscopy[188]. Additional compar-

isons of this work’s calculations with tentatively-assigned combination and overtone bands

from photoelectron spectroscopy are also reported in the Supporting Information. Figure 3.4

shows the fc-CCSD(T)/ANO0 simulated VPT2+K infrared spectra for 2-, 3- and 4-pyridyl

ranging from 300 - 3500 cm−1, convolved to a linewidth of 5 cm−1.

The CH stretching modes for all three species are heavily affected by resonances in the
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Table 3.6: 2-pyridyl fc-CCSD(T)/ANO0 harmonic and VPT2+K anharmonic vibrational
frequencies (cm−1) and intensities (km/mol).

This Work Experiment

Modea Sym. ω Int. ν (VPT2+K) Int. (VPT2+K)e Ref. 189b Ref. 188ce

ν1 A′ 3236.98 3.02 *3108.16 *7.16(16)

ν2 A′ 3226.80 10.74 d*3104.28 *4.71(10)

ν3 A′ 3202.11 13.21 d*3079.91 *10.37(23)

ν4 A′ 3193.12 1.99 d*3071.29 *3.05(7)

ν5 A′ 1675.97 41.87 d*1679.29 *13.86(31)

ν6 A′ 1610.62 17.79 d*1542.26 *10.05(22) 1536[6]

ν7 A′ 1492.85 2.24 *1455.21 *1.50(3) 1463[5]

ν8 A′ 1418.76 17.52 d*1374.95 *8.09(18) 1390[5]

ν9 A′ 1318.28 5.66 *1280.35 *5.29(12)

ν10 A′ 1236.88 0.33 *1194.69 *0.22(0)

ν11 A′ 1155.65 2.49 *1137.03 *1.41(3) 1140

ν12 A′ 1113.27 0.15 *1086.21 *0.37(1) 1088[6]

ν13 A′ 1070.93 8.70 *1045.36 *8.24(18) 1043[5] 1044.3(19)

ν14 A′ 1031.91 0.78 *999.38 *0.93(2) 1010[5]

ν15 A′ 949.41 17.82 *931.68 *17.20(38) 951[6] 940.9(45)

ν16 A′ 656.78 0.62 *646.46 *0.80(2) 649[5]

ν17 A′ 569.30 10.39 562.90 10.24(23) 568[6] 564.5(33)

ν18 A′′ 1011.72 0.07 *991.76 *0.07(0)

ν19 A′′ 985.83 0.06 *962.60 *0.08(0)

ν20 A′′ 900.21 0.07 881.74 0.06(0)

ν21 A′′ 762.30 45.26 749.58 45.36(100) 735.1(100)

ν22 A′′ 712.84 7.96 703.61 7.72(17)

ν23 A′′ 426.56 0.11 419.79 0.13(0)

ν24 A′′ 387.23 5.73 379.35 5.65(12)

a Normal modes as numbered in the Herzberg convention. b Photoelectron spectroscopy. Uncertainty in

brackets. c Ar matrix isolation spectroscopy. d State is heavily mixed. Refer to SI for more accurate

assignments. e Relative intensity in parenthesis. ∗ Variationally corrected.
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Table 3.7: 3-pyridyl fc-CCSD(T)/ANO0 harmonic and VPT2+K anharmonic vibrational
frequencies (cm−1) and intensities (km/mol).

This Work Experiment

Modea Sym. ω Int. ν (VPT2+K) Int. (VPT2+K)e Ref. 189b Ref. 188ce

ν1 A′ 3219.38 5.11 *3097.95 *6.22(19)

ν2 A′ 3207.76 7.36 *3082.83 *8.30(25)

ν3 A′ 3203.65 11.12 d*3076.75 *17.76(54)

ν4 A′ 3184.90 7.37 d*3066.65 *0.39(1)

ν5 A′ 1644.16 11.20 d*1638.93 *5.93(18)

ν6 A′ 1576.84 8.22 *1520.65 *5.96(18) 1509[6] 1499.9(33)

ν7 A′ 1470.44 3.29 *1434.86 *3.27(10) 1426.0(11)

ν8 A′ 1437.51 18.60 *1402.61 *17.81(54) 1405.1(94)

ν9 A′ 1323.31 1.07 *1290.32 *1.14(3) 1306.1(3)

ν10 A′ 1207.81 4.56 *1179.01 *5.23(16) 1209.1(4)

ν11 A′ 1202.53 1.76 d*1129.14 *0.45(1) 1181.2(4)

ν12 A′ 1099.38 6.02 d*1063.97 *3.11(9) 1085[6] 1084.9(16)

ν13 A′ 1067.74 7.66 *1033.03 *7.32(22) 1050[8] 1035.9(24)

ν14 A′ 1051.65 0.99 *1021.19 *0.75(2) 1027[8] 1023.7(8)

ν15 A′ 985.13 7.14 *964.60 *6.73(21) 974[6] 972.9(30)

ν16 A′ 652.89 2.27 *643.79 *2.51(8) 646[6] 646.3(9)

ν17 A′ 578.15 15.57 570.73 15.83(48) 568[5] 569.5(71)

ν18 A′′ 1001.54 0.07 981.51 0.05(0)

ν19 A′′ 960.94 0.09 940.58 0.12(0)

ν20 A′′ 938.77 0.65 *916.82 *0.74(2)

ν21 A′′ 791.35 26.55 778.06 26.13(80) 764.3(60)

ν22 A′′ 695.82 32.65 684.66 32.75(100) 671.8(100)

ν23 A′′ 420.72 0.03 414.06 0.04(0)

ν24 A′′ 394.49 2.62 386.95 2.54(8)

a Normal modes as numbered in the Herzberg convention. b Photoelectron spectroscopy. Uncertainty in

brackets. c Ar matrix isolation spectroscopy. d State is heavily mixed. Refer to SI for more accurate

assignments. e Relative intensity in parenthesis. ∗ Variationally corrected.
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Table 3.8: 4-pyridyl fc-CCSD(T)/ANO0 harmonic and VPT2+K anharmonic vibrational
frequencies (cm−1) and intensities (km/mol).

This Work Experiment

Modea Sym. ω Int. ν (VPT2+K) Int. (VPT2+K)d Ref. 189b Ref. 188cd

ν1 A1 3225.14 0.02 *3099.02 *0.02(0)

ν2 A1 3178.16 5.33 *3036.97 *3.48(8)

ν3 A1 1584.90 42.70 *1534.45 *29.73(69) 1509[5]

ν4 A1 1479.06 9.51 *1446.22 *10.96(25) 1445[5]

ν5 A1 1235.51 3.04 *1209.59 *3.33(8) 1439.9(10)

ν6 A1 1078.59 8.66 *1053.48 *8.32(19) 1372.3(12)

ν7 A1 1047.80 1.28 *1019.19 *2.01(5) 1020[6]

ν8 A1 981.33 22.05 964.45 24.20(56) 969[6] 1052.7(10)

ν9 A1 608.26 0.13 *599.86 *0.09(0) 603[6]

ν10 A2 1002.35 0.00 983.54 0.00(0)

ν11 A2 846.86 0.00 829.94 0.00(0) 1017.4(10)

ν12 A2 382.83 0.00 374.26 0.00(0)

ν13 B1 975.37 0.01 *954.71 *0.01(0) 1031.8(< 1)

ν14 B1 776.76 43.64 763.58 43.30(100)

ν15 B1 717.77 6.11 707.32 5.81(13)

ν16 B1 443.21 14.41 436.89 14.19(33)

ν17 B2 3224.27 5.51 *3094.54 *10.50(24)

ν18 B2 3176.45 21.88 *3044.18 *13.68(32)

ν19 B2 1642.08 25.93 *1591.37 *19.25(44)

ν20 B2 1408.02 16.87 *1378.52 *15.05(35)

ν21 B2 1313.97 1.24 *1285.18 *1.35(3) 1570.9(50)

ν22 B2 1208.67 1.57 *1170.28 *0.99(2) 1496.8(25)

ν23 B2 1076.35 0.99 *1045.15 *0.66(2)

ν24 B2 639.11 0.12 630.96 0.12(0)

a Normal modes as numbered in the Herzberg convention. b Photoelectron spectroscopy. Uncertainty in

brackets. c Ar matrix isolation spectroscopy. Assignments as given in Ref. [188]. d Relative intensity in

parenthesis. ∗ Variationally corrected.
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Figure 3.4: Simulated VPT2+K IR spectra of 2-, 3-, and 4-pyridyl convolved to a linewidth of 5
cm−1. Fundamental vibrational modes are labeled for each species. Owing both to state mixing

and the simulation linewidth, many peaks also contain contributions from overtones and/or
combination bands.

VPT2 treatment. A comparison of the VPT2 spectrum with the VPT2+K spectrum for

the regions 1300–1700 cm−1 and 2900–3200 cm−1, is shown in Figure 3.5. For 2-pyridyl,

harmonic energies of several 2-quantum states involving combinations of ν5, ν6, and/or ν7 lie

near those of the the ν1 − ν4 fundamentals giving rise to a complex set of Fermi resonances.

Generally, the resonances in the VPT2 treatment artificially increase the intensities of the

combination bands and overtones while decreasing those of the fundamentals, and introduce

erroneous perturbative frequency corrections in VPT2. The VPT2+K treatment restores

the intensities of the fundamentals to values closer to their harmonic intensities, but also

reveals heavy mixing among a number of states with substantial intensity borrowing from

the forbidden transitions. In Tables A.6-A.8, such heavily mixed states are flagged with a

footnote. For instance, in 2-pyridyl the state nominally assigned to 31 is better described as
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Figure 3.5: Comparison of VPT2+K (red) and VPT2 (black) infrared spectra in the ring
deformation regions (left) and C-H stretch (right) regions. Individual transitions are convolved to
a line width of 1 cm−1. Each panel is scaled independently according to the VPT2+K intensity;

the VPT2 transitions heavily affected by resonances are cut off. A: Mixture of 61, 151161, 141171,
and 201221. B: Mixture of 51, 121171, 141161, 141171, and 151161.

30% 31 + 25% 21 + 13% 5171 + 10% 62 with additional minor contributions from 11 and

5161. Likewise, the state nominally assigned to 21 is primarily composed of 51% 41 + 21%

(5171), along with many other states at the < 10% level. Owing to the strong mixing among

these levels, the 5171 combination band (upper state 49% 5171 + 34% 31) gains an intensity

(6.95 km/mol) comparable to those of the nearby fundamentals, and this can be seen in

Figures 3.4 and 3.5. To first order, the 31 and 5171 bands form a Fermi-split pair at 3063

and 3079 cm−1. Two other notable features appear in the spectrum: the 62 overtone gains

intensity from 11 and shifts upward in frequency by about 40 cm−1 relative to its VPT2

value, and the 6171 and 5181 combination band states are coupled by a Darling-Dennison

resonance.

The analogous states in 3-pyridyl are likewise involved in a network of Fermi resonances,

also giving rise to intensity errors under standard VPT2 as well as frequency errors of 10–

20 cm−1. In particular, the 21 fundamental is involved in a Fermi resonance with the 5171

combination band, the latter of which is also coupled to fundamentals 31 and 41. In the VPT2
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treatment, the intensity of the 21 transition is 143 km/mol and that of the ν3 fundamental is

46 km/mol, considerably greater than their respective harmonic values of 7 and 11 km/mol,

respectively. The VPT2+K treatment restores the intensities of these two much closer to

their harmonic values, but 31 gains intensity from 41 through their mutual coupling with

5171. That said, as a result of the couplings among the aforementioned states, 41 is not the

leading contribution to any single vibrational level: in Table A.7 the mode listed as 41 is

better described as 31% 31 + 24% 41 with several other contributions, while that listed as 31

is 40% 31 + 29% 41. As a result of intensity borrowing among these states, no strong peak

is present in the spectrum corresponding to the 41 fundamental.

The C2v symmetry of 4-pyridyl imposes restrictions on which states may be involved in

resonances, and also changes the mode numberings in the Herzberg convention relative to 2-

and 3-pyridyl. For 2- and 3-pyridyl with Cs symmetry, 17 of the modes are of A′ symmetry

and the remaining 7 are A′′, the latter of which comprise the majority of the lowest-frequency

modes. 4-pyridyl has 9 A1 modes (2 of which are CH stretches), 3 A2 modes, 4 B1 modes, and

8 B2 modes (2 of which are the remaining CH stretches). Only states with the same symmetry

can be coupled. In the CH stretching region, several near-degeneracies in harmonic energies

give rise to substantial frequency and intensity errors in VPT2: in particular between 21/32

(∆E=8.2 cm−1) and 171/31191 (∆E=2.7 cm−1). In VPT2+K, the 11 (A1) state is mixed

with 32 and 41112, causing its frequency to increase by 10 cm−1 relative to the VPT2 value;

however, the intensity of this transition (VPT2+K: 0.02 km/mol, harmonic: 0.04 km/mol)

is negligible. The other CH stretches are all involved in resonances: 21 (A1) is involved in a

strong Fermi resonance with 32 (ν3 is analogous to ν6 in 2- and 3-pyridyl), giving rise to a

pair of bands at 3037 and 3078 cm−1. Similarly, a Fermi resonance between the B2 states 181

and 41191 generates a strong pair of bands at 3033 and 3044 cm−1 which share the intensity

of 181. All of these bands are shifted considerably from their VPT2 counterparts as shown

in Figure 3.5. As a result of the strong state mixing, the CH stretching region features 5

bands with appreciable intensity, while the harmonic approximation predicts only 3.

The 1250–1750 cm−1 region of the spectrum (ring deformation modes) also features com-
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plex resonances that result in significant differences between VPT2 and VPT2+K. 2-pyridyl

is the most complicated among the three radicals. The 51 fundamental is involved in a net-

work of Fermi resonances with 2-quantum states including 121171, 141161, 141171, and 151161

which are further coupled through Darling-Dennison resonances. The strong harmonic in-

tensity of 51 is split into three main components at 1570, 1574, and 1679 cm−1, the latter

of which is the most intense by about a factor of 2. The 61 fundamental is likewise coupled

with 151161 and 201221, yielding a set of three relatively intense transitions at 1542, 1583,

and 1591 cm−1. Finally, two comparatively simple 2-state Fermi resonances are observed:

one of which couples 71 with 211221 yielding a doublet at 1453 and 1455 cm−1, and the other

couples 81 with 191231 to give a doublet at 1375 and 1390 cm−1. As a result, this region

of the spectrum is predicted to contain about twice as many vibrational bands as expected

from a simple harmonic picture.

For 3- and 4-pyridyl, the couplings are less extensive in the same spectral region. 3-pyridyl

features one strong Fermi resonance between 51 and 131171; the two components are split

by over 125 cm−1 (1513 and 1639 cm−1). For most other bands in this region, only minor

differences in frequency and intensity exist between the VPT2 and VPT2+K treatments.

For 4-pyridyl, the most notable differences are a slight downward frequency shift of the 191

fundamental relative to VPT2, and a rebalancing of intensities between 31 and 8191.

Selected vibrational frequency measurements for the pyridyl radicals are available from

Ar matrix isolation spectroscopy [188] and photoelectron spectroscopy [189]. Of the four

values available for 2-pyridyl from matrix isolation, all are in excellent agreement in both

frequency and relative intensity; the largest difference is 15 cm−1. The agreement is also good

for the gas-phase photoelectron frequencies; most calculated values for 2-pyridyl differ by

an amount comparable to the experimental uncertainty, with the largest difference being 20

cm−1 (3.3σ) for 151. Similar agreement is obtained for 3-pyridyl with the exception of modes

91, 101, and 111 from matrix isolation spectroscopy, all of which have relative intensities of 4%

or less relative to the strongest band. For 4-pyridyl, the VPT2+K frequencies agree within

experimental uncertainty with the exception of 31, which differs by 25 cm−1. However,
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the matrix isolation spectroscopy assignments provided in the Supporting Information of

Ref. 188 for 4-pyridyl disagree by significant margins, and also include one assignment to

ν11 of A2 symmetry. In addition, the reported frequency for ν8 (1052.7 cm−1) differs by over

80 cm−1 from the cryo-SEVI value (969 cm−1), a difference too large to be ascribed to a

matrix shift. It seems likely there was a transcription error in Ref. 188, so these will not be

considered further.

In addition to the fundamental frequencies, the photoelectron spectroscopy results [189]

yielded tentative assignments for several combination bands and overtones. Detailed com-

parisons are provided in the Supporting Information, along with potential alternative as-

signments to other totally symmetric states. In some cases, the proposed alternative assign-

ments here correspond to transitions to 2-quantum states rather than the 3-quantum states

originally proposed. For example, a band at 1940 cm−1 was originally assigned as 163 for

3-pyridyl; here we propose an alternative assignment of 152 (VPT2+K: 1938 cm−1). These

proposed assignments are based only on frequency agreement and upper state symmetry; ad-

ditional insight could be obtained by Franck-Condon calculations which may help determine

the most probable assignment.

3.7 Conclusion

A computational investigation into the rotational and vibrational spectra of the pyridyl rad-

ical isomers was carried out at the ae-CCSD(T)/cc-pwCVTZ and fc-CCSD(T)/ANO0 levels

of theory. For use in pure rotational spectroscopy, we have computed equilibrium and ground

state rotational constants, centrifugal distortion terms, spin-rotation tensors and hyperfine

coupling parameters. The calculated hyperfine coupling constants involving 1H, 13C, and

14N agree well with values derived from ESR spectroscopy. With these spectroscopic con-

stants, detailed simulations of hyperfine splitting show that the hyperfine structure for the

strongest series of rotational transitions collapses to a simple spin-rotation doublet above

N ≈ 20, which generally corresponds to frequencies above 200 GHz. For this reason, spec-

troscopy in the millimeter band is promising for the first spectroscopic identification of these
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radicals. The vibrational spectrum in the 300-3500 cm−1 spectrum was calculated using

the VPT2+K method, which involves an extensive variational treatment of resonances that

cause the perturbative corrections in VPT2 to break down. In particular, the vibrational

spectrum of 2-pyridyl is expected to feature considerably more intense vibrational bands

compared with a harmonic treatment, though experimental measurements in the spectral

regions featuring these resonances have not been made. For the low-frequency modes which

have been measured experimentally, the calculated frequencies generally agree to within 20

cm−1, with the majority falling within experimental uncertainty. Owing to the importance

of pyridyl as an important reactive intermediate in combustion, atmospheric chemistry, and

astrochemistry, it is hoped that the calculations presented here will assist in guiding the

interpretation of new spectroscopic investigations in the laboratory.

3.8 Supporting Information

Additional supporting data for this work is loaded in Appendix A.
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Chapter 4

Chirped-pulse Fourier Transform

Microwave Spectroscopy

(CP-FTMW)

Chirped-pulse Fourier transform microwave (CP-FTMW) spectroscopy is a technique for

measuring the rotational spectra of gas-phase, polar molecules. Since CP-FTMW spec-

troscopy operates over a wide spectral region (∼10 GHz), it is considered a broadband

technique. This increased bandwidth enables several rotational transitions to be measured

simultaneously, in contrast with previous techniques which are limited to ≈1 MHz band-

width. A broadband microwave spectrum via CP-FTMW spectroscopy can be obtained sev-

eral orders of magnitude faster than previous techniques because it exploits frequency-agile

pulse generation and modern high-speed digitizers.[117] This chapter discusses the theoretical

background for CP-FTMW spectroscopy, including chirp generation, polarization/emission,

and sources of spectral line broadening.

4.1 Chirp Generation

Figure 4.1 shows a general block diagram of a CP-FTMW spectrometer. The microwave

source (e.g., AWG) generates a linearly increasing frequency chirp in the form of an expo-
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Figure 4.1: General CP-FTMW spectrometer schematic.

nential function,

E(t) = E0e
i(ω0t+

1
2
αt2), (4.1)

where E0 is the electric field of the pulse, α is the linear sweep rate, and the instantaneous

frequency (ωinst) is equal to ω0 at t = 0, by the following relationship,

ωinst = ω0 + αt, (4.2)

while α is the bandwidth (∆ω) per pulse duration (tpulse):

α =
∆ω

tpulse

. (4.3)

Once the chirp is generated, it may be upconverted as needed and amplified for broadcast

via gain horns into a vacuum chamber containing the molecular sample, with all oscillators

or frequency sources phase locked to a reference source (typically 10 MHz). On the receiver

side, the chirp is amplified and (if needed) downconverted by a broadband mixer to lower

frequency ranges and subsequently sampled by a digitizer. All electrical components on the

upconversion/downconversion chain can be modified to produce the desired frequency range.

Specific details of a custom built segmented CP-FTMW spectrometer (6 – 18 GHz) and a

Ka-band CP-FTMW spectrometer (26.5 – 40 GHz) are in Chapters 5 and 6.

4.2 Polarization of Molecular Sample and FID Collec-

tion

A fast, frequency-swept pulse of electromagnetic radiation passing through the molecular

sample causes the dipole moments of the molecules to coherently rotate. The resultant

macroscopic polarization of the ensemble is described by the following in-phase (Pr) and
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out-of-phase (Pi) polarization components,

Pr =
∆Nµab

2
r
′

1, (4.4)

Pi =
∆Nµab

2
r
′

2, (4.5)

where N is the total number of molecules per unit volume, µ is the dipole moment, and r
′
1/r

′
2

are the real and imaginary components of the macroscopic polarization.[200] The ensemble

polarization is related to the emitted electromagnetic radiation, which will be discussed in

Section 4.3. The mechanism of polarization and relaxation in FT microwave spectroscopy is

analogous to spin-polarization in FT-NMR spectroscopy. The polarization relaxes according

to three first-order linear differential equations,

dPr

dt
+ ∆ωPi + Pr = 0 (4.6)

dPi

dt
−∆ωPr +

µω1∆N

2
+
Pi

T2

= 0 (4.7)

d

dt

(
µ∆N

2

)
+ ω1Pi +

(µ/2)(∆N −∆N0)

T1

= 0 (4.8)

where T1 and T2 are phenomenological relaxation times, ∆ω is the difference between the

resonant frequency of the system and the applied frequency, ∆N is the population differ-

ence, and ∆N0 is the equilibrium average of ∆N . T1 is the timescale for ∆N to relax to

the equilibrium value ∆N0, and T2 the decoherence time (Figure 4.2).[201] Technological

advances in chirp generation sources makes it possible to perform chirped-pulse excitation
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in a time scale shorter than the transient emission time (T2), thereby allowing detection of

the molecular emission to occur following chirped excitation.[104]

The relative time of the frequency sweep and the molecular relaxation time (T2) comes in

two types: rapid adabatic passage (RAP) regime and linear fast passage (LFP) regime. RAP

regimes are those in which there is strong coupling between the molecules to the microwave

field (i.e., Rabi frequency), whereas LFP regimes are those in which there is weak coupling.

More commonly, the chirped pulse response in CP-FTMW spectroscopy falls in the range

of the LFP regime, which can be described via the following chirped pulse excitation signal

strength expression,

S ∝ ωµ2Epulse∆N0

√
π

α
, (4.9)

where ω is the angular frequency of excitation, µ is the transition dipole moment, Epulse is

the electric field strength of the pulse, and once again, ∆N0 is the population difference at

equilibrium (assumed to be unchanged in the weak pulse limit of the LFP). A number of

tests were performed on the Ka-band CP-FTMW spectrometer for two different rotational

transitions of pyridine, in order to determine the optimal sweep rate that achieved maximum

intensity. These results are in Chapter 6.

4.3 FID Detection

Relaxation from the polarized state by the high-powered chirped-pulse results in a free

induction decay (FID). A receiver horn collects the FIDs and the incoming signal passes

through an optional downconversion chain before digitizing via an oscilloscope. The emission

signal from the FID is amplified by a low-noise amplifier to boost the FID signal for data

processing. A diode limiter and a fast PIN switch ensure the low-noise amplifier is protected

from the high-powered chirp. A DC block prevents any build-up of DC potential that could

damage the amplifiers. Timings are controlled by an external pulse generator referenced

to the common 10 MHz clock to allow for coherent time domain averaging of the FID. A

Fourier transform of the digitized rotational FID signal results in a rotational spectrum.

Experimental data from a Ka-band CP-FTMW spectrometer are in Chapter 6.
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4.4 Molecular Sample

Microwave spectroscopy is often performed at very low temperatures (< 30 K) because the

rotational partition function scales with T
3
2 for nonlinear polyatomic molecules and T for

diatomic molecules. To produce such low temperatures, a common method is to use a free

jet expansion of gas into a vacuum chamber. The constraint lies in the considerable amount

of carrier gas needed to effectively cool the gas during an expansion, which necessitates more

powerful vacuum pumps in order to achieve high repetition rates.[202] The rotational spectra

of metal complexes, biomolecules, Van der Waals complexes, and transient species like ions

and radicals are have all been measured in pulsed free jet.[105, 115, 118, 203] The properties

of a pulsed free jet gas expansion depend on the difference between the backing pressure (Pb)

of the gas and the vacuum chamber pressure (P0). Empirical analysis of an ideal gas has

shown that the location of the Mach-disk (x) relative to the nozzle diameter (d) is estimated

to be[204]

x

d
∝
√
P0

Pb

, (4.10)

where the temperature ratio between the stagnation pressure and backing pressure (T0/Tb)

of the system is approximately one. Supersonic flow is achieved when the pressure ratio

P0/Pb at the nozzle exit exceeds the critical pressure from the following expression,

Pcritical =
P0

Pb

=

(
γ + 1

2

) γ
γ−1

, (4.11)

where γ is the specific heat ratio of a gas.

With each pulse of gas into a low pressure vacuum chamber, internal energy is converted

to translational energy, and the number density and internal temperature decrease over the

length of the expansion. Rotational transitions are then measured with low collision rates

at these low temperatures (≈ 10 K), thus reducing pressure broadening effects. The number

density n of molecules along the axis of the expansion is

n = n0

(
x

a(α)d
2

)−2

, (4.12)
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where n0 is the number density at the nozzle exit and a(α) is a constant that depends on

γ.[205, 206] The temperature decrease of a free jet expansion is also related to x, a(α), d

and γ by

T (x) = T0

(
x

a(α)d
2

)−2(γ−1)

. (4.13)

The direction of the microwave radiation relative to the expansion axis can also add ad-

ditional Doppler broadening contributions (Section 4.5.3) to the linewidth. To minimize

Doppler effects, co-axial interactions of the free jet expansion and radiation tend to be

employed.[101, 207] The spectral lineshape dependence on molecular trajectories that are

not perpendicular to the microwave radiation are related to the flow velocity V and the

angle θ from the center flow line by ≈ V sin(θ).[208] A more thorough discussion of Doppler

broadening effects is in Section 4.5.3.

4.5 Sources of Spectral Line Broadening

The spectra of a molecule contains peaks that have a characteristic shape and width as a

result of homogeneous or inhomogeneous line broadening. The homogeneous broadening of a

spectral peak gives rise to a Lorentzian lineshape function, and can arise most often by pres-

sure broadening caused by collisions, in addition to smaller factors like the natural linewidth.

Inhomogeneous line broadening takes on the Gaussian form and is most often a consequence

of Doppler effects. Figure 4.3 (provided by K. N. Crabtree) shows both the Lorentzian

and Gaussian lineshape functions with different widths. The following sections discuss the

different types of broadening effects and their relevance for CP-FTMW spectroscopy.

4.5.1 Natural Linewidth

The natural linewidth of a rotational transition is typically very small, compared with other

forms of broadening. Spontaneous emission from state m to n has a particular lifetime (∆t)

and energy (∆E), as shown by the uncertainty principle,

∆E∆t ≥ h̄

2
. (4.14)
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Figure 4.3: Normalized Gaussian (red) and Lorentzian (black) lineshape functions for two
different full width at half maximum (FWHM) values.

The natural linewidth (∆v) for this type of transition depends on the dipole moment matrix

element (µ̂), and in frequency units of Hz, is given by,

∆v ≈ 1.86× 10−38v3
mn |〈φm|µ̂|φn〉|

2 , (4.15)

where vmn is the rotational transition frequency.

In one example, a microwave pulse may polarize an ensemble of oscillating dipole mo-

ments, and as the amount of population in the upper state decreases, the amplitude of the

oscillation will also decrease. In order to determine the Lorentzian lineshape function that

describes that phenomenon, a Fourier transform of a damped oscillation is performed in

order to determine the frequency distribution related to this natural linewidth. Normalizing

the Lorentzian lineshape function, squaring it, and converting from angular frequency, ω, to

frequency, ν, gives

L(ν) =
γ

(γ
2
)2 + (2π)2(ν − ν0)2

, (4.16)

with a full width at half maximum (FWHM) given by γ/2π, which provides a useful measure

of the width of the peak. Figure 4.3 shows the shape of a typical Lorentzian lineshape

function.
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4.5.2 Pressure Broadening

Pressure broadening of spectral peaks is a result of intermolecular collisions between molecules

as well as collisions between molecules and their boundaries, effectively reducing the S/N ra-

tio by reducing the duration of the detectable signal.[209] The linewidth (∆v1/2) is inversely

proportional to the mean time between collisions, T2, and proportional to the pressure (P )

and the experimentally determined pressure-broadening coefficient (α):

∆v1/2 =
1

πT2

= αP. (4.17)

Generally, α values are on the order of 10 MHz/Torr.[100]

At a particular temperature, α represents the collisional cross section of two colliding

species. There is a general trend of increasing α with increasing molecular size as well as a

linear dependence on pressure broadening coefficients with temperatures of T > 30 K.[210]

However, at low temperatures (T < 10 K), there is a deviation from this pattern and the

pressure broadening coefficients tend to increase as temperature decreases.[211]

4.5.3 Doppler Broadening

Doppler broadening is a form of inhomogeneous line broadening of a spectral peak and

takes on the form of a Gaussian line shape function (refer to Figure 4.3 for the shape of

a typical Gaussian lineshape function illustrated by two different FWHM values). For a

given particle moving with a certain velocity, ν, traveling parallel or perpendicular to the

direction of propagation, ~k, there is frequency shift from the perspective of the detector,

simply described as

ν = ν0

(
1 +

v

c

)
, (4.18)

where ν0 is the resonant frequency without Doppler shifts, v is the velocity of the molecule,

and c is the speed of light (299,792,458 m/s).

The Maxwell-Boltzmann distribution function, (m/2πkbT )
1
2 e
−mv2
2kbT , describes the distribu-

tion of velocity that generates the Doppler lineshape function for a system in local thermo-

dynamic equilibrium (LTE), where m is the mass of the particle, kb is Boltzmann’s constant,
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T is temperature, and v is the velocity. The normalized Doppler lineshape function, in terms

of velocity gives the following expression,

SD(v, v0) = S0e

[
−mc2

2kbT

(
v − v0

v0

)2]
, (4.19)

where S0 is a constant defined as (1/v0)(mc2/2πkbT )1/2. The lineshape function in terms of

the line breadth, ∆vD, is

SD(v, v0) = S02

−

[
v − v0

∆vD

]2

, (4.20)

with the FWHM for Doppler broadened peaks twice that of the line breadth,

2∆νD =
2v0

c

√
2NakbT ln(2), (4.21)

where Na is Avogadro’s number. In experiments where a pulsed jet expansion is perpendic-

ular to the microwave radiation, Doppler broadening effects incur linewidths on the order

of ∼100 kHz (for a 10 GHz transition) because of the velocity spread that makes up the

geometry of the gas expansion.[117]

4.6 Conclusion

The theoretical basis for a CP-FTMW spectrometer has been discussed and the general

design has been presented. This technique allows for broadband chirped pulse excitation

and broadband detection of rotational FIDs, ensuring for highly resolved molecular spec-

tra. High-speed digital electronics enable real-time FID detection and fast data acquisition,

enabling the development of this broadband technique for use in FTMW spectroscopy. A

CP-FTMW spectrometer equipped with a pulsed valve that generates a free jet gas expan-

sion can reach cold rotational temperatures applicable for studying astrochemically relevant

molecules. Several sources of homogeneous and inhomogeneous spectral line broadening are

also discussed. Pressure and Doppler broadening can often be attributed to many of the

broadenings observed in rotational spectra. Application of this technique can be found in
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Chapters 5 and 6, which provides a design implementation for two custom-built CP-FTMW

spectrometers as well as the results of optimizations.
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Chapter 5

Segmented CP-FTMW Spectroscopy

with Direct Digital Synthesis (DDS)

Technology

5.1 Introduction

As discussed in Chapter 4, chirped-pulse Fourier transform microwave (CP-FTMW) spec-

troscopy is a valuable spectroscopic technique for the discovery of new astrochemically rele-

vant molecules. By making use of this fast and high-resolution broadband technique, rota-

tional spectra of short-lived species can be collected quickly and easily. However, the high

bandwidth also increases the cost of a CP-FTMW spectrometer. To address this, a “seg-

mented” CP-FTMW spectrometer divides the entire measured broadband bandwidth into

smaller segments (in this case 1 GHz).[212] As a result of segmented acquisition, broadband

frequency ranges can be measured with a reduced digitizer sampling rate, thereby reducing

the overall cost of the instrument.

To further reduce the cost, the instrument described in this chapter also replaces the

arbitrary waveform generator (AWG)[212, 213] conventionally used in a CP-FTMW spec-

trometer with a low-cost direct digital synthesizer (DDS).[214, 215] The DDS-based pro-

grammable waveform generator is a low cost alternative to the AWG with a remarkably

low power consumption (< 100 mW). In 2015, the components of a DDS-based CP-FTMW
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Figure 5.1: Schematic of the segmented CP-FTMW spectrometer using the DDS technology.

spectrometer cost up to $5000[216, 217], while each major component of a CP-FTMW spec-

trometer using AWG technology with powerful amplifiers/digitizers costs between $100, 000

and $200, 000.[218, 219] This chapter discusses the technical specifications of a custom-built

DDS-based segmented CP-FTMW spectrometer and the initial results for microwave chirp

generation.

5.2 Technical Specifications

A schematic of the segmented CP-FTMW spectrometer is shown in Figure 5.1. For the

purposes of chirp generation, a DDS (Analog Devices, 9914) outputs a linearly increasing

frequency chirp from DC – 1 GHz. The output of a Valon 5015 dual frequency synthesizer

(tunable across the 6−15 GHz band) is frequency doubled (Marki, MLD-0632) and then

amplified (Mini-Circuits, ZX60-183A-S+), before it is mixed (Miteq, DB0418LW1) with the

output from the DDS. The output of the mixer contains two sidebands above and below

the carrier frequency. Two SPST protection switches (S1/S2, Narda, S213D) flank a solid

state amplifier (40 dBm, RF-Lambda, RFLUPA0618GA) and remain open until the amplified

chirp is triggered. When the DDS transmits the signal, S1/S2 close for the transmission of the
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chirp, and then open immediately for the remainder of the chirp excitation process, timings

of which are controlled by a delay generator (Quantum Composer, 9528). The resultant chirp

is broadcast by a standard gain horn through a Teflon lens into a chamber (≈10−6 Torr)

where it probes a supersonic expansion of gas, which is produced by a piezoelectric pulsed

valve at a rate of 1 Hz. The microwave horns are designed to transmit and receive radiation

for the following frequencies: 7.05 − 10 GHz (Pasternack, PE9858-10) and 12.4 − 18 GHz

(Pasternack, PE9854-10). All frequency generation sources are phase-locked to a 10 MHz

reference from the Valon 3010.

On the receiving side, a third SPST protection switch (S3) remains closed at all times

except when the chirp is received, thereby preventing damage to the downconversion chain.

A power divider/combiner (Mini-circuits, ZX10-2-183-S+) splits off power from the chirp to

allow for real-time monitoring of the chirp after the switch. The emission signal is amplified

by a low noise amplifier (Mini-Circuits, ZX60-P105LN+), downconverted by a broadband

mixer (Narda, DB0418LW1), and digitized (Spectrum Instrumentation, M4i.2220-x8) for

data processing at a sample rate of 2.5 GS/s and analog bandwidth of 1.25 GHz. A Valon

dual synthesizer produces the reference clock frequency of 3.75 GHz for the AD9914, instead

of the 3.5 GHz specified in the device manual, in order to better match the sampling rate of

the digitizer. The segmented acquisition is ≈ 1 µs long for a single pulse and the LO signal

is added/subtracted from each segment to obtain the full bandwidth. For a full broadband

scan, different LO segments of 1 GHz bandwidth are stitched together to cover the full 6 –

18 GHz frequency range.

Example pulse timings used for collecting FIDs are shown in Figure 5.2. The chirped

pulse delay of 200 µs is shown on the AWG control line (I). The eventual chirp (II) is 1 µs

long. Timings for opening and closing the S1/S2 and S3 switches are indicated by the AMP

(III) signal and Prot (IV) signal, respectively. The AMP signal is active low and both Prot

and AWG signals are active high. For active low signal settings, the S1/S2 switches are open

when the voltage is high on the AMP control line and closed when the voltage is low (reverse

this logic for active high signals).
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Figure 5.2: Example pulse timings (not to scale) used for collecting free induction decays during
the instrument optimization phase.

Figure 5.3: Block diagram of DDS.

A DDS generates an analog sinusoidal waveform using a digital-to-analog converter.[220]

The output frequency is controlled by a frequency tuning word (FTW) and reference-clock

frequency (fclock), the latter of which is from an internal phase-locked loop multiplier,[221]

fout =
FTW

232
∗ fclock. (5.1)

Figure 5.3 shows a general overview of the DDS components, inspired by Ref. [222].

The AD9914 contains a set of 32-bit LSB-first registers spanning an address range of 0

to 27 (0x00 to 0x1B in hexadecimal format). Of the potential 28 serial registers, there are a

select few that control the digital ramp generator (DRG). The register values are set with an

Arduino microprocessor (Arduino Mega). The AD9914 features a ramp generation mode in

which the DDS signal control parameters are delivered by a digital ramp generator. Several

of the DDS registers control the ramp parameters, such as the digital ramp lower/upper
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Table 5.1: Register map and bit descriptions for generating a 1 GHz chirp.

Register Name Contents Value

Digital Ramp Lower Limit 0x00000000 0 GHz

Digital Ramp Upper Limit 0x44444433 1.15 GHz

Rising Digital Ramp Step Size 0x0156AC01 22.46 MHz

Falling Digital Ramp Step Size 0x0156AC01 22.46 MHz

Digital Ramp Negative Slope 0x0003 3 ns

Digital Ramp Positive Slope 0x0003 3 ns

Figure 5.4: Linearly increasing 1 GHz frequency chirp from the segmented CP-FTMW
spectrometer (top) and zoomed in portion showing the linearly increasing frequency characteristic

(bottom).

limits, the digital ramp rising/falling step size, and the digital ramp positive/negative slope

characteristics, shown in Table 5.1. For the CP-FTMW spectrometer, the settings are chosen

to generate a 1 GHz linear frequency sweep in 1 µs (Figure 5.4).

Phase stability was a concern when testing the chirp. Figure 5.5 shows phase drift

present in the initial portion of the linearly increasing chirp. This is caused by the DDS

output beginning where previous chirps end, so all subsequent chirps appear to be out-of-

phase. To solve this problem, the “Autoclear phase accumulator” command is sent through

the Arduino to effectively reset the DDS phase to 0 MHz. This ensured that the chirp was

always in phase.
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Figure 5.5: Phase instability of chirp.

5.3 Results

The segmented CP-FTMW spectrometer was tested for its ability to generate a linearly in-

creasing frequency chirp. As stated previously, results of the linearly increasing 1 GHz chirp

are shown in Figure 5.4. However, once the DDS was connected to the entire microwave

circuit detailed in 5.1, power inconsistencies were present across the 6 – 18 GHz frequency

range. The chirp power distribution is shown in Figure 5.6 from 9 – 10 GHz, with nor-

malized intensities. The left plot shows the chirp (150 FIDs averaged) passing through the

upconversion/downconversion chain while bypassing the vacuum chamber and microwave

horns, whereas the right plot includes both of those components. When power is passed

through the vacuum chamber and horns, it is evident that there is a significant power loss.

A few likely causes for this power dropout include the Teflon lenses placed on the entrance

and exits to the vacuum chamber where radiation to passes through as well as the coupling

efficiency/diffraction effects from the possible misalignment of the microwave horns. It is

also possible that a high-pass filter is attenuating the signal with frequencies lower than the

cutoff frequency, ultimately decreasing the amplitude of low frequencies. With these factors

in mind, boosting the power across the desired frequency range may require modifications

to the design. Further testing of the segmented instrument was suspended in favor of work-
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Figure 5.6: Chirp power distribution from 9–10 GHz for the segmented CP-FTMW spectrometer
after upconversion/downconversion chain. (left) Bypassing vacuum chamber/microwave horns,

(right) including vacuum chamber/microwave horns. Chirp duration: 1 µs, LO frequency: 9 GHz

ing with the newly constructed Ka-band CP-FTMW spectrometer, results of which are in

Chapter 6.

5.4 Conclusion

This study presents a segmented CP-FTMW spectrometer which has been constructed and

tested, as well as its performance evaluated. During the optimization phase, the results

show that the segmented CP-FTMW spectrometer successfully outputs a linearly increasing

1 GHz chirp. This instrument uses the DDS technology to generate the chirp, which passes

through an upconversion chain to eventually output the frequency range of 6 – 18 GHz. User

controlled digital ramp generation precisely controls the frequency, phase, and amplitude of

the chirp. A register map was used to control these signal parameters. The results from

these optimizations show promise for this instrument. Future work should include further

tests on the power distribution of the chirp as well as timings relative to the gas pulse form

the piezoelectric pulsed valve source (described in Chapter 6) for the intent to measure the

rotational spectra of gas-phase molecules in a supersonic expansion.
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Chapter 6

Optimization of a Custom Built

Ka-band Chirped-Pulse Fourier

Transform Microwave (CP-FTMW)

Spectrometer

6.1 Introduction

This chapter discusses the optimization of a custom built Ka-band CP-FTMW spectrometer

and the data obtained from the instrument’s initial experiments. This newly built instrument

is capable of measuring the rotational spectra of polar, gas-phase molecules in the frequency

range of 26.5 – 40 GHz. To establish a baseline for this instrument’s capabilities, and optimize

the signal, two molecules were chosen to study: pyridine and acrylonitrile. The parameter

space explored during the optimizations include gas source pulse duration, discharge source,

and chirp excitation timings relative to the gas expansion. The data obtained from these

experiments will be discussed further, as well as the resulting rotational spectra of pyridine

and acrylonitrile.
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Figure 6.1: Block diagram of the Ka-band CP-FTMW spectrometer.

6.2 Ka-band CP-FTMW Spectrometer

The Ka-band spectrometer consists of three primary components: 1) chirp generation, 2)

sample interaction region, and 3) detection region. Figure 6.1 shows the general overview

of the Ka-band spectrometer. To create the microwave chirp, a 3.375 GHz linear fre-

quency sweep is generated from an arbitrary waveform generator (Tektronix AWG700002A,

16 GSa/s) from 1.52 – 4.895 GHz. This signal passes through a filter (K&L Microwave

6L250-6000/T18000-O/O) and is mixed (Marki MWave, T3H-18IS) with a single 11.52 GHz

frequency source (Valon Technology 5009) and the unwanted frequencies in the upper side

band are removed using band-pass filters (Marki MWave LPF, FLP-4300 & AMTI HPF,

H26G40G1). The signal is then multiplied (x4, Wright Technologies, ASX40-420) and the

resulting 13.5 GHz chirp spanning 26.5 – 40 GHz is amplified to approximately 170 W by

a traveling wave tube amplifier (TWTA, Applied Systems Engineering 187Ka-H) and trans-

mitted into the vacuum chamber through a horn-coupled microwave antenna (Advanced

Technical Materials, PNR 28-449-6/24). In this case, microwave radiation is perpendicular
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Figure 6.2: Panel A: Time domain signal of microwave chirp. Panel B: Fourier transform of
microwave pulse showing broadband coverage of 13.5 GHz. Panel C: Chirp zeroed out of time

domain signal. Panel D: Fourier transform signal of zeroed out time domain signal showing
rotational transition frequencies.

to the expansion of the free jet gas. A second antenna located on the other side of the

vacuum chamber (≈ 60 cm away) receives the microwave chirp/emission signal. Eccosorb

foam microwave absorber lines the interior of the vacuum chamber to reduce the reflectivity

of the microwave radiation from the interior metal surface.

On the downconversion side, a diode limiter (Clear Microwave, LT1840H) and SPST

switch (Quinstar, QSC-ASR000) together protect the low noise amplifier (Minicircuits,

ZX60-P105LN+) from the high powered chirp. The emission signal with a 40.96 GHz LO

frequency from the outputted 5.12 GHz output of the Valon programmable frequency syn-

thesizer (Valon 5009) is downconverted at a mixer (Marki MWave, ML1-1644IS), filtered

by a low-pass filter (Marki MWave, FLP-1740), and a amplified (Minicircuits, ZVA-183-

S+) before the oscilloscope (Tektronix DPO72004 16 GHz DSO) digitizes the signal. The

Fourier transform of the time-domain signal yields a rotational spectrum with a 13.5 GHz

bandwidth.

Figure 6.2 shows the downconverted microwave chirp (Panel A), allowing for real-time

monitoring of the chirp for phase coherence. The chirp is saturating the digitizer, so the

entirety of the chirp is not present in the figure. Panel B displays the Fourier transform of

the time-domain signal including the attenuated chirp, which shows the Ka-band frequency

bandwidth of 13.5 GHz. Zeroing out the values of the microwave chirp removes the chirp,
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leaving the FID (Panel C). The FT then yields the Ka-band rotational spectrum (Panel D).

6.3 Experimental Setup

6.3.1 Sample Preparation

Two types of sample delivery systems are available for the Ka-band spectrometer, both of

which are fed through a piezoelectric pulsed valve and expanded into a vacuum chamber,

which is described more thoroughly in Section 6.3.2. Option one consists of sending a carrier

gas at a constant backing pressure (0.5 – 3 atm) through a gas bubbler containing a liquid

sample at room temperature. Option two is to dilute a carrier gas (< 1%) pressurized to

≈ 3 atm at room temperature. Ar (99.999%, Sigma-Aldrich) was generally chosen as the

carrier gas. Typically, the experiments with the bubbler system achieved a factor of two

greater S/N ratio compared to the 1% diluted system.

6.3.1.1 Pyridine

Pyridine (C5H5N, 99.8%, Sigma-Aldrich) is a 6-membered aromatic nitrogen heterocycle

that is a near-oblate asymmetric top (A = 6039.25 MHz, B = 5804.91 MHz, and C =

2959.21 MHz).[194] The dipole moment for pyridine is µa = 2.215(1) D, determined from

Stark measurements of 15N -pyridine.[98] The vapor pressure of pyridine is≈2 kPa at 20°C.[223]

6.3.1.2 Acrylonitrile

Acrylonitrile (CH2CHCN, 99.9%, Sigma-Aldrich) is a near-prolate asymmetric top (κ ≈

−0.97) with rotational constants of A = 49850.69655(43) MHz, B = 4971.212565(37) MHz,

and C = 4513.828516(39) MHz.[224] Acrylonitrile has a strong a-type rotational spectrum

(µa = 3.821(3) D) and a weaker b-type spectrum (µb = 0.687(8) D).[112] The vapor pressure

of acrylonitrile is ≈11 kPa at 20°C.[225]

6.3.2 Piezoelectric Pulsed Valve

The supersonic gas expansion source used in this dissertation is a custom-built Proch-Trickl

pulsed valve (Figure 6.3).[226] It is comprised of a piezoelectric disc translator (Physik In-

strumente, P-286.23) with an open time on the order of 50 – 100 µs and a stroke of 100 µm
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Figure 6.3: Piezoelectric pulsed valve (left) and discharge stack (right).

Figure 6.4: Timing of AWG trigger relative to the initial gas pulse (left) and different gas pulse
widths with a constant 600 µs AWG delay (right).

at −1 kV. An o-ring attached to a movable plunger controls gas flow through a pinhole, and

it is mounted in a hole at the center of the actuator by specially designed nuts. The plunger

is positioned to appropriately compress the o-ring. The gas exits a d = 1.25 mm nozzle,

generating a cold free jet gas expansion into a vacuum chamber, which is evacuated to a

base pressure of 10−6 Torr by a diffusion pump (CVC, Type PMC-PMCS) that is backed by

a mechanical pump (Welch 1397). The valve is driven by a high-voltage pulser at a repetition

rate of 1 Hz for these experiments. The pulse strength is monitored by the current on an

ionization gauge attached to the vacuum chamber.

In the experimental setup, the supersonic gas expansion travels a distance of approxi-

mately 150 mm to reach the microwave radiation. The optimal timing of the chirp relative

to the gas pulse was determined by monitoring the intensity of the 404 − 303 (37903.5 MHz)

rotational transition for acrylonitrile while varying the chirp delay (Figure 6.4) The highest
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Figure 6.5: Cross-sectional illustration of the discharge stack attached to the piezoelectric pulsed
valve.

signal intensity was observed at a delay of 600 µs after the gas pulse, and had a width of

100 µs. Additionally, the gas duration was varied (50 – 700 µs) while keeping the AWG

delay constant (600 µs) in order to determine the consistency of the gas pulse, as indicated

by the right plot in Figure 6.4. Two peaks were observed at 200 and 650 µs, which indicates

two gas duration times that are optimal for the interaction of microwave radiation with the

gas. Generally, shorter gas pulses showed more consistent behavior and used less sample,

so all experiments used a gas pulse duration value of less than 200 µs, depending on the

experimental conditions (backing pressure, nozzle diameter, sample delivery system, etc.).

6.3.3 Plasma Discharge Chemistry

For the generation of transient gas-phase species, such as radicals, an end-mounted discharge

stack is attached to the body of the piezoelectric pulsed valve device, as shown in the Figure

6.5. As soon as a gas pulse is generated, it is discharged at a copper electrode (DC to -700 V)

for 1000 µs, while the face plate acts as a ground. The discharged gas then passes through a

confined channel from two inert Delrin discs that are placed after the exit nozzle insulating
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Figure 6.6: Comparison of acrylonitrile rotational spectrum with discharge on (left) and off
(right). Single peak is fragmentation product cyanoacetylene HC3N.

the copper electrode (Figure 6.3). A variety of species are produced in a plasma discharge,

and a CP-FTMW spectrometer is used to detect all the polar species simultaneously by

measuring their rotational spectrum. From an acrylonitrile discharge, the strongest discharge

product was cyanoacetylene (HC3N), as shown in the rotational spectrum of Figure 6.6. This

was an obvious molecule to measure because it has a large dipole moment (∼ 3.7 D[227])

and rotational transitions in the Ka-band. As a means of maximizing the S/N ratio of all

rotational transitions, the signal from this fragment was repeatedly measured and optimized.

Identifying fragments in the discharge spectrum of pyridine proved more challenging

because there was an overall large intensity drop for the discharge products compared to

the parent molecule. Figure 6.7 shows the comparison between a pyridine spectrum and a

pyridine discharge spectrum. There are a number of unknown/unidentified(U) lines visible

in the discharge spectrum. It is likely that fragmentation and recombination chemistry

is frequent in the plasma discharge, generating molecules that are not measurable in the

Ka-band. Several timings were altered to change the conditions of the plasma discharge,

including discharge pulse duration (50 - 1000 µs) and discharge voltage (250 – 900 V). The

backing pressure (0.5 – 3 atm) was monitored and adjusted as needed to maximize signal.

Delrin discs with different thicknesses, ranging from 5.65 – 8.65 mm, were interchanged to

adjust the distance the gas traveled between plasma generation and expansion. The inner

diameters of the Delrin discs were also tested with a range of values (1 – 9 mm) and it
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Figure 6.7: (left) CP-FTMW spectrum of pyridine. (right) CP-FTMW spectrum of pyridine
discharge

Figure 6.8: Pyridine discharge spectrum showing the discharge product U line at 36610 MHz with
different applied voltages ranging from 400 V to 900 V.

was determined that a relatively large stack diameter (∼7 mm) relative to the exit pin hole

diameter (∼1 mm) produced greater signals, compared to the alternatives.

In addition to adjusting the designs of the discharge stack, the voltages applied to the

stack can also be adjusted during the optimization phase. Optimal discharge voltages for

our application ranged from 500 to 700 V (Figure 6.8). For the U line at 36610 MHz,
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Figure 6.9: Variation in signal strength with pulse bandwidth (α−
1
2 ) with a pulse duration of 1 µs

is shown for 32522.7 MHz (left) and 38470.0 MHz (right) rotational transitions for pyridine.

below 500 V no discharge products were present leaving only the precursor available to be

measured. Above 700 V, no lines were observed from either the precursor or any products.

6.4 Signal Intensity Levels

Chapter 4 discussed the macroscopic polarization when microwave radiation interrogates a

molecular sample. The signal intensity of the resulting free induction decay (FID) is

Signal ∝ ωEµ2∆N0

√
π

α
, (6.1)

where E is the chirp electric field strength, µ is the projection of the electric dipole moment,

∆N0 is the population difference between the upper and lower states, and α is the linear

sweep rate, which is the ratio of the chirp frequency bandwidth (∆ω) and the chirp pulse

duration (∆t).

α =
∆ω

∆t
. (6.2)

Plots of signal intensity (µV) versus α−
1
2 for two rotational transitions of pyridine are shown

in Figure 6.9. The chirps were centered on the rotational frequency and the bandwidth

varied, holding the chirp duration constant. For both experiments, the chirp excitation

reaches a peak before dropping off exponentially, indicating that decreasing the bandwidth

past this point is negatively affecting the signal intensity. Equation 6.1 only pertains to the

linear region at low values of α−
1
2 . Note the optimal chirp excitation bandwidth (which is

illustrated as the blue line in Figure 6.9 was determined to be ≈ 800 MHz for the respective
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Figure 6.10: Comparison of four gas pulse width settings and four backing pressures for the
acrylonitrile.

transitions.

6.5 Results

Twelve different experiments were conducted to compare which combination of four gas pulse

widths and three backing pressures produced the most intense rotational transition. Figure

6.10 shows the normalized 303 – 202 rotational transition of acrylonitrile with the following

combinations of gas pulse widths (50 µs, 150 µs, 300 µs, and 400 µs) and backing pressures

(0 atm, 0.6 atm, and 1.5 atm). For each given experiment, the chirp delay and voltage

applied to the piezo were adjusted manually to achieve the strongest signal, the concentration

of acrylonitrile was held constant at 1%, and five microwave chirps were averaged per gas

pulse. As indicated in Figure 6.10, evidence suggests that a small gas pulse width (≈ 50 µs)

and a high backing pressure (1.5 atm) achieved the strongest signal. Therefore, all future

experiments used these settings.

The final spectrum of pyridine and acrylonitrile, after optimizing the Ka-band CP-FTMW

spectrometer, are shown in Figure 6.11. For pyridine, 17000 FIDs were averaged in five

hours of integration time at a pulsed valve repetition rate of 1 Hz. 38 lines were measured
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Figure 6.11: Ka-band CP-FTMW spectrum of acrylonitrile (left) and pyridine (right). For
acrylonitrile, a constant backing pressure of 2225 Torr of a ≈1% acrylonitrile in Ar pre-made

mixture was delivered to the pulsed valve. The piezo voltage was 220 V with a gas pulse width of
150 µs. For pyridine, a constant backing pressure of 1800 Torr in Ar was delivered to the pulsed

valve via a glass bubbler. The piezo voltage was 390 V with a gas pulse width of 50 µs. Intensities
not to scale.

Figure 6.12: Segments of the pyridine discharge spectrum showing rotational transitions for the
parent molecule and U lines.

up to J = 10, the majority of which are R-branch transitions. The list of experimental

transition frequencies with their quantum number assignments can be seen in Table 6.1.[196,

228] For the pyridine discharge experiments, many discharge lines were produced (examples

in Figure 6.12) and the observed rotational transitions are in Table 6.2. It can be seen

that cyanovinylacetylene (HC2CHCHCN) and cyanoacetylene occur most often, while the

remaining peaks are still U lines.

The rotational temperature of the free jet expansion for pyridine was estimated using
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Table 6.1: Observed rotational transitions of pyridine.

J
′

Ka′Kc′
– J

′′

Ka′′Kc′′
ν0 (MHz) Intensity (a.u.) J

′

Ka′Kc′
– J

′′

Ka′′Kc′′
ν0 (MHz) Intensity (a.u.)

32,2 − 22,1 26291.06 9.69 41,3 − 31,2 32593.03 26.43

32,2 − 22,1 26292.63 10.55 43,2 − 33,1 37786.08 24.64

32,2 − 22,1 26292.92 0.65 43,2 − 33,1 37787.55 30.12

62,4 − 62,5 26623.56 2.43 43,2 − 33,1 37788.13 15.88

63,4 − 61,5 26624.27 3.72 104,6 − 104,7 38438.15 1.57

41,4 − 31,3 26634.48 49.15 105,6 − 103,7 38438.55 1.42

51,4 − 51,5 26636.38 6.76 42,2 − 32,1 38469.15 8.15

22,0 − 10,1 26778.82 10.21 82,6 − 82,7 38471.05 160.13

22,0 − 10,1 26781.68 40.99 52,4 − 42,3 38473.44 49.78

22,0 − 10,1 26784.35 19.62 52,4 − 42,3 38473.72 103.39

31,2 − 21,1 26926.16 39.74 51,4 − 41,3 38476.87 34.88

32,1 − 22,0 31860.52 25.63 51,4 − 41,3 38477.16 73.07

32,1 − 22,0 31861.85 45.69 71,6 − 71,7 38480.73 5.36

32,1 − 22,0 31862.57 22.94 33,0 − 21,1 38914.65 14.71

42,3 − 32,2 32527.13 19.07 33,0 − 21,1 38915.37 31.88

42,3 − 32,2 32527.56 20.11 33,0 − 21,1 38917.18 17.37

51,5 − 41,4 32552.50 21.95 42,2 − 32,1 38987.32 8.52

50,5 − 40,4 32552.79 42.31 42,2 − 32,1 38987.56 36.33

41,3 − 31,2 32592.75 16.23 42,2 − 32,1 38987.85 27.47
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Table 6.2: Observed rotational transitions of pyridine discharge.

ν0 (MHz) Name J
′

Ka′Kc′
– J

′′

Ka′′Kc′′

27294.32 HC3N (Cyanoacetylene) 3–2

28506.82 (Z)-HC2CHCHCN ((Z)-Cyanovinylacetylene) 70,7–61,6

28753.06 (E)-HC2CHCHCN ((E)-Cyanovinylacetylene) 101,10–91,9

28977.84 (E)-HC2CHCHCN ((E)-Cyanovinylacetylene) 100,10–90,9

29115.51 (Z)-HC2CHCHCN ((Z)-Cyanovinylacetylene) 61,5–51,4

31732.30 (Z)–HC2CHCHCN ((Z)-Cyanovinylacetylene) 72,6–62,5

31817.08 U

34770.08 (E)–HC2CHCHCN ((E)-cyanovinylacetylene) 120,0–110,11

36392.38 HC3N (cyanoacetylene) 4–3

36610.53 U

37290.17 U

a simulated spectrum from previously reported data.[98, 228, 229] The simulation included

the Watson S-reduced parameters of the ground state rotational constants and centrifu-

gal distortion terms (cubic and quartic force constants). Spin contributions from nitrogen

quadrupole tensor are also included (diagonal elements). Results from the simulations esti-

mate the rotational temperature to be ≈ 8 K approximately 150 mm downstream from the

nozzle exit.

For acrylonitrile (Figure 6.11 (right)), this spectrum was collected with approximately

2000 FIDs averaged, which took approximately 30 minutes of integration time at a pulsed

valve repetition rate of 1 Hz. Fewer acrylonitrile transitions lie in the Ka-band compared to

pyridine. Figure 6.11 shows two very strong sets of triplet peaks in this frequency range that

correspond to the 3− 2 transitions (313 – 212, 303 – 202, and 312 – 211) and 4− 3 transitions

(414 – 313, 404 – 303, 413 – 312).
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Table 6.3: Experimental ground state rotational constants, centrifugal distortion constants, and
N-quadrupole terms for pyridine determined via microwave spectroscopy (in MHz) used to

estimate the experimental rotational temperature.[196, 228, 229]

Parameter Pyridine

A0 6039.24

B0 5804.90

C0 2959.22

(10−3)DJ 1.70

(10−3)DJK −2.25

(10−3)DJ 1.01

(10−6)d1 −6.88

(10−5)d2 −2.06

(10−9)HK −1.22

(10−9)HKJ 3.13

(10−9)HJK −2.52

(10−10)HJ 6.60

χaa −4.86

χbb 1.50

χcc 3.36

6.6 Conclusion

A Ka-band CP-FTMW spectrometer has been constructed, tested, and optimized and its

performance assessed. During the extensive optimization phase, the results show that the

Ka-band CP-FTMW spectrometer successfully measures the rotational spectra of closed-shell

molecules: pyridine and acrylonitrile. Different discharge stack geometries were tested, and

through those discharge experiments of pyridine and acrylonitrile, the Ka-band spectrometer

measured many U lines that still need to be identified. Various pulsed gas width/delay

timings were evaluated in relation to the chirp excitation and it was determined that a small

gas pulse width (50µs) with a chirp delay of 600µs relative to the gas pulse was optimal.

In addition, the signal intensity levels of specific rotational transitions for pyridine were

investigated and the results were used to determine the most optimal linear sweep rate

for future experiments, which was on order of 0.8 MHz µs−1. Despite many attempts to
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measure radicals, specifically the pyridyl radicals, no conclusive identification was made.

Several modifications would benefit this instrument, including a larger vacuum chamber and

more powerful vacuum pumps, as well as a redesign of the discharge stack to study the effects

of different geometries on a supersonic expansion.
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Appendix A

Rotational and Vibrational

Spectroscopy of the Pyridyl Radicals:

A Coupled Cluster Study Supporting

Information
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Table A.1: Filenames and descriptions of the outputs for 2- and 3-pyridyl.

2-pyridyl

2pZMATcartesian.txt Final geometry at ae-CCSD(T)/cc-pwCVTZ.

2pnormalcoord.txt Normal coordinates of vibration.

2pvibcorrections.txt Vibrational corrections to the rotational constants (MHz)

at fc-CCSD(T)/ANO0.

2pfinalvibquanta.csv ∗Vibrational frequencies (cm−1) and intensities (km/mol)

up to 3 quanta with VPT2/VPT2+K corrections at fc-CCSD(T)/ANO0.

2p.var SPCAT input file with control flags and values of constants.

2p.int SPCAT input file with information for intensity calculation.

2pguineaA1.txt GUINEA input file for A
′

states.

2pguineaA2.txt GUINEA input file for A
′′

states.

2pheatmapA1.png Variational coefficients for anharmonic vibrational states for A
′

states.

2pheatmapA2.png Variational coefficients for anharmonic vibrational states for A
′′

states.

3-pyridyl

3pZMATcartesian.txt Final geometry at ae-CCSD(T)/cc-pwCVTZ.

3pnormalcoord.txt Normal coordinates of vibration.

3pvibcorrections.txt Vibrational corrections to the rotational constants (MHz)

at fc-CCSD(T)/ANO0.

3pfinalvibquanta.csv ∗Vibrational frequencies (cm−1) and intensities (km/mol)

up to 3 quanta with VPT2/VPT2+K corrections at fc-CCSD(T)/ANO0.

3p.var SPCAT input file with control flags and values of constants.

3p.int SPCAT input file with information for intensity calculation.

3pguineaA1.txt GUINEA input file for A
′

states.

3pguineaA2.txt GUINEA input file for A
′′

states.

3pheatmapA1.png Variational coefficients for anharmonic vibrational states for A
′

states.

3pheatmapA2.png Variational coefficients for anharmonic vibrational states for A
′′

states.

∗To avoid adding quote characters to the filenames and .csv entries, A’ states for 2- and 3- pyridyl are

labeled A1, and A” states are labeled as A2.
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Table A.2: Filenames and descriptions of the outputs for 4-pyridyl.

4-pyridyl

4pZMATcartesian.txt Final geometry at ae-CCSD(T)/cc-pwCVTZ.

4pnormalcoord.txt Normal coordinates of vibration.

4pvibcorrections.txt Vibrational corrections to the rotational constants (MHz)

at fc-CCSD(T)/ANO0.

4pfinalvibquanta.csv Vibrational frequencies (cm−1) and intensities (km/mol)

up to 3 quanta with VPT2/VPT2+K corrections at fc-CCSD(T)/ANO0.

4p.var SPCAT input file with control flags and values of constants.

4p.int SPCAT input file with information for intensity calculation.

4pguineaA1.txt GUINEA input file for A1 states.

4pguineaA2.txt GUINEA input file for A2 states.

4pguineaB1.txt GUINEA input file for B1 states.

4pguineaB2.txt GUINEA input file for B2 states.

4pheatmapA1.png Variational coefficients for anharmonic vibrational states for A1 states.

4pheatmapA2.png Variational coefficients for anharmonic vibrational states for A2 states.

4pheatmapB1.png Variational coefficients for anharmonic vibrational states for B1 states.

4pheatmapB2.png Variational coefficients for anharmonic vibrational states for B2 states.
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Table A.3: Calculated spin-spin tensors at ae-CCSD(T)/cc-pwCVTZ for 2-, 3-, and 4-pyridyl, in
MHz.

2-pyridyl 3-pyridyl

N1 H3 H4 H5 H6 N1 H2 H4 H5 H6

Taa −1.75 14.53 0.45 −2.38 0.30 0.74 12.42 12.55 0.93 −1.77

Tbb 4.64 −7.02 2.36 4.04 4.42 5.91 −5.80 −6.00 2.41 3.65

Tcc −2.89 −7.51 −2.81 −1.66 −4.72 −6.65 −6.61 −6.56 −3.34 −1.88

Tab −6.20 0.80 −0.65 0.02 3.21 −6.23 −0.51 3.51 1.70 −0.31

Tac 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Tbc 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

4-pyridyl

N1 H2 H3

Taa −1.10 1.30 13.31

Tbb −0.14 1.92 −6.70

Tcc 1.24 −3.21 −6.62

Tab 0.00 −1.40 −1.75

Tac 0.00 0.00 0.00

Tbc 0.00 0.00 0.00
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Table A.4: Calculated electronic N-quadrupole tensors at ae-CCSD(T)/cc-pwCVTZ for 2-, 3-,
and 4-pyridyl, in MHz.

2-pyridyl 3-pyridyl 4-pyridyl

χaa −3.54 −3.98 1.52

χbb 7.46 0.58 −4.91

χcc 2.79 3.40 3.38

χab 2.08 2.11 0.00

χac 0.00 0.00 0.00

χbc 0.00 0.00 0.00

Table A.5: Calculated electronic spin-rotation tensors at fc-CCSD(T)/ANO0 for 2-, 3-, and
4-pyridyl, in MHz.

2-pyridyl 3-pyridyl 4-pyridyl

Jx Jy Jz Jx Jy Jz Jx Jy Jz

Sx 23.88 8.97 0.00 10.52 1.43 0.00 −4.64 0.00 0.00

Sy 7.28 3.79 0.00 1.50 2.96 0.00 0.00 10.01 0.00

Sz 0.00 0.00 −6.15 0.00 0.00 −5.17 0.00 0.00 2.16
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Table A.6: 2-pyridyl fc-CCSD(T)/ANO0 harmonic (ω) vibrational frequencies (cm−1) and
intensities (km/mol) with previous DFT harmonic frequencies.

DFT This Work

Modea Sym. Ref. 189b Ref. 188c Ref. 183d Ref. 230e ω Int.

ν1 A′ 3204 3200 3223 3237.0 3.02

ν2 A′ 3197 3194 3215 3227.8 10.74

ν3 A′ 3178 3173 3193 3202.1 13.21

ν4 A′ 3165 3162 3182 3193.1 1.99

ν5 A′ 1662 1660 1675 1676.0 41.87

ν6 A′ 1572 1567 1589 1611.6 17.79

ν7 A′ 1502 1496 1515 1493.8 2.24

ν8 A′ 1424 1419 1436 1419.8 17.52

ν9 A′ 1335 1330 1348 1318.3 5.66

ν10 A′ 1265 1260 1278 1237.9 0.33

ν11 A′ 1169 1165 1177 1156.6 2.49

ν12 A′ 1108 1107 1116 1113.3 0.15

ν13 A′ 1074 1074 1072 1084 1071.9 8.70

ν14 A′ 1035 1037 1033 1042 1032.9 0.78

ν15 A′ 956 956 953 951 949.4 17.82

ν16 A′ 663 663 662 663 657.8 0.62

ν17 A′ 578 578 578 574 569.3 10.39

ν18 A′′ 993 1012 989 998 1018.7 0.07

ν19 A′′ 961 975 962 963 986.8 0.06

ν20 A′′ 885 893 886 891 900.2 0.07

ν21 A′′ 749 755 750 756 762.3 45.26

ν22 A′′ 703 716 699 704 713.8 7.96

ν23 A′′ 425 422 426 427.6 0.11

ν24 A′′ 385 382 387 387.2 5.73
a Normal modes as numbered in the Herzberg convention.

b B3LYP/6-311+G*

c B3LYP/cc-pVTZ

d B3LYP/6-311++G**

e B3LYP/6-31G*
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Table A.7: 3-pyridyl fc-CCSD(T)/ANO0 harmonic (ω) vibrational frequencies (cm−1) and
intensities (km/mol) with previous DFT harmonic frequencies.

DFT This Work

Modea Sym. Ref. 189b Ref. 188c Ref. 183d Ref. 230e ω Int.

ν1 A′ 3184 3202 3205 3219.4 5.11

ν2 A′ 3178 3190 3198 3207.8 7.36

ν3 A′ 3167 3185 3188 3203.7 11.12

ν4 A′ 3156 3168 3174 3184.9 7.37

ν5 A′ 1613 1627 1629 1644.2 11.20

ν6 A′ 1543 1542 1557 1560 1576.8 8.22

ν7 A′ 1473 1471 1478 1484 1470.4 3.29

ν8 A′ 1442 1440 1448 1454 1437.5 18.60

ν9 A′ 1333 1331 1335 1343 1323.3 1.07

ν10 A′ 1263 1260 1286 1287 1207.8 4.56

ν11 A′ 1206 1203 1209 1213 1202.5 1.76

ν12 A′ 1110 1109 1115 1119 1099.4 6.02

ν13 A′ 1065 1066 1072 1074 1067.7 7.66

ν14 A′ 1044 1047 1048 1050 1051.6 0.99

ν15 A′ 990 991 987 988 985.1 7.14

ν16 A′ 662 662 662 662 652.9 2.27

ν17 A′ 581 580 577 578 578.2 15.57

ν18 A′′ 981 998 985 983 1001.5 0.07

ν19 A′′ 939 951 945 944 960.9 0.09

ν20 A′′ 916 927 921 921 938.8 0.65

ν21 A′′ 779 788 785 785 791.3 26.55

ν22 A′′ 684 692 688 688 695.8 32.65

ν23 A′′ 421 423 424 420.7 0.03

ν24 A′′ 389 390 391 394.5 2.62
a Normal modes as numbered in the Herzberg convention.

b B3LYP/6-311+G*

c B3LYP/cc-pVTZ

d B3LYP/6-311++G**

e B3LYP/6-31G*
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Table A.8: 4-pyridyl fc-CCSD(T)/ANO0 harmonic (ω) vibrational frequencies (cm−1) and
intensities (km/mol) with previous DFT harmonic frequencies.

DFT This Work

Modea Sym. Ref. 189b Ref. 188c Ref. 183d Ref. 230e ω Int.

ν1 A1 3187 3184 3209 3225.1 0.02

ν2 A1 3151 3145 3167 3178.2 5.33

ν3 A1 1543 1539 1536 1560 1584.9 42.70

ν4 A1 1476 1476 1468 1490 1479.1 9.51

ν5 A1 1233 1230 1228 1241 1235.5 3.04

ν6 A1 1080 1080 1073 1085 1078.6 8.66

ν7 A1 1038 1041 1036 1044 1047.8 1.28

ν8 A1 983 982 981 980 981.3 22.05

ν9 A1 620 619 616 608.3 0.13

ν10 A2 973 990 978 976 1002.4 0.00

ν11 A2 817 831 825 831 846.9 0.00

ν12 A2 376 377 380 382.8 0.00

ν13 B1 951 968 956 959 975.4 0.01

ν14 B1 760 772 767 770 776.8 43.64

ν15 B1 708 707 709 717.8 6.11

ν16 B1 443 442 446 443.2 14.41

ν17 B2 3185 3183 3207 3224.3 5.51

ν18 B2 3149 3143 3165 3176.5 21.88

ν19 B2 1619 1618 1615 1633 1642.1 25.93

ν20 B2 1413 1409 1405 1423 1408.0 16.87

ν21 B2 1322 1322 1316 1334 1314.0 1.24

ν22 B2 1269 1266 1265 1292 1208.7 1.57

ν23 B2 1076 1080 1077 1088 1076.4 0.99

ν24 B2 647 644 646 639.1 0.12
a Normal modes as numbered in the Herzberg convention.

b B3LYP/6-311+G*

c B3LYP/cc-pVTZ

d B3LYP/6-311++G**

e B3LYP/6-31G*
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Table A.9: 2-pyridyl fc-CCSD(T)/ANO0 harmonic, VPT2+K anharmonic vibrational frequencies
for combination/overtone bands (cm−1) and intensities (km/mol) with photoelectron

spectroscopy values for comparison. Suggested alternative assignments are listed.

This Work Experiment Alternative Assignment

Modea Sym. ω ν (VPT2+K) Ref. 189b weight (Modea) (MHz)

ν16 + ν17 A′ 1226.08 *1208.99 1216[7]

2ν16 A′ 1313.55 *1298.66 1298[7]

ν15 + ν16 A′ 1606.18 c*1582.83 1600[8] 131171 (1607.38)

ν14 + ν16 A′ 1688.68 c*1659.62 1659[7]

ν13 + ν16 A′ 1727.70 *1691.25 1692[7] 0.81(181221) + 0.12(131161) (1694.60)

111171 (1699.92)

ν12 + ν16 A′ 1770.04 *1748.42 1737[6]

ν11 + ν16 A′ 1812.42 *1783.81 1789[8] 111161 (1783.81)

2ν16 + ν17 A′ 1882.86 1861.31 1864[7] 152 (1868.44)

3ν16 A′ 1970.33 1948.81 1947[7] 141151 (1945.59), 81171 (1951.77)

ν8 + ν16 A′ 2075.53 *2035.02 2039[7] 121151 (2037.71)

ν13 + ν14 A′ 2102.84 2055.72 2049[7]

2ν13 A′ 2141.86 *2086.28 2082[7]

ν7 + ν16 A′ 2149.63 *2104.52 2112[7] 121141 (2117.84)

ν6 + ν16 A′ 2267.40 *2217.99 2185[7] 111131 (2186.36)

ν15 + 2ν16 A′ 2262.96 2227.49 2246[7] 111121 (2239.66), 101131 (2249.61)

ν14 + 2ν16 A′ 2345.46 2316.25 2306[7] 101121 (2305.18)

ν13 + 2ν16 A′ 2384.48 2344.29 2339[7] 101111 (2343.39)

a Normal modes as numbered in the Herzberg convention.

b Photoelectron spectroscopy.

c This is a heavily mixed state and the assigned label reflects the mode with the largest leading coefficient

for that frequency. A singular mode assignment is not an accurate description for this frequency. Refer to

SI for more accurate assignments.

Intensity in parenthesis. Uncertainty in brackets.

∗ Variationally corrected.
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Table A.10: 3-pyridyl fc-CCSD(T)/ANO0 harmonic, anharmonic, and deperturbed vibrational
frequencies for combination/overtone bands (cm−1) and intensities (km/mol) with photoelectron

spectroscopy values for comparison.

This Work Experiment Alternative Assignment

Modea Sym. ω ν (VPT2+K) Ref. 189b weight (Modea) (MHz)

ν16 + ν17 A′ 1231.04 1217.18 1216[6] 0.58(211231) + 0.32(111) (1212.07)

2ν16 A′ 1305.78 *1292.05 1292[6] 91 (1290.32)

ν15 + ν17 A′ 1563.28 *1538.18 1543[9]

ν15 + ν16 A′ 1638.02 *1615.47 1619[6] 151161 (1615.47), 191221 (1623.49)

ν14 + ν16 A′ 1704.54 *1678.70 1670[6] 181221 (1664.10)

ν13 + ν16 A′ 1720.63 *1687.69 1695[6] 201211 (1693.48)

ν12 + ν16 A′ 1752.27 1729.62 1731[6]

2ν16 + ν17 A′ 1883.93 1863.96 1862[6] 0.49(91171) + 0.45(191201) (1862.07)

0.50(91171) + 0.46(191201) (1865.29)

3ν16 A′ 1958.67 1938.87 1940[7] 152 (1938.22)

ν14 + ν15 A′ 2036.78 *2002.55 1998[9] 71171 (2007.88)

ν13 + ν15 A′ 2052.87 *2010.92 2021[6]

ν6 + ν16 A′ 2229.73 *2174.03 2151[7] 121151 (2051.68)

81161 (2054.20)

ν15 + ν16 + ν17 A′ 2216.17 2183.72 2188[6] 0.51(111141) + 0.41(111131) (2192.61)

ν15 + 2ν16 A′ 2290.91 2259.89 2265[6] 101121 (2268.35)

ν14 + 2ν16 A′ 2357.43 2323.81 2315[6] 112 (2313.24)

ν13 + 2ν16 A′ 2373.52 2333.09 2340[5] 0.78(101111) + 0.15(91131) (2340.82)

ν14 + ν15 + ν16 A′ 2689.67 2645.42 2642[6]

ν13 + ν15 + ν16 A′ 2705.76 2654.82 2665[6]

ν12 + ν15 + ν16 A′ 2737.40 2696.63 2704[5] 8191 (2698.74)

a Normal modes as numbered in the Herzberg convention.

b Photoelectron spectroscopy.

Intensity in parenthesis. Uncertainty in brackets.

∗ Variationally corrected.
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Table A.11: 4-pyridyl fc-CCSD(T)/ANO0 harmonic, anharmonic, and deperturbed vibrational
frequencies for combination/overtone bands (cm−1) and intensities (km/mol) with photoelectron

spectroscopy values for comparison.

This Work Experiment Alternative Assignment

Modea Sym. ω ν (VPT2+K) Ref. 189b weight (Modea) (MHz)

2ν9 A1 1216.51 *1203.87 1207[5] 51 (1209.59)

ν8 + ν9 A1 1589.59 *1565.67 1570[6]

ν7 + ν9 A1 1656.06 *1632.82 1622[6]

ν8 + 2ν16 A1 1867.76 1837.91 1804[5]

3ν9 A1 1824.77 1805.63 1813[5]

2ν8 A1 1962.67 *1927.12 1933[6]

ν7 + ν8 A1 2029.13 *1992.69 1983[5]

ν4 + ν9 A1 2087.32 *2044.90 2045[6]

ν3 + ν9 A1 2193.16 2132.85 2110[6] 62 (2109.36)

ν8 + 2ν9 A1 2197.85 2171.90 2173[6] 5181 (2179.70)

ν7 + 2ν9 A1 2264.31 2233.28 2225[6]

2ν8 + ν9 A1 2570.92 2533.31 2531[7]

ν7 + ν8 + ν9 A1 2637.39 2596.38 2585[6]

2ν7 + ν9 A1 2703.86 2658.58 2640[7]

ν3 + 2ν9 A1 2801.42 2729.69 2707[8]

a Normal modes as numbered in the Herzberg convention.

b Photoelectron spectroscopy.

Intensity in parenthesis. Uncertainty in brackets.

∗ Variationally corrected.
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Figure A.1: Hyperfine collapse with increased N for 2-pyridyl. Selected R-branch a-type
transitions with K

′′
c = 0 (left) and K

′′
a = 0 (right) for even N

′′
. Simulated at T = 50K. Convolved

to 100 kHz. black: includes all spectroscopic parameters; red: only spin-rotation splitting
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Figure A.2: Hyperfine collapse with increased N for 2-pyridyl. Selected R-branch b-type
transitions with K

′′
c = 0 (left) and Q-branch b-type transitions with K

′′
a = 0 (right) for even N

′′
.

Simulated at T = 50K. Convolved to 100 kHz. black: includes all spectroscopic parameters; red:
only spin-rotation splitting
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Figure A.3: Hyperfine collapse with increased N for 3-pyridyl. Selected R-branch a-type
transitions with K

′′
c = 0 (left) and K

′′
a = 0 (right) for even N

′′
. Simulated at T = 50K. Convolved

to 100 kHz. black: includes all spectroscopic parameters; red: only spin-rotation splitting
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Figure A.4: Hyperfine collapse with increased N for 3-pyridyl. Selected R-branch b-type
transitions with K

′′
c = 0 (left) and Q-branch b-type transitions with K

′′
a = 0 (right) for even N

′′
.

Simulated at T = 50K. Convolved to 100 kHz. black: includes all spectroscopic parameters; red:
only spin-rotation splitting

103



Figure A.5: Hyperfine collapse with increased N for 4-pyridyl. Selected R-branch (left) and
Q-branch (right) b-type transitions with K

′′
a = 0 for even N

′′
. Simulated at T = 50K. Convolved

to 100 kHz. black: includes all spectroscopic parameters; red: only spin-rotation splitting
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