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ABSTRACT 

Kinetics and Thermodynamics of Molten Silicate Attack on  

Thermal and Environmental Barrier Coatings 

Collin Scott Holgate 

Enhancing the efficiency of gas turbine engines requires higher operation temperatures and the 

materials capable of surviving the increasingly challenging environment. Ceramic barrier coatings, 

with carefully engineered microstructures, protect the structural components within the hottest 

sections of the engine. However, these coatings are susceptible to damage mechanisms arises from the 

ingestion of siliceous debris, which can melt and deposit on the coating’s surface. Thermomechanical 

strains develop that are either mitigated or exacerbated by the thermochemical interactions between 

the coating and the melt. This work investigates these thermochemical interactions and their 

pertinent kinetics and thermodynamics. 

Dense compacts or single crystalline pieces of barrier coating oxides were placed into a semi-infinite 

1D diffusion couple geometry with one of two synthetic silicate melts at 1200–1400 °C. 

Concentration profiles within the melt were obtained and fit to partial differential equations 

quantitatively describing the coating dissolution rate into the melt and diffusivities therein. Cation 

diffusivities were most affected by the melt composition, whereas the ratio of rare-earth (RE3+) oxides 

to ZrO2 or HfO2 most strongly affected the initial detachment rate of barrier oxides into the melt. 

Ultimately, the dissolution kinetics were sufficiently slow to delay melt saturation and the nucleation 

of reprecipitated or reaction phases that limit coating degradation. This delay was worse for barrier 

oxides with low concentration of RE3+ elements. Finite element models—using the gathered kinetic 
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data but applied to small length scales relevant for real coatings—suggest this delay will be controlled 

primarily by the initial interface detachment rate in practice. 

After the initial dissolution transient period, the crystallization of reprecipitated and reaction phases 

was investigated qualitatively using electron microscopy and chemical analysis techniques. The 

presence of only a small amount of RE3+ oxide in the dissolving material (e.g., 7%) kinetically 

hindered the crystallization of reaction products—even those based on Zr4+ or Hf 4+—favoring 

instead reprecipitated phases, deviating from the expected thermodynamic response predicted by 

CALPHAD databases. Conversely, those barrier oxides free of RE3+ (e.g., HfO2) more readily 

crystallized reaction products such as (Zr,Hf)SiO4, or Ca2HfSi4O12; those containing a substantial 

amount of RE3+ (e.g., Gd2Zr2O7) rapidly crystallized a RE-apatite, nominally Ca2RE8(SiO4)6O2. 

Finally, the thermodynamics of Y-Al-Fe-garnet formation, i.e., the solid-solubility limits of 

substitutional cations Ca2+, Mg2+, Fe2+, and Si4+, their crystallographic site preference, and the 

competition between garnet and other phases was investigated. Long duration heat treatments 

afforded equilibrated samples, for which the phase assemblage was analyzed using X-ray diffraction, 

electron microscopy, and standardized chemical analysis techniques. A key factor in the stability of 

garnet was the Fe:Al ratio of the system. Indeed, increasing the Fe:Al ratio of the as-synthesized 

powder significantly increased the Ca2+ and Si4+ solubility and the quantity of garnet present, with a 

concomitant decrease to the quantity of other important reaction phases such as apatite. 

This dissertation advances the understanding of thermochemical interactions between protective 

barrier coatings and molten silicates, which is critical to design robust coatings. The quantitative 

kinetic data and thermodynamic information enables computational approaches to coating design.   
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CHAPTER 1. INTRODUCTION 

Aerospace gas turbine engines have afforded an unprecedented world connectivity. Some ~4.5 billion 

passengers boarded a commercial flight for business or pleasure in 2019 [1]. This value is reflected in 

the economic figures. The commercial aerospace industry had a revenue of approximately $612 

billion on passenger travel, with an additional $100 billion from cargo in 2019. Yet, this comes at a 

significant carbon cost: 96 billion gallons of jet fuel burned and 914 million tons of CO2 emitted in 

2019. With the projected demand for passenger air travel doubling over the next 20 years [2] and 

significant electrification of air travel unlikely within that time frame, the market demand for 

increased efficiency of gas turbine engines is unabated. 

Gas turbine engines can be made more efficient by increasing their operation temperatures, but the 

temperature is persistently limited by the materials within. Thus, significant effort over decades has 

sought to discover and design novel materials, microstructures, and architectures capable of higher 

temperature operation than the previous generation. The interest of this dissertation lies in the hot 

turbine section of the engine, where the most extreme thermo-mechanical conditions are 

experienced. Materials development in this section has evolved in two major directions, depicted 

schematically in Fig. 1.1. The first and more established approach uses nickel-based superalloys for 

the critical structural components. The airfoils are typically cast as single crystals to enhance their 

creep performance, but gas temperatures typically exceed the melting point of the superalloy 

requiring active cooling of the components through internal passages and transpiration holes [3]. 

Thermal barrier coatings (TBCs) typically based on yttria-stabilized zirconia (YSZ), are commonly 

used to thermally-protect the superalloy [4,5]. These ceramic coatings have a significantly lower 
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thermal conductivity than the metallic substrate and provide a large temperature gradient through 

the thickness of the coating, ~0.5-1 K/µm [6]. Their columnar microstructure affords strain 

tolerance under thermal cycling, resulting from the mismatched coefficients of thermal expansion 

(CTE) with the underlying superalloy.  

The second route is more recent and involves replacing the superalloy with a ceramic matrix 

composite (CMC) wherein both the matrix and fibers are derived from SiC; the latter is both lighter 

weight and capable of higher temperatures than modern nickel-based superalloys [7,8]. However, 

SiC oxidizes and volatilizes when exposed to high temperature/pressure/velocity flowing water vapor 

as typical of the combustion environment. Thus, a ceramic environmental barrier coating (EBC) is 

employed to act as a volatilization barrier [7,9]. The EBC material must be closely matched thermally 

to SiC to minimize stresses that can lead to cracking upon thermal cycling, compromising the 

hermeticity of the coating. In both routes, then, the integrity of the structural component relies on a 

protective coating—the latter are subject to their own challenges and failures when the engine 

operation temperature, and hence the thermal excursion during cycling, is continually increased. 

The degradation of thermal and environmental barrier coatings (T/EBCs) by molten silicates 

represents a major barrier to increasing the operation temperatures [10,11]. These melts, collectively 

known as CMAS for their primary constituents (CaO, MgO, AlO1.5, SiO2) form in the hot gas path 

from siliceous debris ingested with the intake air. The molten silicates dissolve the T/EBC oxides, 

which modify the melt composition and often trigger the crystallization of new or modified phases. 

The effect of these reactions depends on the type of coating and the characteristics of the products. 

For TBCs the primary goal is to minimize melt penetration into the coating’s open porosity which 
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enables strain tolerance. This requires rapid dissolution of the TBC and crystallization of reaction 

products, particularly stable phases that consume a substantial fraction of the melt constituents. The 

preeminent example is the Ca+rare-earth oxi-apatite [10]. Conversely, EBCs typically react with the 

melt, creating products that are less optimally matched to the SiC CMC thereby increasing the 

driving force for cracking and delamination of the coating. In sum, the thermochemical interaction 

with CMAS induces thermomechanically driven failure mechanisms that limit the life of the entire 

system. The search for novel T/EBCs that withstand CMAS degradation while maintaining the 

other requisite properties for the coatings (e.g., phase stability, low thermal conductivity, acceptable 

toughness, CTE, stability in combustion environments, etc.) is still ongoing and of critical 

importance. 

The development of next-generation T/EBCs requires a deep understanding of how the coatings 

react with CMAS to minimize the thermomechanical impact of the latter. Simultaneously, the 

complexity and size of the relevant composition space—silicate melts can contain any combination 

of 3–6 oxides and the coatings are produced from another group of 6–8 relevant oxides—precludes 

a solution approach through experiments alone. Instead, a more fundamental understanding of the 

mechanisms, thermodynamics, and kinetics of coating-melt interactions must be developed. The 

insight would guide the development of coupled models, via an Integrated Computational Materials 

Engineering (ICME) approach, capable of predicting the thermochemical and thermomechanical 

performance of candidate coating materials to a menu of possible silicate melts [10]. While a 

significant body of research, outlined in the subsequent chapter, has established the phenomenology 

of CMAS-T/EBC interactions, there remains a paucity of fundamental understanding needed to 
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guide coating design, especially of the mechanisms and associated kinetics. That need motivates the 

present dissertation. The work that follows will advance the fundamental understanding of (i) the 

kinetics, including how quickly T/EBC oxides dissolve into and diffuse within silicate melts; (ii) the 

mechanisms, including how crystallization develops the reaction microstructures and how systems 

approach equilibrium via non-equilibrium pathways; (iii) how the kinetics and mechanisms would 

be expected to manifest on coating relevant length scales; and (iv) the thermodynamics of the garnet 

phase, an important reaction product. 

To accomplish that goal, the dissertation is organized as follows. Chapter 2 will provide relevant 

literature background and concepts to motivate the present studies. The experimental and 

quantification methods are detailed in Chapter 3.  

A 1D diffusion couple geometry was employed with short-duration experiments to study the 

dissolution of barrier oxides (BOs) into molten silicates and the diffusion of BO cations therein, 

which is presented in Chapter 4. These rates will be quantified, via concentration profiles, for the 

first time. The kinetic response of multiple BOs is compared. 

Chapter 5 investigates the microstructural development of the interaction/reaction zones once 

crystallization has begun. The observed microstructures will be framed by the expected response from 

relevant thermodynamics, i.e., deviations from the thermodynamically predicted crystallization 

pathway will be noted. The deviations will be framed in the context of the dissolution mechanism 

from Chapter 4. Furthermore, the response of different barrier oxides will be contrasted leveraging 

the kinetic insight gathered by Chapter 4. 
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The quantified dissolution and diffusion rates will be applied to finite element models on coating-

relevant length scales in Chapter 6. The models provide insight for materials selection. Other 

implications for coating design will be discussed therein. 

The focus shifts to a study of the thermodynamics of iron and iron/aluminum-based garnets, an 

important but poorly understood reaction product, in Chapter 7. The work will enhance existing 

CALPHAD thermodynamic databases relevant for coating design.  

Finally, conclusions, outlook, and recommendations for future work are presented in Chapter 8. 
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1.1. Figures 

 
Fig. 1.1: Schematics of protective coatings employed in gas turbine engines. Both thermal barrier coatings 
(TBCs, left) and environmental barrier coatings (EBCs, right) employ a bond coat to afford oxidation 
resistance to the underlying structural component. The TBC provides a temperature drop through thickness, 
limiting the surface temperature of the metallic superalloy. The EBC instead provides a volatilization barrier, 
protecting the underlying SiC structural component from water vapor. Both coatings are susceptible to failure 
when exposed to ingested siliceous debris (CMAS). 
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CHAPTER 2. BACKGROUND 

The technical problem, as outlined in the introduction, is multi-faceted and includes the interaction 

of complex engineered systems with ingested debris. This chapter will provide a general background 

of gas turbine engines; the protective coatings they employ and their necessary properties; as well as 

the nature of siliceous debris and its mechanisms of coating degradation. This background builds up 

to the key mechanism: reactive crystallization—the crystallization of new solid phases containing 

elements from both the ingested debris and from the protective coating. The formation of such 

phases (a thermochemical process) can be either beneficial or deleterious to the thermomechanical 

response of the system. Furthermore, the thermochemical process is complicated—it involves the 

coupled thermodynamics of 5–8 component systems with the kinetics of coating dissolution, 

diffusion, nucleation, and growth. 

The remainder of the chapter will provide background and summarize key prior studies on reactive 

crystallization and its constituent processes. The goal is to understand reactive crystallization via an 

ICME-based approach, as alluded in the introduction, which demands a fundamental understanding 

of the underlying kinetic and thermodynamic processes. The key points that will be summarized 

include dissolution mechanism of solid oxides into molten silicates, cation diffusion within molten 

silicates, the efforts to understand the relevant thermodynamics by building CALPHAD 

(CAlculation of PHAse Diagrams) databases, and the relevant reactive crystallization phases. 
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2.1. Gas turbine engines 

Gas turbine engines are used to provide thrust for aircraft, generate electricity on land, or propel ships 

at sea. Despite their diverse applications, the operating principle of these engines are identical: use 

continuous combustion to rotate a shaft. A schematic of a turbofan engine—used in commercial 

passenger aviation—is shown in Fig. 2.1. There are three key stages. First, air ingested into the engine 

core gets compressed by a series of stationary and rotating airfoils. Second, the compressed air, now 

optimized for ignition, enters the combustion chamber where it is mixed with fuel and ignited. This 

greatly increases the gas temperature and pressure, accelerating it to the entrance of the third stage: 

the turbine section. This consists of a series of airfoils, similar to the compressor stage, with 

alternating stationary guide vanes and rotating turbine blades; the latter attached to the central axis 

of the engine. The turbine section is responsible for extracting energy from the hot gas flowing 

through it, driving a rotating shaft that spins the compressor stage and the large fan at the front of 

the engine. After converting most of its energy, the gas is exhausted providing a portion of additional 

thrust. 

The ubiquity of gas turbine engines and their reliance on combustion has motivated, and continues 

to motivate, a significant effort to increase their efficiency. As suggested by the Carnot and Brayton 

Cycles (which apply to heat engines and gas turbines, respectively) increased efficiency is obtained by 

hotter combustion gases [12]. An appropriate rule of thumb is a 1% efficiency increase per ~30 °C 

[13]. Simultaneously, higher temperatures burden key components of the engine, e.g., the turbine 

airfoils, create new degradation mechanisms, and exacerbate existing ones. Thus, increasing engine 

efficiency demands new materials and architectures tolerant of the increased demand. This is 
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generally true throughout the entire engine, but the turbine section is uniquely demanding—it 

experiences extreme temperature from the combustion gasses and the rotating components must 

simultaneously withstand high centrifugal stresses. 

Materials within the hot turbine section have incrementally improved for decades enabling higher 

operation temperatures, Fig. 2.2 [7,13–15]. The base material of the turbine section components are 

metallic Ni-based superalloys. These have exceptional high-temperature strength and creep-

resistance afforded by a two-phase γ-γ’ microstructure [13]. The creep-resistance has been improved 

significantly through three primary development avenues: alloy composition improvements, 

processing improvements culminating in casting the components as single crystalline (eliminating 

grain-boundary driven creep mechanisms), and by introducing internal and surface film cooling to 

the blades (reducing the alloy temperature for a given gas temperature). Thermal protective systems, 

shown schematically in Fig. 2.3(a), provide additional temperature resistance beyond that intrinsic 

to the superalloy. Immediately adjacent to the superalloy is the bond coat. This aluminum-rich 

metallic coating forms a thin, dense thermally grown oxide (TGO), imparting oxidation protection 

to the superalloy. The hottest sections (e.g., the first stage turbine immediately after the combustor) 

employ an additional ceramic topcoat ~150–300 µm thick for aircraft engines or up to ~1 mm thick 

for power generation; this low thermal conductivity ceramic affords a significant temperature 

decrease through-thickness and completes the thermal barrier coating (TBC) system. This system—

a single crystalline superalloy equipped with air cooling and a TBC—represents the current day in 

the established aircraft turbine section materials. 
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2.1.1. Thermal barrier coatings 

A TBC must exhibit multiple critical, and often competing, properties to be effective and survive the 

conditions of gas turbine engines. In reality, no perfect coating material exists; acceptable tradeoffs 

are obtained through careful materials selection and processing to enhance or diminish traits. The 

key property is a low thermal conductivity (κ) to maximize the temperature decrease through the 

coating’s thickness (minimizing the superalloy’s surface temperature for any given gas temperature). 

The coating must be phase stable, resistant to volatilization in high temperature water vapor, and 

thermochemically compatible with the TGO layer (alumina in current technology); failure to meet 

either criterion will result in stress development at temperature or during thermal cycling of the 

engine, ultimately leading to coating failure. The oxides of zirconium and hafnium most readily meet 

these critical properties but are also poorly thermally matched to superalloys. The practical solution 

is to produce a TBC with a segmented (or porous) microstructure, which offers both some 

microstructural control over the effective κ through thickness and affords an in-plane compliance 

and tolerance to thermal mismatch strains with the superalloy. However, it is imperative that the 

ceramic have a reasonably high sintering resistance to maintain this microstructure. In addition, 

increasing the coating porosity degrades its erosion resistance; therefore, the TBC material should 

possess a high toughness to counteract this effect and to afford additional resistance to thermal 

mismatch stresses. 

The necessary porous microstructures are typically produced using one of two disparate methods: 

atmospheric plasma spray (APS) or electron beam physical vapor deposition (EB-PVD). In APS, a 

fine ceramic feedstock powder is fed into a plasma jet, which melts the powder and accelerates it 
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towards the desired metallic part [16–18]. The coating is then built up “splat-by-splat” up to the 

desired thickness. The resulting mesostructure, Fig. 2.4(a), contains porous inter-splat regions, which 

primarily run parallel to the substrate and act to reduce the effective κ for the coating; some strain 

tolerance is afforded by microcracks in the coating. The advantages of APS lie in its ease of processing 

and its substantial reduction in κ. Plasma torches fit readily to six-axis robotic arms enabling large 

parts with complex geometries to be coated, all under atmospheric conditions. The technique allows 

for thick coatings to be applied, reaching up to 1 mm for electricit generation and industrial power 

applications [19]. 

Conversely, coatings produced by EB-PVD are substantially more expensive to produce. In this 

technique, a ceramic source ingot is heated with an electron beam under a partial vacuum; a melt pool 

is created on top of the ingot from which the material can be evaporated. The vapor deposits on the 

desired part, which is rotated throughout the deposition process to afford the desired microstructure: 

single crystalline columns separated by a thin (typically <1 µm wide) intercolumnar “gaps”, Fig. 

2.4(b). The columns themselves feature an additional “feathery” porosity that lowers κ, but less 

effectively than in APS coatings. The primary advantage of EB-PVD coatings is significantly 

enhanced strain tolerance due to the vertically aligned porosity. Ultimately, the microstructural 

benefits of EB-PVD motivates their application in the high-pressure turbine blades and vanes of aero 

engines, despite increased cost and lower throughput. APS coatings are then used for the remainder 

of the necessary locations, including in the combustion liners, shrouds, and in lower temperature 

locations of the turbine section. (Power generation gas turbines often rely exclusively on APS coatings 

as their part size precludes deposition using EB-PVD.) While this dissertation investigates neither 
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APS or EB-PVD coatings directly (see Chapter 3), discussion will extend primarily considering the 

microstructure of EB-PVD coatings. 

The requisite properties and processability of the top coat (hereafter “TBC”) are met by tetragonal 

zirconia partially stabilized with 7–8 wt% yttria (7YSZ, ~7.6–8.8 mol% YO1.5), the industry standard 

for the past ~40 years [4,15]. The thermal conductivity of bulk 7YSZ (~2.5 W/mK [20]) is 

approximately an order of magnitude lower than that of superalloys [3,13] and can be further 

improved by the porous structures of TBCs; coatings produced by EB-PVD achieve κ≈1.5 W/mK 

and those produced by APS achieve κ≈1.15 W/mK. While ceramics with lower bulk κ exist, these 

values for 7YSZ are acceptable given its additional thermomechanical benefits. For example, 7YSZ 

has a relatively high CTE for refractory ceramics (~11 ppm/K, [21]) reducing the thermal mismatch 

strains with the high CTE superalloy substrate (~13–17 ppm/K, [3,22]). The still significant 

thermal mismatch strains are further mitigated by the segmented or microcracked microstructure of 

actual coatings. Here too 7YSZ has an advantage: its constituent oxides, ZrO2 and YO1.5, have similar 

vapor pressures affording compositionally uniform deposition and ease of processing by EB-PVD 

[23]. The resulting columnar microstructures reduce the effective transverse elastic modulus from 

~200 GPa to ~40 GPa [24–26] thereby reducing stored elastic energy by 80%. The final component 

to the success of 7YSZ is its high intrinsic toughness, ~35–50 J/m2, which is on the order of the 

stored energy on thermal cycling [27–30]. This toughness has been attributed to ferroelastic 

switching, wherein the application of a stress (e.g., at a crack tip) reorients the tetragonal domains 

such that a compressive residual stress applies at the crack tip [30]. Other toughening mechanisms, 

e.g., crack bridging, can also be implemented in coating microstructures to further enhance the 
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toughness; for example, dense vertically cracked APS coatings have exhibited effective toughness as 

high as 350 J/m2 [29]. 

There are three relevant phases for YSZ: monoclinic (m), tetragonal (t), and cubic (c). The relevant 

phase boundaries are shown in Fig. 2.5 for the ZrO2-rich portion of the ZrO2-YO1.5 phase diagram. 

7YSZ nominally exists in the two-phase t+c region at peak engine temperatures and the m+c region 

below ~1000 °C. The t to m transformation is disruptive with an approximately 4% volume 

expansion—repeated thermal cycling through this transformation must be avoided for long-term 

coating durability [15]. Zirconia can be fully stabilized in the cubic phase by adding high 

concentrations of YO1.5 (e.g., ~20%), but cubic YSZ is much less tough than 7YSZ for coating 

applications [30]. Thus, the successful implementation of YSZ-based TBCs is due to the ability to 

create a tough, metastable tetragonal phase that is non-transformable on cooling, designated t’, which 

can be generated by either APS or EB-PVD.a The relevant composition range for t’ is bounded by the 

T0 curves (representing the temperatures where two phases have equivalent Gibbs free energy). The 

YSZ must contain sufficient YO1.5 (~6%) to avoid crossing the T0(t/m) curve on cooling, but not so 

much as to cross the T0(c/t) curve at the target operation temperature. Traditionally, compositions 

with lower YO1.5 are targeted because they exhibit higher tetragonality and toughness—thus the 

preeminent use of 7YSZ is established.  

As engine gas temperatures have continued to increase, 7YSZ coatings have experienced intrinsic and 

extrinsic failure mechanisms that severely limit coating lifetime [31]. At temperatures exceeding 

                                                             
a In EB-PVD, the t’ phase grows directly from the vapor. In APS, conversely, the phase forms from the 

transformation of the melt-crystallized cubic (c) phase upon cooling beneath the T0(c/t) curve. 
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~1200 °C there is a sufficient thermodynamic driving force and kinetics for the metastable t’ phase 

to transform to the equilibrium t+c two phase mixture [32–34]. The resulting t phase would undergo 

the deleterious monoclinic transformation upon cooling and drive cracking. Sintering has also been 

observed in 7YSZ coatings operated at high temperature, which compromises the in-plane strain 

tolerance of the coating and enhances thermal conductivity through thickness [35]. Extrinsically, 

7YSZ coatings are also severely degraded by siliceous debris ingested with the intake air [10,31,36,37]. 

(This point will be elaborated in a later section.) Therefore, there is a need for novel TBC chemistries 

(and possibly architectures) to meet the temperature demands of next-generation engines. The search 

is complicated by requisite properties of a candidate TBC material—the material must show 

enhanced phase stability, toughness, sintering resistance, and molten silicate resistance, all while 

maintaining a low thermal conductivity and stability in flowing water vapor to fulfill its primary role.  

2.1.2. Environmental barrier coatings 

An alternative solution to the temperature limits of superalloys and TBCs has been developed in 

recent years, which involves replacing the superalloy with a ceramic matrix composite (CMC) 

[7,8,38]. These CMCs offer substantially higher temperature capabilities compared to superalloys 

while simultaneously having approximately one-third of the mass density. The state-of-the-art 

CMC comprises silicon carbide (SiC) fibers embedded in a SiC matrix. The key innovation is the 

thin boron nitride (BN) coating applied to the fibers, which deflects matrix cracks along fiber 

interfaces rather than propagating through the fiber. The net effect is a damage tolerant failure 

mechanism and high toughness despite the fully ceramic nature of the component. However, SiC is 

not stable in the combustion environment; it reacts with oxygen to produce a would-be passivating 
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SiO2 scale, but the latter subsequently reacts with water vapor to form volatile silicon oxi-hydroxide 

species. The combined reactions ultimately recess the part at an aggressive rate, on the order of 1 

µm/h in the conditions of gas turbine engines [9,39]. Thus, CMCs are prime reliant on an 

environmental barrier coating (EBC). This is achieved in two parts: a Si bond coat to form a 

thermally grown SiO2 oxide (serving as an oxygen barrier and compatibility layer) and an oxide 

ceramic topcoat (serving as a water vapor barrier). Like TBCs, the EBC bond coat remains an active 

area of research (e.g., Ref. [40]); however, this dissertation will focus only on the ceramic top coat. 

For simplicity, the latter will hereafter be referred to as “EBC”. 

The purpose of EBCs controls the necessary properties for the coating; like TBCs, these properties 

are often competing and no perfect single EBC material has been discovered. The EBC must be dense 

and free of vertical cracks to hermetically seal the SiO2 from water vapor. This imposes the key 

constraint on EBC materials: the coating must be closely matched thermally to the SiC substrate to 

preclude crack formation on thermal cycling. The low CTE of SiC (~4–5 ppm/K) severely limits 

EBC materials selection to a subset of crystalline phases, mostly silicates. However, silicate EBCs are 

themselves susceptible to volatilization in water vapor—the material must therefore have a low silica 

activity (e.g., <0.1)b to survive for target lifetimes in the 5,000–20,000 of hours. It must also be phase 

stable throughout the operation temperature range, and it must be thermochemically compatible 

with the TGO (SiO2).  

Early research on EBC materials focused on mullite (Al6Si2O13) and barium–strontium 

aluminosilicate (BSAS), but these materials were ruled out due to issues with volatility and 

                                                             
b The rate of volatilization is linearly proportional to the silica activity [41]. 
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compatibility with SiO2, respectively. The current state-of-the-art EBCs are rare-earth silicates, 

which include a disilicate (RE2Si2O7) and monosilicate (RE2SiO5). In particular, the ytterbium 

silicates (RE=Yb) are arguably the most likely to be put into service; these are phase stable up to 

melting (~1920 °C, [42]), avoiding the many polymorphic transformations observed in other RE 

silicates [43], thermochemically compatible up to ~1750 °C [42], and are more cost efficient than 

other phase stable REs (e.g., Lu, Sc).c The disilicates (DS) are favored for their closer CTE match to 

SiC (e.g., ~4 for YbDS) [44]. But, they exhibit a larger silica activity of ~0.1 [41,42], which would 

limit coating lifetime and therefore increase the engine service frequency. Conversely, the 

monosilicates show a larger CTE (~7 ppm/K for YbMS) but exceptionally low silica activities 

(~0.01) [41,42,45]. The envisaged approachd uses a bilayer EBC, e.g., Fig. 2.3(b), coated by careful 

plasma spray of heated substrates [46]. The primary layer is YDS/YbDS deposited immediately upon 

the Si bond coat; YbMS is deposited as a thin layer (minimizing the thermal mismatch stresses) atop 

the YDS/YbDS to provide additional water vapor resistance. However, novel EBC materials are still 

being sought to further decrease the silica activity (ideally being silica-free), ensure compatibility with 

future bond coats (the melting point of Si currently limits the operation temperature of current 

EBCs), and improve the resistance of the coatings to molten silicates, which will be elaborated 

further. 

                                                             
c The yttrium silicates are widely studied in the academic literature. While these are not phase stable, 

their transformations are sufficiently sluggish to enable study for fundamental investigations.  
d CMCs and their protective EBCs began limited operation in commercial aviation in 2016 in the CFM 

International LEAP engine. The EBC system employed is not yet public information. 
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2.2. Molten silicate degradation of coatings 

Aerospace engines will unavoidably encounter airborne siliceous debris during normal operation 

conditions. At low temperatures (e.g., cruise conditions) this debris threatens erosion, clogging of 

cooling channels, or loss of power [47,48]. However, at elevated temperatures (e.g., take-off 

conditions and next-generation temperature targets) the debris can melt and significantly degrade 

the protective TBCs or EBCs, including ultimate loss of coating. This section first provides 

background on the siliceous debris, then establishes the mechanisms of coating degradation and 

mitigation strategies for TBCs and EBCs. For both coating types, coating failure is fundamentally 

thermomechanical in nature, but the thermochemical response of the coating to the molten siliceous 

debris dictates the severity of the damage. 

2.2.1. Siliceous debris is ubiquitous  

Siliceous debris is ubiquitous, and its chemistry is diverse. However, the oxides of calcium, 

magnesium, iron, aluminum, and silicon make up the vast majority (~90%) of the Earth’s upper 

mantle [49] and have therefore been vastly investigated both in the materials science and geological 

literatures. Within the context of the gas turbine literature, mixtures of these oxides are generically 

known as CMAS and generally come from three sources: (i) sand and dust, e.g., from deserts; (ii) 

volcanic ash; and (iii) fly ash, e.g., from fossil or biomass fuel [10]. The CMAS source affects the 

general composition trends as summarized in Fig. 2.6 [31]. The two most relevant types of siliceous 

debris are arguably sand and ash. Sands consist primarily of CaO and SiO2, with minor additions of 

MgO, AlO1.5, and FeOx. Volcanic ashes tend to be SiO2-rich and typically have more FeOx than other 

sources. Ultimately, however, the composition of ingested debris often represents an assortment of 
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multiple sources due to atmospheric mixing (outside of highly localized exposures like a volcanic ash 

plume). Both the local concentration and composition (i.e., the ratios of the primary constituents) 

of what is ingested evolves constantly.  

One must distinguish between the composition of the bulk deposit, and the composition of the liquid 

it can form at a given temperature. Ultimately, the composition of the liquid in contact with the barrier 

coatings is all-important. It controls one side of the thermochemical response in reactive 

crystallization (or lack thereof), as explored in previous sections, and determines the relevant melt 

properties at the temperature of interest. The latter includes its viscosity (a manifestation of the 

melt’s structure), its tendency to vitrify or crystallize (and the relevant temperatures for each), and 

the CTE of the glass or crystalline product(s) it forms. These properties are important to understand 

in the context of coating degradation. For example, melt viscosity will directly affect the infiltration 

kinetics into TBC porosity; likewise, the CTE of the vitrified melt (or crystallized phases) will 

directly affect the thermal mismatch stresses placed on EBCs. A holistic approach is needed to address 

the problem of CMAS-induced coating degradation.  

This first requires an understanding of the liquid composition ranges. The relevant phase equilibria 

for combinations of CaO-MgO-FeOx-AlO1.5-SiO2 have been thoroughly investigated in the 

literature, and thermodynamic databases have been developed to predict phase stability at relevant 

temperatures [50–52]. Isothermal sections of the CaO-AlO1.5-SiO2 phase diagram are presented in 

Fig. 2.7 at (a) 1300 °C and (b) 1500 °C [10]; these temperatures represent target temperatures for 

TBC and EBC systems, respectively. The single-phase liquid region (dark shaded) makes up only a 

small portion of the phase diagram at 1300 °C but the extent of the phase diagram that contains any 
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liquid in equilibrium (light shaded) is substantially larger. The shape of the liquid field suggests a 

narrow range of AlO1.5 concentrations will be relevant, but the Ca:Si ratio of CAS melts may vary 

significantly. However, minor (e.g., 10 mol%) MgO and/or FeOx additions evolve the shape and size 

of the single-phase liquid region, e.g., Fig. 2.7(c) at 1300 °C. The primary effect is a “widening” of the 

liquid field with respect to the concentration of AlO1.5; a secondary effect from MgO additions is the 

crystallization of melilite and spinel which suppress CaO-rich liquids. By 1500 °C, almost all ingested 

CAS deposit would at least be partially molten, and the single-phase liquid field expands 

substantially. The implication is that molten CMAS exposures will become more frequent and their 

chemistries more diverse as engine temperatures increase.  

2.2.2. TBC degradation by molten silicates 

The TBC’s reliance on porosity (either from APS or EB-PVD) introduces their susceptibility to 

damage by molten silicates. When inevitably ingested into the engine, siliceous debris can melt, 

readily wet the TBC and infiltrate its porosity (driven by capillarity), solidify,e and significantly 

stiffen the effective in-plane modulus of the coating. For example, the in-plane modulus for a pristine 

7YSZ coating (~40 GPa) increases to ~170–185 if fully infiltrated, approaching the 200 GPa 

modulus of bulk 7YSZ [24]. The result is a buildup of elastic strain energy on cooling and, if the 

energy surpasses the critical energy release rate, a driving force for coating delamination [26,31,53]. 

(The molten silicate can also react with the alumina TGO or cause creep cavitation of the bond coat 

[31].) The full mechanics solutions have been worked out as a function of molten silicate penetration 

                                                             
e Molten silicates can solidify—either by crystallization or vitrification—by two routes. First, engine 

cooling (e.g., the plane transitioning from take-off into cruise). Second, by the melt penetrating far 
enough into the TBC’s imposed thermal gradient that the temperature is no longer above the solidus. 
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under temperature gradients by Jackson et al. [24] building on past works [53–55]. The key result 

for this dissertation is that the driving force for delamination (energy release rate, G) increases non-

linearly with the silicate melt penetration depth, as shown in Fig. 2.8 [24]. The implication is that 

minimal damage is done if the penetration is prevented or arrested near the coating surface. 

Unfortunately, silicate melts can have low viscosity at the temperatures of interest resulting in rapid 

infiltration rates. This is illustrated in the insets of Fig. 2.7(a,b), which plots isopleths of melt viscosity 

throughout the liquid phase field at 1300 °C and 1500 °C; calculated infiltration times for an 

isothermal 150 µm EB-PVD TBC are presented for each isopleth. Melt viscosities span orders of 

magnitude (~10-6–104 Pa·s at 1500 °C) resulting in a concomitantly large variation in isothermal 

infiltration times, from less than 1 s to 1 h. (The actual infiltration times under a thermal gradient 

would be slower due to temperature dependent viscosities, but one would still expect a similarly large 

range resulting from relatively modest composition ranges.)  

The current TBC, 7YSZ, is inadequate when exposed to molten silicates because it does not possess 

a mechanism to arrest the infiltration. Both ZrO2 and YO1.5 are soluble in CMAS melts; thus, the 

initial response involves the CMAS simultaneously dissolving the t’-7YSZ coating and infiltrating 

the coating’s open porosity. The high ZrO2 concentration in 7YSZ leads to Zr4+ saturation in the 

melt and a yttria-depleted, t-zirconia phase (t in Fig. 2.5) reprecipitates thereafter [37,56]. The latter 

is harmful for three reasons. First, it provides a mechanism for continued coating dissolution, i.e., 

dissolution does not cease upon ZrO2 melt saturation. In practice this often results in large 

interaction zones consisting of reprecipitated t-zirconia and CMAS (e.g., Ref. [56]). Second, the t-

zirconia contains insufficient yttria to avoid the tetragonal to monoclinic transformation on cooling 
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(Fig. 2.5) [56,57]. The associated volume expansion can stress the infiltrated coating, particularly if 

the reprecipitated material grows epitaxially on the parent structure [56]. Third, the dissolution of 

7YSZ increases the volume of melt, which is not adequately counterbalanced by the reprecipitated 

phase [58]. 

Therefore, 7YSZ coatings depend on intrinsic crystallization—the formation of crystalline phase(s) 

containing only melt constituents, e.g., those found in Fig. 2.7—to consume the melt and arrest 

penetration. This is an inherently unreliable mechanism because it relies on undercooling the melt. 

The thermal gradient through the TBC’s thickness means the melt will cool as it infiltrates the 

coating; but silicate melts tend to be good glass formers. In practice, infiltration is rapid, which affords 

rapid cooling rates, poor intrinsic crystallization, and significant penetration of even supercooled 

liquids [10,24,59]. Melts with high FeOx content have been observed to crystallize more readily, due 

to an expanded menu of crystalline phases and an evidently enhanced driving force for crystallization. 

However, the variability of melt compositions, Fig. 2.6, demands a melt agnostic solution. 

Furthermore, intrinsic crystallization will become precluded altogether as target surface temperature 

increase and keep the CMAS above the solidus. 

Instead, the solution approach for TBCs has involved finding novel coating chemistries that, when 

exposed to CMAS, promote the rapid formation of crystalline reactive phases, i.e., phases that contain 

both melt and TBC constituents. Like intrinsic crystallization phases, reactive phases contain melt 

constituents and therefore act to consume the melt and block infiltration channels; but the 

nucleation of reactive phases can be triggered by TBC dissolution well above the liquidus of the 

CMAS. This affords a more “active” mitigation strategy known colloquially as reactive crystallization. 



 

22 

For the mechanism to be successful, however, the nucleation and growth must occur on a timescale 

competitive with the rate of melt infiltration, the growth morphology must be favorable to block 

infiltration channels, and the reactive phase must efficiently crystallize a large volume of melt per 

volume of TBC dissolved (i.e., have a high Vcrys:VTBC).  

The prototypical example of this mechanism was first observed in the interaction of EB-PVD 

gadolinium zirconate (Gd2Zr2O7, GZO), a candidate TBC material with improved phase stability, κ, 

and sintering resistance, with a C33M9A13S45
f melt by Krämer et al. [60], shown in Fig. 2.9 [31]. Like 

7YSZ, GZO dissolved into and locally saturated the C33M9A13S45 melt at dissolution fronts; excess 

ZrO2 crystallized as a Gd-depleted zirconia phase (fluorite/cubic with 13–24% GdO1.5). But the key 

difference is that GZO contains substantially more RE3+ than 7YSZ and enables RE-based reactive 

phases to form. In this case the excess GdO1.5 reacted with CaO and SiO2 to form a Gd-oxyapatite 

silicate phase, Fig. 2.9(b,c), with a nominal composition of Ca2Gd8(SiO4)6O2 [60]. The latter rapidly 

nucleated (e.g., within ~30 s in Fig. 2.9c), grew as needle-like grains, and had a favorable Vcrys:VTBC, 

all helping to seal infiltration channels. In sum, the GZO coating successfully limited infiltration to 

<30 µm from the coating surface even under more demanding isothermal conditions. Similar 

performance has been observed in exposures of APS GZO coatings [61], and the EB-PVD material 

has shown success in actual engine tests [31] although little information is publicly available.  

From a CMAS mitigation standpoint, the ideal TBC would maximize apatite formation. All RE 

zirconates across the lanthanide row, e.g., La3+ [62], Nd3+ [63], Gd3+ [60], Sm3+ [64], Yb3+ [65], and 

                                                             
f CMAS concentrations are expressed in mole percent of the oxide formulae based on a single cation, 

using the first letter of the oxide, i.e., C=CaO, M=MgO, F=FeOx, A=AlO1.5 and S=SiO2. 
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Y3+ [58] are apatite formers. However, not all the REs crystallize the same quantity of apatite because 

dissolved RE can be captured by other (less useful) phases [10,66]. The primary concern is the 

reprecipitated zirconia phase, which can capture a significant portion of the dissolved RE (e.g., up to 

60–80% for Yb3+ [66]). A systematic investigation by Poerschke et al. has shown larger RE cations 

(e.g., La3+) exhibit the best behavior here: their reprecipitated phase contains minimal RE3+ (e.g., <6% 

for La3+), leaving most of it to form apatite [66]. In addition, the large RE cations do not crystallize 

other RE-silicate reactive phases with less favorable kinetics, like silicocarnotite and garnet [58]. 

To summarize, the CMAS mitigation strategy for TBCs relies on the rapid crystallization of reactive 

phases, primarily apatite, to block infiltration channels and minimize in-plane stiffening of the 

coating. This mechanism is best achieved with Gd2Zr2O7 or La2Zr2O7 at target temperatures of 

1300 °C. Both candidate TBCs minimize the amount of RE captured in the not useful reprecipitated 

zirconia thereby maximizing apatite formation. However, these materials have their own challenges. 

Most significantly, the RE zirconates show lower toughness [67] (leaving them vulnerable to erosion 

or delamination from partially infiltrated coatings), are not thermochemically compatible with an 

alumina TGO [68], and can be challenging to deposit (especially for La3+ [69]). Furthermore, RE 

zirconates may be less viable at higher temperatures (≥1400 °C); decreasing melt viscosities will 

accelerate infiltration rates, and more RE is captured in the reprecipitated phase [10]. No single 

material to-date satisfies all the property requirements of TBCs necessary for higher temperature 

operation. Thus, the search for novel TBC materials and processing methods—including bilayer 

approaches, e.g., 7YSZ/GZO [70], to address the toughness and compatibility issues of pure 

GZO—is still ongoing and motivates further research.  
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2.2.3. EBC degradation by molten silicates 

CMC component lifetime is limited by EBC loss. This loss occurs slowly by exposure to water vapor 

(for silicate based EBCs), but the coatings are also significantly degraded by CMAS melts. There are 

two pertinent mechanisms that often act simultaneously—both reduce the EBCs thickness and its 

efficacy as a diffusion barrier. First, EBCs are directly consumed (i.e., dissolved) by CMAS melts. The 

amount of consumption can be extensive, including full consumption in as little as tens to hundreds 

of hours [10,71–73], especially for Ca-rich melts. Second, coating dissolution leads to the formation 

of reactive phases—most typically and importantly apatite—that are poorly thermally matched to 

the SiC components [74–76]. Large in-plane tensile stresses develop in the deposit and reaction 

layers, which impose a driving force for cracking in the nominally dense EBC [10,77]. The channel 

cracks provide rapid diffusion pathways for water vapor and oxygen and can link with others to cause 

local coating spallation [10,78]. The severity of damage (i.e., the likelihood for cracking) increases as 

the CTE mismatch between SiC and the reaction layer or residual melt increases, and as the thickness 

of those layers increase.  

Both the RE disilicates and monosilicates react with most CMAS to form apatite by unique 

mechanisms. The disilicates react to form apatite via: 

4RE2Si2O7  +  2CaO (melt) →  Ca2RE8(SiO4)6O2  +  2SiO2 (melt) 

Thus, an equimolar exchange of CaO for SiO2 occurs, resulting only in a minor change to the melt 

volume. In this sense, the reaction will continue until equilibrium is reached between the melt and 

the coating (i.e., when further dissolution would be limited by the saturation limit of the disilicate, 

which may reprecipitate on cooling). The latter occurs when the SiO2 concentration in the melt is 
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sufficiently enriched (and the CaO sufficiently depleted per the reaction). The monosilicates react 

with CaO and SiO2 in the melt to form apatite via: 

4RE2SiO5  +  2CaO (melt) +  2SiO2(melt) →  Ca2RE8(SiO4)6O2 

Thus, the reaction acts to consume the melt, like apatite formation in TBCs but less efficient because 

two-thirds of the SiO2 captured in the apatite is from the EBC. Melts with low Ca:Si ratios will also 

form the disilicate via:  

RE2SiO5  +  SiO2 (melt) → RE2Si2O7 

Thus, the RE-monosilicates react with CMAS to form apatite and RE-disilicate. The reactions will 

continue until the entirety of the melt is consumed if the system is taken to equilibrium.g The minor 

melt oxides, MgO, AlO1.5, and FeOx, will primarily crystallize as intrinsic phases (e.g., melilite, 

anorthite, and spinel). 

Summers et al. have systematically investigated the consumption and reaction of yttrium disilicate 

and monosilicate (YDS and YMS) to a diverse range of molten silicates by leveraging computational 

thermodynamic databases and carefully designed experiments [79,80]. Thermodynamic equilibrium 

calculations suggest that the amount of YDS recession is significantly sensitive to the starting Ca:Si 

ratio of the melt, Fig. 2.10(a). Melts with high CaO concentrations consume more YDS and yield 

more apatite before reaching equilibrium; conversely, CaO-lean melts generally avoid forming apatite 

altogether and experience minimal recession. Complementary experiments were using three 

representative CMAS compositions (Ca:Si of 0.14, 0.33, or 0.72) largely validated the recession 

                                                             
g Note that residual CaO and SiO2 may still exist when reaction ceases. The key point is that enough 

CaO and SiO2 have been removed that the liquid is no longer thermodynamically stable. 
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distances predicted by the thermodynamic calculations, Fig. 2.10(c); the implication is YDS reacted 

until equilibrium was reached. Notably, increasing the temperature of the experiments had little 

effect on the recession depth but did decrease the time necessary to obtain equilibrium.  

Conversely, equivalent calculations on YMS suggest its recession is much less sensitive to the melt 

composition. Regardless of the initial Ca:Si ratio, the reaction ceases within a narrow range of YMS 

consumption, Fig. 2.10(b), after the Ca:Si ratio of the melt decreases below ~0.2. This was attributed 

to the fact that YMS and most silicate melts are not thermodynamically stable in contact with one 

another—reaching equilibrium necessitates entire consumption of either the melt or the YMS 

coating. The predicted amount of YMS dissolution, about 2.5 times the initial deposit thickness, was 

subsequently larger than that predicted for YDS (0.25–1.5). However, the experimentally observed 

recession depths in YMS were significantly lower than expected, Fig. 2.10(c), indicating YMS did not 

reach equilibrium. Instead, dissolution was kinetically constrained by the formation of a dense and 

mostly hermetic apatite layer Fig. 2.10(d). The net result was the experimental recession depth of 

YMS was either comparable to or better than YDS. The experiments also showed YMS recession 

experimentally varied with the melt Ca:Si ratio, with more extensive recession observed for Ca-rich 

melts, Fig. 2.10(c). The initial melt composition, therefore, primarily controls the reactivity of both 

monosilicate and disilicate EBCs. 

In practice, both YMS and YDS can react extensively with molten silicates, and the Ca:Si ratio of the 

melt is the dominant factor determining the extent of reaction. In theory, the dense nature of EBCs 

means the coating response will be dominated more by thermodynamics than kinetics, but the latter 

clearly plays a role in YMS recession and reaction. Even still, the relatively large recession depths of 
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both YMS and YDS under CaO-rich melts are likely troublesome for application. This motivates the 

search for novel EBC chemistries. Two routes for the ideal EBC are envisioned: one seeks to 

maximize the melt reactivity to fully crystallize the melt with minimal coating dissolution; the other 

seeks to minimize reactivity either by increasing the thermodynamic stability of the coating or finding 

a system which forms a dense, shielding layer to slow the kinetics. Another proposed solution involves 

the application of a segmented CMAS barrier (e.g., EB-PVD GZO) on top of the EBC, which would 

act as a CMAS barrier. Regardless, all approaches will require an understanding of how the coating 

oxides react with the relevant range of CMAS compositions, including the relevant thermodynamics 

and kinetics. 

2.2.4. Summary of coating degradation  

In summary, both TBCs and EBCs can react with molten silicates to form new crystalline phases that 

contain oxides originally from the melt and coating. This reactive crystallization is all-important—

its details (the thermodynamics and kinetics) dictate the elicited thermomechanical response of the 

coating. In the case of TBCs, the reactive phase must form quickly and efficiently solidify the melt to 

arrest the latter’s penetration into the TBC; thus, the coating must elicit a favorable thermodynamic 

response and the crystallization kinetics must compete with the infiltration kinetics. In EBCs, 

reactive crystallization is mostly deleterious. It consumes the coating, and the phases that crystallize 

impose a thermal mismatch stress, which leads to loss of coating. The interaction is primarily driven 

by the thermodynamics, but kinetic effects can become important in the case of crystallization that 

affords a shielding layer.  
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The solution approach must therefore understand how coating oxides reactively crystallize with the 

entire composition range of CMAS that could possibly be ingested into the engine and melt. The 

relevant composition spaces are large, including a 4–6 component melt in contact with RE-

zirconates, hafnates, and silicates. Furthermore, the thermochemical interaction is intimately 

dependent on temperature (which may vary temporally or spatially), and the reaction kinetics depend 

on the coating microstructure. (The thermomechanical response will also depend on the 

thermophysical properties of the as processed coating, not necessarily those of the bulk material.) 

Ultimately, the problem of CMAS-induced coating degradation is too complex to solve by 

experimental iteration alone.  

2.3. Envisaged solution approach 

An efficient solution approach is envisioned in the development of coupled computational models 

capable of assessing the durability of coatings exposed to molten silicates [10]. The framework, 

depicted in Fig. 2.11 [10], includes descriptions for the system design (the coating microstructure, 

properties, and service conditions), the coating-melt interactions (the thermodynamics and kinetics 

of reactive and non-reactive crystallization), and the subsequent thermomechanical response. When 

fully implemented, the framework could be used to identify promising coating systems after extensive 

virtual tests varying the CMAS composition and dosage, temperature, duration, etc. The most 

promising candidates could then be validated with minimal experiments. It would also benefit the 

interpretation of ex-situ service hardware. Parts of the framework have been developed—particularly 

in models for melt properties, thermomechanics, and thermodynamic databases—but additional 

model development work is needed, which this dissertation will partially address. 
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The best example of the framework in action is found in modeling EBC materials because of the 

dominant role of thermodynamics in their degradation. This was recently demonstrated by Summers 

et al. [77] for model YDS coatings of arbitrary thickness with appropriate material properties (CTE, 

elastic modulus, and toughness). A CMAS deposit of arbitrary composition and thickness was 

applied to the model coating and the expected extent of consumption and reaction products was 

estimated using the ThermoCalc and the TCOX6 thermodynamic database [81]. The latter includes 

descriptions for YO1.5 in CMAS and is reasonably well optimized around apatite formation, the 

primary product in YDS exposures [79]. (Additional background on the thermodynamic databases 

and their strengths and weaknesses will be provided in a subsequent section.) The thermophysical 

properties of all layers and phases after reaction were applied from experimental measurements (e.g., 

CTE of apatite) or estimated from models (e.g., the CTE of CMAS glass from the Fluegal model 

[82]). Altogether, the energy release rates upon cooling some ΔT were calculated [83,84], the fracture 

behavior was predicted [85], and coating loss maps could be generated throughout CMAS 

composition space. The work by Summers et al. [77] clearly demonstrates the power of the ICME 

framework, but additional fundamental work is needed to refine the results and extend the method 

to other EBC chemistries. For example, YMS dissolution is kinetically constrained by a nearly 

hermetic apatite layer such that thermodynamic calculations may not accurately predict the amount 

of YMS consumption (Fig. 2.10c, [71,80]). In other cases, the formation of garnet was poorly 

predicted [80] or the EBC cations may be missing from the thermodynamic databases altogether 

(e.g., Yb3+). 
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The degradation of TBCs is an inherently kinetic process and, therefore, the framework must be 

capable of modeling the relevant subprocesses. Ultimately, the competition between infiltration and 

crystallization rates directly controls the extent of coating damage.h Infiltration models have been 

explored in the literature with reasonable success [56,86], but both require an accurate estimation of 

the melt viscosity as a function of temperature. While multiple viscosity models for molten silicates 

have been developed, their predictions warrant some discussion. The empirical viscosity model by 

Giordano et al. [87] was calibrated using experimental viscosity measurements of geologically 

relevant silicate melts. All CMAS elements relevant for gas turbine applications are described but the 

speciation of iron oxide (i.e., the mixture of FeO and FeO1.5) is not considered.i However, the paucity 

of experimental viscosity measurements on simple, synthetic melts limits its accuracy when applied 

to CMAS. Despite this, the model is freely available and is the most widely used in the TBC/EBC 

literature for estimations of melt viscosity. (Another empirical model developed by Fluegal [88] was 

calibrated on synthetic, technically relevant melts, e.g., borosilicates and E-glass, and is therefore not 

readily applicable to the CMAS found in gas turbines, but has been shown to give reasonable 

predictions in some cases [89].) An altogether different approach is found in the FactSage viscosity 

model [51], which relates the melt structure to the viscosity using its own thermodynamic database. 

This unique feature allows it to predict the ratio of FeO:FeO1.5 at a given set of conditions and is 

therefore more applicable to the iron-containing melts. In practice, no single viscosity model is the 

                                                             
h The mechanics solutions to predict TBC damage are well established in the literature [24,53–55]. This 

has been incorporated into a computational package, LayerSlayer [83,84], which is readily integrated 
into the envisioned ICME framework. 

i The model also describes other oxides arguably less relevant for gas turbine applications. Examples 
include: NaO2, KO2, P2O5, and MnO. 
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best across all composition space. The few existing comparative studies have suggested the Giordano 

model applies well to CaO-rich melts but poorly to SiO2-rich melts [89–91], which are better fit to 

the FactSage model. Nevertheless, the existing viscosity and infiltration models allow one to readily 

estimate the infiltration times throughout all relevant liquid compositions that may come into 

contact with a TBC, e.g., Fig. 2.7(a,b) insets. Unfortunately, models to predict any aspect of the 

crystallization kinetics—including its subprocesses as elaborated later—are absent from the 

literature. This represents the critical knowledge gap for implementing the ICME framework to 

predict actual penetration depths. 

Two outstanding knowledge gaps emerge in the ICME framework that will be addressed, in part, by 

this dissertation—both seek to enhance our understanding of reactive crystallization. First, the 

kinetic processes that prelude reactive crystallization, namely dissolution and diffusion, are not well 

understood. This gap precludes applying the modeling framework (Fig. 2.11) to TBCs where the 

kinetics of reactive crystallization is critical to compete with melt infiltration and limits application 

to some EBC materials. Second, the thermodynamic databases must be improved to better capture 

the formation of garnet, a reactive crystallization phase with large solid solubility ranges. This phase 

is particularly important to understand for EBCs; garnet has a large CTE mismatch with SiC and is 

more likely to form for small RE cations (e.g., Y3+ and Yb3+) used extensively by EBCs. But the phase 

is often not adequately predicted, e.g., garnet was observed experimentally in YMS studies by 

Summers et al. [80] but was not predicted thermodynamically. The remainder of the chapter will 

provide additional background on these gaps. 
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2.4. Kinetics of reactive crystallization 

Reactive crystallization is a complex phenomenon with multiple kinetic steps, each with the potential 

to limit the overall rate. The final steps involve the actual crystallization. Here the nucleation and 

growth rates of different phases may vary because of their crystal structure and the complexity of the 

polyhedral network they form. However, nucleation cannot occur until the melt is saturated in the 

relevant coating cation(s). The time before melt saturation represents a “transient period” wherein, 

for example, a TBC could be infiltrated with no possibility of arrest. Therefore, the kinetic processes 

that control this transient period are critical to understand. 

The buildup of reactive cation(s) in the ensuing boundary layer toward saturation is mediated by the 

balance of the rate atoms are detached from the dissolving material and the rate of diffusional 

dissipation into the bulk melt. Three possibilities emerge, which are depicted in Fig. 2.12. If diffusion 

is very slow compared to the rate at which atoms are detached into the melt, Fig. 2.12(a), the 

concentration at the interface almost immediately reaches saturation and Fickian diffusion is 

recovered in the melt. This mechanism would afford rapid nucleation but likely limit further 

dissolution locally. Fig. 2.12(b) represents the opposite scenario: diffusion is very rapid relative to 

detachment rate. In this case, little concentration gradient exists through the melt, but the 

concentration builds as more dissolution occurs; as the entire melt becomes saturated at roughly the 

same time, nucleation could be immediately followed by growth. The third case, Fig. 2.12(c) 

represents a combination, where both diffusion and detachment occur at roughly equivalent rates. 

The result involves both a distinguishable concentration build up at the interface and concentration 

profiles throughout the melt. In this case nucleation would be delayed until the interface is saturated, 



 

33 

and growth would be further limited after that. Thus, the balance in detachment and diffusion rates 

have a direct impact on the transient period and on the nucleation and growth of reactive 

crystallization—despite this importance, these phenomena have not been significantly studied in the 

relevant literature. 

2.4.1. Dissolution into silicate melts 

Dissolution of TBC-relevant cations and materials was recently investigated by Chellah et al. [63,92] 

and Perrudin et al. [93,94], but with a methodology that arguably precludes fundamental insight. 

Their methodology involved creating powder mixtures of RE oxides and a calcium aluminosilicate, 

fusing the mixtures at the experimental temperature for 2–4 minutes (including two crushing stages), 

then exposing for longer durations (5–90 min). The RE concentration in the melt was measured ~10 

µm away from nucleated phases or intact RE oxide particles. The results clearly show the 

concentration at this single point increases with time towards a plateau, but without a full 

concentration profile the dissolution mechanism cannot be ascertained. In essence, it is unclear if the 

observed increasing concentration was a result of slow detachment, slow diffusion, or both. 

Furthermore, the lengthy fusing duration at the experimental temperature and subsequent crushing 

introduces external disturbance to the dissolution process. The mixed powder nature of the 

experiment also creates issues with the analysis. First, it leaves the concentration in the melt 

susceptible to quench effects, observed throughout the geochemical literature (e.g., Ref. [95]). 

Second, it provides a more complex geometry—the dissolution occurs in 3D and powders are not 

uniformly mixed. Ultimately, the geometry can be useful to qualitatively investigate reactive 

crystallization (e.g., Ref. [10]), but it is inappropriate to understand or quantify kinetic processes. 
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Instead, some insight can be gained from the geochemical community, who have studied mineral 

dissolution into silicate melts and have developed crystal dissolution and diffusion models to quantify 

the processes. Here, simple 1D crystal-melt diffusion couples are set up with semi-infinite geometries. 

Concentration profiles are collected for multiple experimental durations; these enable cation 

diffusivities to be quantified and the dissolution mechanism to be identified. The dissolution of most 

minerals into silicate melts follows Fig. 2.12(a), i.e., the interface melt saturates in ~0.1–100 s and 

dissolution becomes rate-limited by diffusion into the bulk melt following a t1/2 dependence [95–

98]. However, quartz dissolution represents a notable exception to the above; it shows mixed control 

by detachment and diffusion following Fig. 2.12(c) [99]. This is not a result of an enhanced diffusion 

rate (the diffusivity of (SiO4)4- is lower than most other cations [100]). The implication is that atoms 

are detached from the quartz crystal slower than most minerals. 

Minerals with stronger bonds detach, and therefore dissolve, slower. Researchers have successfully 

applied the product of cation and anion charge involved in the actual bond breakage, Z+·Z-, a simple 

metric of bond strength, to predict the dissolution mechanism into water [98]. A similar type of 

dependence is expected to apply during dissolution by silicate melts. For example, the crystal 

structure of olivine, (Mg,Fe)2SiO4, consists of isolated (SiO4)4- anion tetrahedra surrounded by Mg2+ 

and Fe2+ cations; its dissolution into silicate melts can occur primarily via the breaking of Fe-O and 

Mg-O bonds (Z+·Z-=4) rather than Si-O bonds (Z+·Z-=8). The resulting dissolution rate is very fast, 

following Fig. 2.12(a), where the interface melt is estimated to saturate in under 120 s [97]. 

Conversely, Si-O bonds must be broken in the dissolution of quartz—the result is slower dissolution, 

with a mechanism of Fig. 2.12(c) [99]. However, this remains primarily a phenomenological 
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observation; few experiments use the same melt composition, making it difficult to deconvolute the 

effect of the mineral composition alone. 

The melt composition also affects the melt structure, its viscosity, and how quickly it can dissolve 

minerals or barrier coating oxides. In general, dissolution is faster in melts with lower viscosities. For 

most minerals—those with diffusion-limited dissolution mechanisms following Fig. 2.12(a)—this is 

a direct consequence of faster cation diffusion in lower viscosity melts. (These diffusional effects will 

be explored further in a subsequent section.) For minerals totally or initially limited by the rate of 

detachment, i.e., following Fig. 2.12(b,c), the enhanced detachment rates are most likely a result of 

greater site availability in low viscosity melts. The latter contain a significant proportion of non-

bridging oxygens, enabling faster structural rearrangement of the melt to accept atoms when detached 

from the dissolving material. The detachment rate is also affected by the relative activities of 

components in the dissolving material and in the melt. For example, the detachment rate of quartz 

was observed to be heavily dependent on the silica activity of the melt [99]. This effect will likely be 

secondary for most TBCs—ingested siliceous debris will contain trace amounts of elements like Zr 

and rare-earths. Conversely, such an effect would be very important for the dissolution kinetics of 

RE-silicate EBCs. 

2.4.2. Diffusion within silicate melts 

Diffusion within silicate melts has been widely studied in the geological community—including the 

quantification of cations relevant to thermal and environmental barrier coatings—and was most 

recently summarized in 2010 by Zhang et al. [100]. Unfortunately, the available data is rarely 

transferrable to the geometry and conditions of gas turbines [101,102]. The problem of dissolution 
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and diffusion relevant to this dissertation immediately imposes a multicomponent diffusion 

problem. A full description would, therefore, require the full diffusion matrix to be experimentally 

determined, which is complex and expensive—an n component system contains (n-1)2 unknowns to 

solve, requiring at least (n-1) different diffusion couples carefully chosen to probe the appropriate 

unknowns [103]. This has led many to instead quantify an effective binary diffusion coefficient 

(EBDC), which treats the diffusion of component i as that due to only its own concentration 

gradient [101,102,104]. (This assumption represents treating all other components as a single 

component, i.e., all off-diagonal terms in the diffusion matrix are ignored.) The approximation results 

in some sensitivity to the experimental details, like the matrix composition and direction of all 

concentration gradients [101], but these arguably represent a small price especially when the diffusing 

species are not initially present in the melt. The available data helps to identify key trends with respect 

to temperature, diffusing species, and melt composition. 

Within a particular melt, the effect of temperature on diffusivity is the best constrained. The 

relationship is famously described by the Arrhenius equation,j namely: 

𝐷𝐷 = 𝐷𝐷𝑜𝑜 exp �−
𝑄𝑄
𝑅𝑅𝑅𝑅�

 

where Do is a pre-exponential factor representing the jump attempt frequency for a diffusing atom 

(correlated with bond breaking), and Q is the activation energy representing an energy barrier (often 

correlated to melt rearrangement to make room for the diffusing atom) [100,104]. In general, the 

Arrhenius equation accurately fits diffusion data within silicate melts for large temperature ranges, 

                                                             
j Other effects, such as that of pressure and dissolved water content, can also be couched by an Arrhenius 

equation [101] but those are less relevant for this dissertation. 
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indicating no substantial change to the diffusion mechanism with temperature. Non-Arrhenius 

behavior is observed surrounding the glass transition temperature (Tg), but this is expected to be of 

minimal consequence for gas turbine applications—the much lower diffusivities in glasses effectively 

freeze the kinetics at T<Tg. 

A cation’s ionic field strengthk (IFS) is a useful tool to qualitatively predict diffusivity trends of 

multiple cations in a particular melt. A list of IFS for some relevant cations is presented in Table 2.1. 

Cations with larger IFS typically diffuse slower—a rough diffusivity sequence applicable to most 

silicate melts is Zr≈Hf≈Si<RE≈Y<Ca≈Mg [100]. Within this sequence, the RE element 

diffusivities vary by a factor of ~1.6x across the lanthanide row (Y3+ can be placed with Ho3+ as their 

ionic radii are nearly identical); the trend is nicely linear with Eu as the only exception (it can exist in 

a divalent state, greatly decreasing its IFS and increasing its diffusivity). The important implication 

of the diffusivity sequence is that different constituents of a TBC or EBC may diffuse at different 

rates during dissolution, which could either benefit or hurt reactive crystallization depending on the 

active dissolution mechanism. Under a dissolution mechanism such as Fig. 2.12(c), this would cause 

the coating cations to build up at the interface at different rates. For example, Gd2Zr2O7 contains 

equal amounts of Zr4+ and Gd3+, but the latter would build up slower due to its faster diffusivity—

this would delay apatite nucleation, thereby allowing more melt penetration into the TBC. 

Conversely, dissolution in Fig. 2.12(a) is rate-limited purely by diffusion—a faster Gd3+ diffusivity 

affords rapid dissolution and saturation throughout the channel. 

                                                             
k The IFS has been defined multiple ways, but always includes some variant of the cation valence divided 

by its size. This dissertation will use IFS=Z/(Rc+Ra)2, where Z is the charge, Rc and Ra are the cation and 
anion radii, respectively, with the appropriate coordination number [105]. 
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Correlating diffusivities to melt composition is arguably more important but has been much more 

difficult to constrain. Previous attempts at quantitatively predictive models, e.g., Mungall [106], have 

largely failed; while some success is seen in the limit of large diffusivities, the model typically 

underpredicts diffusivities, up to three orders of magnitude. Ultimately, it is not yet clear what 

compositional parameters most impact diffusion within the melt and their mechanism of doing so 

[100]. However, some general trends emerge considering the melt viscosity [100,104]. Small and 

monovalent (or neutral) species diffuse fastest in high viscosity melts; the latter have high ionic 

porosities, allowing the small atoms to readily diffuse between gaps in the silicate melt structure. 

Conversely, large or multivalent cations (those typically relevant to barrier coatings) diffuse fastest in 

low viscosity melts. These have more non-bridging oxygens (are less polymerized) that enable faster 

structural rearrangement; this affords the melt some flexibility to “make room” for the large diffusing 

cations, which would otherwise not fit in the ionic porosity of the silicate structures, and aids in bond 

breaking for multivalent cations [100]. 

For few species, the Eyring equation [107,108], an empirical relationship wherein diffusivity is 

proportional to the inverse melt viscosity, offers a mechanism to predict diffusivity for arbitrary melt 

compositions. Based on reaction rate theory, it can be derived as: 

𝐷𝐷 =
𝑘𝑘𝑘𝑘
𝜂𝜂𝜂𝜂

(2.1) 

where η is the melt viscosity and l represents the diffusion jump distance. The latter is often treated 

as a fitting parameter between experimental measurements of D and η but has been found to correlate 

well with physical length scales, e.g., ionic radii, bond lengths, or polyhedra size. The applicability of 
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the Eyring equation is limited to cases where the mechanism of diffusion is equivalent to that of 

viscous flow—i.e., the breaking of network forming bonds. Therefore, the diffusion of Si4+ and O2- 

are readily predicted by the Eyring equation (in anhydrous meltsl) [100,104]. In addition, the 

diffusivity of Zr4+, a noted network former in most silicate melts [110], has been well fit by the Eyring 

equation by works in the literature [111–113]. Thus, it may be possible to estimate diffusivities of 

barrier oxide cations Zr4+ and Si4+ within an arbitrary melt composition provided the viscosity is 

available or could be accurately estimated with viscosity models. However, the sensitivities of EBDC 

to their experimental conditions means that such correlations would have to be established under the 

dissolution-diffusion conditions. It remains unclear whether the Eyring equation could be used to 

predict the diffusivities of a RE cation, arguably the more important cation in reactive crystallization. 

The RE oxides act as intermediate oxides in aluminosilicate melts [114,115]—whether they serve as 

a network former or modifier depends on the composition of the melt and is not well studied in the 

literature. 

2.5. Thermodynamic considerations 

A full ICME-based assessment of coating degradation requires knowledge of the relevant 

thermodynamics that drive system evolution. This section will first provide background on the key 

reactive crystallization phases for this dissertation. Then, some background will be provided on the 

relevant thermodynamics (focusing on phase diagrams and single equilibrium studies on higher order 

systems) and a computational thermodynamic database. (The latter is the key constituent of the 

                                                             
l Molecular water significantly enhances oxygen diffusion rates in hydrous silicate melts. The diffusion 

mechanism is decoupled from that of viscous flow, and the Eyring equation no longer applies to O2- 
diffusivities [109]. 
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envisioned ICME-based approach, as demonstrated by Summers et al. [77,79] for YDS.) The 

attention will then turn to provide background on some relevant phases for this dissertation.  

2.5.1. Key phases in CMAS-TBC/EBC interactions 

A summary of the relevant phases, their names, and compositions is provided in Table 2.2.  

Apatite 

Apatite is arguably the most important reactive phase in barrier oxide interactions with molten 

silicates. The phase has a nominal composition of Ca2RE8(SiO4)6O2 according to the general formula 

MI
4MII

6(SiO4)6Ox, where MI and MII are cation sites. The crystal structure of apatite, Fig. 2.13(a), is 

hexagonal (space group P63/m) with isolated (SiO4)4- tetrahedra; the two cation channels run along 

the c-axis [116–118]. The four MI sites are nine-fold coordinated, containing Ca2+ and RE3+. The 

additional RE3+ cations occupy the seven-fold coordinated MII sites. This structure, an orthosilicate, 

affords rapid crystallization kinetics due to the isolated (SiO4)4- tetrahedra, which do not require melt 

rearrangement to connect in complicated structures (e.g., rings or sheets). 

In theory, the apatite structure allows a substantial amount of substitution mediated by cation or O- 

anion vacancies, Fig. 2.13(b). The nominal, defect-free, composition, Ca2RE8(SiO4)6O2 with 

Ca:RE≈1/4, can vary from RE9.33(SiO4)6O2 to Ca4RE6(SiO4)6O (0 ≤ Ca:RE ≤ 2/3) by the addition 

of cation or anion vacancies. (Larger Ca:RE ratios are favored for arresting infiltration into TBCs) 

In practice, however, only a small subset of this range appears to be available. Within the pseudo-

ternary (Gd/Y)O1.5-CaO-SiO2 equilibria, most of the RE-rich theoretical stability range is available, 

but less than half the Ca-rich range is available (e.g., Ca2.75RE7.25(SiO4)6O1.875) [119,120]. But the 



 

41 

composition range appears to become even more constrained in higher-order C(MF)AS+TBC 

systems. First, apatite appears to nucleate with the nominal composition regardless of the melt 

composition or the TBC/EBC composition [10,60]. The apatite composition can then evolve in 

longer duration experiments to be Ca-lean (e.g., [121]) or Ca-rich (e.g., [58]); in practice, however, 

these vacancies appear to carry a significant energy penalty with them. For example, equilibrium 

experiments with Si-rich melts and (Y/Gd)O1.5 mixtures formed apatite with the defect free 

composition [58]. Furthermore, CaO-rich apatites typically form from melts during the dissolution 

of a RE-zirconate or hafnate and not from RE disilicates or monosilicates, Fig. 2.13(c); rather than 

incorporating vacancies to maintain charge neutrality, the apatite becomes Ca-rich by equimolar 

substitutions of Ca2+ and (Zr/Hf)4+, up to ~3–7 cation percent [58]. The implication is that anion 

vacancies less favorable than the joint substitution of Ca2+ and Zr4+ in the full CMAS system. In 

practice, apatite formation from a CMAS melt requires a critical CaO concentration in the initial 

deposit to form, consistent with findings in the literature [79,80]. 

Garnet 

Garnet is a RE-based reaction product, which exhibits a large range of solid solubility and is generally 

thermodynamically stable for small RE cations (e.g., Y3+ and Yb3+). Its crystal structure contains three 

cation sites, with stoichiometry of A3B2T3O12, each of which can contain multiple elements 

simultaneously. Generally, the dodecahedral A-site can contain Y3+, Ca2+, Mg2+, and Fe2+; the 

octahedral B-site can contain Mg2+, Fe3+, and Al3+; and the tetrahedral T-site can contain Si4+, Fe3+, 

and Al3+. The critical constraint is that the crystal structure—a cubic orthosilicate—does not readily 

accept oxygen or cation vacancies. The implication is the garnet formula must charge balance, with 
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the sum of cation charge being 24; this constrains the valid substitutions, e.g., incorporation of Ca2+ 

in the A-site requires equimolar Si4+ in the T-site. Full occupation of a single element in a cation site 

defines the “end-member” garnet compositions. The RE end-members, e.g., yttrium aluminum 

garnet (YAG, Y3Al5O12) and yttrium iron garnet (YIG, Y3Fe5O12), are stable at ambient pressures 

[122,123], but the silicate end-members (e.g., grossular, Ca3Al2Si3O12) are unstable. Therefore, Ca2+, 

Mg2+, Fe2+, and Si4+ experience a finite solubility in garnets formed in reactive crystallization between 

RE-containing coatings and CMAS melts. Still, garnet is highly efficient at crystallizing the melt; it 

contains at least 1.67 CMAS cations for each RE cation, which is further enhanced depending on the 

Ca2+, Mg2+, and Si4+ solubilities. (This can be compared to apatite, whose defect-free composition 

captures 1 CMAS cation for each RE cation.) 

Like apatite, garnet formation in practice is sensitive to the barrier coating composition and the 

CMAS composition. First, the coating must contain high enough quantities of RE3+ [58] (although 

the exact amount depends on the solubility of CMAS cations as previously mentioned). For example, 

Gomez Chavez et al. observed garnet formation in CMAS exposures to EB-PVD yttrium zirconate 

coatings containing greater than ~50 YO1.5, but the phase was absent from a coating with ~43% YO1.5 

[124]. Garnet is more frequently observed in CMAS melts with relatively high concentrations of 

Mg2+, Al3+, and Fe3+ [58,80,125,126], with Al3+ and Fe3+ being suggested as key stabilizers [125,127]. 

This sensitivity intuitively makes sense considering Mg2+, Al3+, and Fe3+ are found in relatively few 

reactive crystallization phases compared to Ca2+ and Si4+; for example, melts rich in Ca2+ and Si4+ can 

form apatite, zircon, or Zr/RE-cyclosilicates in addition. Ultimately, the competition between garnet 

formation another reactive or intrinsic phases is poorly understood. Its thermodynamics are 
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complicated by its large solid solubility ranges and the phase does not often appear in academic 

studies. Godbole et al. [127] recently investigated the thermodynamics of YAG-CMAS mixtures 

systematically. The thermodynamics of iron-containing garnets is the subject of Chapter 7—

additional background on the study and on garnet will be discussed therein. 

Cyclosilicates 

The two cyclosilicate phases—Ca2ZrSi4O12
m and Ca3RE2Si6O18 with disparate structures consisting 

of rings of 4 and 3 (SiO4)4- polyhedral, respectively [128,129]—feature similar formation conditions 

and kinetics. Both phases require a significant amount of the relevant coating cation in the dissolving 

oxide; for example, both phases were observed to form in the dissolution of Nd2Zr2O7 but ZrO2–24 

mol% NdO1.5 did not form the Nd-cyclosilicate [92]. Both the Zr- and RE-cyclosilicate are stable at 

1400°C in the CaO-SiO2-(GdO1.5/YO1.5/ZrO2) phase diagrams [119,120,130]; however, the 

addition of alumina appears to significantly destabilize the phase at high temperature. Instead, in the 

higher order coating-C(MF)AS system, cyclosilicates are generally observed at lower temperatures 

(<1250°C), are rarely observed at 1300°C, and appear to be unstable at 1400°C [58,62,63,92–94].  

Both cyclosilicates also show relatively sluggish crystallization kinetics [92–94], presumably due to 

the silicate rings within the crystal structure [128,129]. Small RE cations appear to crystallize RE-

cyclosilicate faster than large RE cations [94]. (Even still, however, the phase is consistently slower 

than apatite. For example, experiments by Perrudin et al. [94] showed crystallization and 

redissolution of a metastable apatite before forming RE-cyclosilicate, despite the latter being the only 

                                                             
m In theory, a Hf-cyclosilicate, Ca2HfSi4O12, should also be stable. The phase has not been observed in the 

barrier coating-CMAS literature to the author’s knowledge. 
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thermodynamically stable reactive phase.) While some experiments indicate Zr-cyclosilicates form 

faster than zircon [92], there is a general paucity of observations of both phases simultaneously. The 

implication is that while cyclosilicates are very effective at crystallizing CaO and SiO2 from the melt, 

they may not form quickly enough to arrest melt penetration in TBCs.  

Zircon 

The most frequently observed Zr-based reactive phase is zircon, nominally ZrSiO4. It is a tetragonal 

orthosilicate, insisting of chains of SiO4 tetrahedra, which share edges with ZrO8 dodecahedra along 

the c-axis [131]. Unlike apatite, the crystal structure does not contain ionic O2- sites (i.e., all oxygen 

is bonded to Zr4+ or Si4+), which largely precludes oxygen vacancies and restricts solid solubility. That 

said, zircon has been observed with small (e.g., 1–3%) REO1.5 concentrations, which are hypothesized 

to be stabilized via oxygen protonation [58,132]. In theory, zircon formation would be good for 

arresting melt penetration—it converts an equimolar amount of melt per mole TBC dissolved and 

leaves almost all the RE available for further apatite formation. In practice, there are four factors with 

zircon that prevent it from effectively mitigating infiltration. First, much of the available Zr4+ is often 

captured by reprecipitated zirconia, reducing the quantity of zircon formed substantially. Second, the 

phase has slow crystallization kinetics (e.g., nucleation has been observed after 30 min in a study by 

Chellah et al. [63,92]). Third, zircon often grows atop the dissolving coating oxides thereby slowing 

dissolution substantially [58,63]. Fourth, its formation is largely dependent on the melt and coating 

composition; the melt must contain enough SiO2, and the movement to RE-rich zirconates (to 

promote apatite formation) further reduces the Zr activity, reducing the driving force for zircon. 
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It is worth noting, however, that a similar crystal hafnon, HfSiO4 can form from hafnia-based 

coatings [133]. The phase is poorly understood in the literature in the context of CMAS-coating 

interaction (e.g., formation conditions, temperature stability, and solubility of other cations). But the 

elevated phase stability of hafnia relative to zirconia [134] enables phase-stable pure hafnia coatings 

and may be of interest for EBC applications. In contrast to TBCs, the dissolution shielding property 

of a hafnon reactive layer would be beneficial for EBCs to limit coating consumption. 

2.5.2. Phase diagrams and higher-order equilibria 

Previous studies have investigated the thermodynamic equilibrium of some systems relevant for this 

dissertation. Pseudo-ternary phase diagrams relevant to molten silicates have been investigated [135–

139]; for example, CaO-AlO1.5-SiO2 [135] and MgO-AlO1.5-SiO2 [136] afford an excellent 

understanding of the melting behavior and the relevant intrinsic phases prior to barrier coating 

dissolution. Further efforts have developed pseudo-ternary phase diagrams that include oxides 

relevant to barrier coatings; diagrams for YO1.5-AlO1.5-SiO2 [122], YO1.5-ZrO2-AlO1.5 [140,141], and 

(Y/Gd)O1.5-ZrO2-SiO2 [142] provide valuable information for coating systems containing YO1.5 and 

ZrO2 (e.g., 7YSZ TBCs) and help to constrain the phase equilibria between important Y-aluminate, 

Y-silicate, and Zr-silicate phases. Likewise, (Y/Gd)O1.5-CaO-SiO2 [119,120] phase equilibria 

provides important information on the apatite phase and its solid solution range.  

To supplement the fundamental knowledge afforded by pseudo-ternary phase diagrams, Poerschke 

et al. [58] investigated the thermodynamics of select higher-order quinary/senary mixtures of 

relevant TBC oxides (ZrO2, 7YSZ, Gd2Zr2O7, Y4Zr3O12, YO1.5, and GdO1.5) with four C(M)AS 

melts with varying Ca:Si ratios. The study indicated the thermodynamics of reactive crystallization 
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are strongly influenced by the Ca:Si ratio of the melt, the RE:Zr ratio of the coating oxide, and the 

identity of the RE (i.e., Y3+ or Gd3+). Apatite and zircon were the primary reactive crystallization 

products, especially for Gd3+-containing samples. Y3+ was present in higher quantities in the 

reprecipitated phase, generally reducing its availability for reactive phases. In addition, Y3+ was more 

likely to partition into other Y-based reactive phases like yttrium disilicate, garnet, and 

silicocarnotite. 

The utility of such pseudo-ternary phase diagrams and equilibrium experiments lies in the 

computational thermodynamic databases that can be constructed and optimized from them. A well-

calibrated and diverse database can predict the thermodynamic response of higher order TBC/EBC-

CMAS reactions where the composition space becomes prohibitively large to probe experimentally. 

The Thermo-Calc Software Metal Oxide Solutions Database (TCOX) [50] represents the state-of-

the-art here; it contains thermodynamic descriptions for CMAS with additions of Zr4+, Y3+, and 

Gd3+.n Phase equilibria with are generally well predicted by the database, particularly with respect to 

apatite formation. However, many improvements are desirable. First, the lack of additional RE oxides 

precludes computational investigations into other candidate coating compositions—a critical 

exclusion. The RE species has a large impact on which reactive phases form and their quantities 

[58,143]. These differences can be phenomenologically captured using Gd3+ and Y3+ representing 

small and large cations, respectively, but they will not accurately predict phase fractions or 

compositions for other RE. A second improvement would be the inclusion of Hf4+ to the database. 

                                                             
n La3+ is partially described but primarily in the context of other barrier oxides (e.g., La-Gd-Y-Zr-O) such 

that La-derived reactive phases are poorly estimated. 
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Hafnia-based coatings have been of increasing interest as the cation shares many properties with Zr4+ 

but is phase stable to higher temperatures [144]. Third, the database does not properly represent Y-

based garnets (e.g., garnet formation from YMS dissolution [80]), despite the well-studied nature of 

Y3+ in the database. As garnet competes for similar melt cations as apatite (i.e., Y3+, Ca2+, and Si4+), it 

is critical that this phase is accurately modeled in the database. 

2.6. Problem statement and scope of research 

This dissertation will address two critical gaps for implementing the ICME-based approach to 

coating design described in Fig. 2.11. First, little is known about the kinetics of barrier coating-melt 

interactions, particularly quantitatively, which is important to understand in the context of TBCs. 

The work that follows will leverage semi-infinite, 1-D diffusion couples. These identify the active 

dissolution mechanisms and enable quantification of the barrier oxide dissolution rate into the melt 

and the cation diffusion rates therein via fitting measured concentration profiles to dissolution and 

diffusion models. The early stages of reactive crystallization will also be investigated and compared to 

the expected equilibrium pathways to develop a better understanding of the reactive phases, which 

are susceptible to kinetic suppression. Electron microscopy techniques serve as the primary tool—

microstructural evolution is studied using SEM and TEM, while quantitative chemical analysis is 

obtained with an electron microprobe (EPMA) equipped with wavelength-dispersive X-ray 

spectroscopy. Finite element models will be leveraged to provide context to the obtained kinetic data; 

namely how dissolution and diffusion manifest on coating-relevant length scales and how these 

processes compete with the rate of melt infiltration. 
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Second, yttrium-based garnets are poorly modeled in the current thermodynamic databases due to a 

dearth of systematic studies into their stability within CMAS melts. The core issue is a consequence 

of garnet’s large solid solubility, which remains poorly defined. To address this gap, multiple samples 

in the Y-CMAS system will be synthesized and homogenized at 1400 °C; specifically, bulk sample 

compositions were chosen to assess the extent of Ca2+, Mg2+, Fe2+, and Si4+ solubility and site 

partitioning preferences. The study leverages SEM, XRD, and EPMA for phase identification and 

chemical analysis of all phases (with particular focus on garnet). 
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2.7. Figures and tables 

 
Fig. 2.1: Simplified schematic of a turbofan, a type of gas turbine engine. Air entering the engine core is first 
compressed, then ignited in the combustion chamber, before flowing through the turbine section. The latter 
drives the necessary rotation for the fan and the compressor stages. Schematic adapted from K. Aainsqatsi 
under the Creative Commons Attribution 2.5 Generic [145].  
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Fig. 2.2: Continued materials and processing developments have improved the temperature capability of 
superalloys (grey) and thermal barrier coatings (TBCs, green) over decades. The addition of film cooling 
enabled a further increase to the gas temperatures (red), which now exceed the temperature capabilities of the 
components. Further temperature increases could be realized by the implementation of Ceramic Matrix 
Composites (CMCs, blue) and their protective environmental barrier coatings (EBCs). Figure adapted from 
[7] 
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Fig. 2.3: Representative schematics showing the components of thermal barrier coatings (TBCs, left) and 
environmental barrier coatings (EBCs, right). Both coating architectures employ a metallic bondcoat, which 
provides oxidation resistance to the superalloy or SiC/SiC CMC. The TBC ceramic topcoat (e.g., yttria-
stabilized zirconia, YSZ) features a columnar microstructure, providing in-plane compliance to the coating. 
Conversely, the EBC ceramic topcoat (e.g., yttrium disilicate, YDS, and yttrium monosilicate, YMS) must be 
dense to provide a hermetic seal against water vapor attack. Schematics courtesy of David Poerschke and 
William Summers. 
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Fig. 2.4: Representative thermal barrier coating microstructures deposited by (a) air plasma spray (courtesy of 
Erin Donohue) and (b) electron-beam physical vapor deposition (courtesy of Elisa Zaleski). 
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Fig. 2.5: Zr-rich portion of the ZrO2-YO1.5 pseudo-binary phase diagram, including T0 curves for the 
monoclinic-tetragonal transformation and the tetragonal-cubic transformation. Most YSZ-based TBCs use 
the t’ composition, with ~7–8% YO1.5. Because the composition stays between the two T0 curves throughout 
the entire operational temperature range, it is non-transformable on cooling. Figure reproduced from [16], 
with permission. 
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Fig. 2.6: The composition of siliceous debris shows significant variability within and between classes, shown 
above for the major constituents SiO2, CaO, AlO1.5, MgO, and FeOx. The composition of engine deposits 
(measured ex-situ from flight hardware) are also shown, along with model compositions used to study silicate 
debris induced degradation. Figure from Levi et al. [11], with permission. 
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Fig. 2.7: Calculated liquidous projections (a,b) for the CaO-AlO1.5-SiO2 pseudo-ternary system [51,52]. Light-
shaded and dark-shaded regions denote portions of the phase diagram that are partially molten or fully molten, 
respectively, at (a) 1300 °C and (b) 1500 °C. The calculated liquid viscosity [87] is shown throughout 
composition space in the insets. The liquid phase field evolves upon small additions of iron and/or magnesium 
oxides (c), which generally decrease the melt viscosity. The results indicate that a significant portion of ingested 
siliceous debris will be at least partially molten at 1300 °C and that the problem of molten silicate degradation 
will be largely unavoidable by 1500 °C. Figure from Poerschke et al. [10], with permission. 
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Fig. 2.8: Calculated elastic energy release rate (G) for melt-infiltrated thermal barrier coatings (TBCs). 
Isothermal conditions (unrealistic in-engine but often used experimentally) are more damaging than the 
equivalent penetration depth under a thermal gradient. Importantly, G scales non-linearly with the 
penetration depth. Figure adapted from [10]. 
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Fig. 2.9: Example of reactive crystallization in an Gd2Zr2O7 EB-PVD coating exposed to an initially 
amorphous C33M9A13S45 composition heated to 1150 °C for (a) 10 s, (b) 20 s, and (c)30 s and subsequently 
quenched. Fluorite reprecipitates (b) first, which is followed by apatite shortly after (c). Images in (d,e) 
represent initially crystalline C33M9A13S45 heated to (d) ~1250 °C for 4 min and (e) 1300 °C for 4 h. Reactive 
crystallization occurs rapidly, acting to seal the intercolumnar gaps and prevent further penetration. Figure 
from Levi et al. [31],with permission. 
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Fig. 2.10: In theory, EBCs will be dissolved by CMAS melts until thermodynamic equilibrium is reached or 
either the melt or coating is consumed. More yttrium disilicate (a) must be dissolved to reach equilibrium for 
Ca-rich melts. Conversely, yttrium monosilicate (b) is unstable in contact with silicate melts; the amount of 
coating dissolution necessary to crystallize the initial melt is largely insensitive to the Ca:Si ratio of the latter. 
Experiments (c) on YDS are largely consistent with the expected results from thermodynamics but YMS 
consumption becomes kinetically constrained by the formation of hermetic layers of apatite (d). Figure 
adapted from Summers et al. [79,80], with permission. 
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Fig. 2.11: The envisioned computational framework to assess coating durability includes models for system 
design (green), melt/coating interactions (blue), and the subsequent thermomechanical response (orange). 
Multiple components of this integrated model have been developed (e.g., models for coating properties, melt 
viscosity, and thermomechanics). However, some components (e.g., thermodynamic models) need further 
work to improve accuracy, whereas other components (e.g., kinetic models) are altogether absent. Figure from 
Poerschke et al. [10], with permission. 
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Fig. 2.12: Crystal dissolution and diffusion can occur by one of three mechanisms depending on the relative 
rate of interface detachment (uo) and diffusion (D). (a) Rapid interface saturation occurs when uo >> D and 
concentration profiles in the melt are captured by standard Fickian diffusion; dissolution in this regime is rate-
limited by diffusion away from the crystal-melt interface. (b) Conversely, flat concentration profiles in the 
melt are obtained in uo << D; the crystal dissolution rate in this regime decreases as the concentration 
approaches saturation. (c) If neither process dominates (i.e., if uo ≈ D) concentration gradients occur in the 
melt with the concentration at the crystal-melt interface approaching saturation with time; the time-varying 
dissolution rate in this regime depends on both uo and D. 
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Fig. 2.13: The crystal structure of apatite (a) features two cation sites, MI and MII, with substitution allowed 
in the MI site. This solid solubility observed in ternary CaO-REO1.5-SiO2 systems (b) is stabilized with cation 
or anion vacancies in the apatite structure, but the theoretical stability range is not stable in practice. In higher-
order systems (those relevant to CMAS-coating interactions) the stability of vacancies appears to be further 
reduced such that apatite with the defect-free composition is strongly favored. However, substitution (c) of 
CaO for REO1.5 can occur with concomitant substitution of ZrO2 or HfO2 to charge balance. Figure adapted 
from Poerschke et al [10], with permission. 
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Table 2.1: Ionic field strength of relevant cations in silicate melts. Calculated using IFS≡Z/(rc+ra)2 where Z is 
the cation charge, rc is the cation radius, and ra is the radius of O2- (1.4 Å). 

Cation 
Assumed 
Coordination 
Number 

Radius 
(Å) 
[146] 

Ionic Field 
Strength 

Ca2+ 6 1.0 0.35 

Mg2+ 6 0.72 0.44 

Al3+ 4 0.39 0.94 

Si4+ 4 0.26 1.45 

Zr4+ 6 0.72 0.89 

Hf4+ 6 0.71 0.90 

Y3+ 6 0.90 0.57 

Gd3+ 6 0.94 0.55 
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Table 2.2: A summary of relevant phases, organized by category, including their abbreviation used throughout 
the dissertation and a representative formula. 

Type Phase Name Abbreviation Nominal Formula* 

Reactive  
Crystallization 

Apatite Ap (Ca,RE)4(RE,M)6(SiO4)6O2 

Garnet G (RE,Ca,Mg,Fe2+)3(Mg,Al,Fe3+)2(Si,Al,Fe3+)3O12 

M-Cyclosilicate M-Cy Ca2MSi4O12 

RE-Cyclosilicate RE-Cy Ca3RE2Si6O18 

Zircon/Hafnon ZS/HS MSiO4 

Silicocarnotite SC Ca3RE2Si3O12 

Reprecipitation 

Monoclinic m (M,RE,Ca)O1.x 

Tetragonal t (M,RE,Ca)O1.x 

Cubic (Fluorite) c/F (M,RE,Ca)O1.x 

Intrinsic  
Crystallization 

Spinel Sp (Mg,Fe2+)(Al,Fe3+)O7 

Olivine Ol (Mg,Fe2+)2SiO4 

Anorthite An CaAl2Si2O8 

Melilite Mel Ca2(Al,Mg)(Al,Si)SiO7 

* RE = Rare-earth (e.g., Y3+, Gd3+, etc.). M = Zr4+, Hf4+ 
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CHAPTER 3. EXPERIMENTAL METHODS 

The overarching goal of this research—to quantify the kinetics of barrier oxide (BO) interactions 

with molten silicates and investigate the development of new crystalline phases—demands a 

simplified experimental geometry from which the requisite information can be obtained. Actual 

thermal or environmental barrier coatings feature complex geometries and engineered (TBCs) or 

unintended (EBCs) porosity. To avoid these complications dense bodies of thermal or 

environmental barrier oxides (hereafter barrier oxides, BOs) suitable to study in a 1D, semi-infinite 

diffusion couple geometry shown schematically in Fig. 3.1, were acquired or produced. This chapter 

will discuss (i) the relevant materials studied and their production; (ii) the 1D diffusion couple 

geometry leveraged for all experiments and the relevant furnace procedures; (iii) the characterization 

of the diffusion couples; (iv) the quantification of the ensuing concentration profiles in the melt, 

which afforded the determination of dissolution rates of the BOs into the molten silicates and the 

diffusion rate of the relevant species therein. 

3.1 Starting materials  

3.1.1 Barrier oxides 

The experimental geometry, shown in Fig. 3.1, required dense pieces of BO approximately 2.8 mm x 

2.8 mm squares, which were produced following the methodology summarized in Fig. 3.2. In all cases, 

the desired square pieces were cut from larger plates or cylindrical pellets using a high-speed diamond 

blade saw. Representative micrographs of the starting polycrystalline BOs are shown in Fig. 3.3. 
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Samples of yttria-stabilized zirconia (YSZ) were procured from external sources. Polycrystalline YSZ 

(hereafter 7YSZ) was obtained as ribbons approximately 100 mm x 13 mm x 1.5 mm in size (Ceramic 

Technologies Inc., Houston, TX). The ribbons were dense, featuring <2% porosity (Fig. 3.3b), and 

had a bulk yttria content of 6.8 mol% YO1.5
a measured by standardized EPMA. Further analysis of 

the microstructure showed some inhomogeneity in the chemical composition, which were related to 

a small content of cubic phase with higher YO1.5 content than the average. The bulk of the 7YSZ 

consisted of tetragonal grains with 5–6% YO1.5. While the tetragonal phase does not transform upon 

cooling from thermal excursions as high as 1400°C, it readily undergoes substantial transformation 

to the monoclinic form when the ribbons are crushed and ground; concomitantly, a minute amount 

of monoclinic phase was detected by XRD and attributed to surface transformation upon polishing 

after sintering. This has important implications for the evolution of the interaction zone, which will 

be discussed further in Chapter 5. Single crystalline YSZ (containing ~20% YO1.5, hereafter 20YSZ) 

was obtained as plates approximately 10 mm x 10 mm x 0.5 mm in size and oriented along the 100 

direction (MTI Corp, Richmond, CA). The 20YSZ was single phase cubic and effectively free of any 

porosity. In addition, some experiments were carried out on single crystalline Gd2Zr2O7, which was 

grown using the floating zone technique by researchers at the University of Warwick, UK [147]. 

In all other cases, the desired BOs could not be externally sourced as dense plates and dense pellets 

were produced internally following Fig. 3.2. Powders of the relevant oxides were either purchased or 

produced by reverse co-precipitation. Powders were typically ball milled in a liquid medium to break 

agglomerates and to reduce the powder size for enhanced sintering kinetics. A planetary ball mill 

                                                             
a  Unless otherwise mentioned, compositions are provided in units of single cation mole percent. 
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(Across International PQ-N04, Livingston, NJ) was used with YSZ jars and spherical YSZ milling 

media (1 mm diameter). A powder-to-media mass ratio of 1:9 was used together with a 1:2 powder-

to-liquid (200 proof ethanol) mass ratio. Milling times were typically 1–4 hours at 350 RPM. After 

milling, the media was quickly separated from the product using a coarse sieve and added back to the 

jar for a 30-minute cleaning stage, which substantially increased the yield of the fine powder. The 

final product dried overnight and was ground with a mortar and pestle prior to uniaxial pressing. 

This milling procedure produced a submicron powder, which was found to be critical to enable 

densification of the rare-earth zirconates (e.g., Gd2Zr2O7). 

Green pellets were produced by uniaxial pressing using dies with an inner diameter of either 6 or 13 

mm (MTI Corp, Richmond, CA) with compaction in a hydraulic press (Carver Inc., Wabash, IN) 

to ~150 MPa. Enough powder was weighed to produce a 1–2 mm thick pellet (at 100% density). 

Polyvinyl alcohol binder (1–2 drops) was mixed into the powder using a mortar and pestle to increase 

the green strength of the pressed pellet. Steric acid dissolved in ethanol was used as a lubricant and 

was applied to the die surfaces prior to powder addition.  

Sintering procedures for the green pellets varied for each barrier oxide and will be briefly discussed in 

subsequent paragraphs. In general, however, green pellets were sintered in box furnaces 

(Lindberg/MPH, Riverside, MI) with a lab air atmosphere. The pellets were placed upon platinum 

foil within a covered alumina crucible. After sintering, all pellets had one surface polished to a ≤1 µm 

finish to ensure the diffusion couple featured a flat geometry, maintaining the 1D assumption. 

Dense compacts of ZrO2, HfO2, and Gd2Zr2O7 (GZO) were produced by uniaxial pressing and 

sintering of externally procured powders. A nominally pure ZrO2 compact was directly produced 



 

 67 

from a fine (<3 µm) powder (99.7% ZrO2, <75 ppm HfO2
b

, Alfa-Aesar, Ward Hill, MA). The 

powder was ground with a mortar and pestle to break soft agglomerates but was not ball milled. The 

pressed pellet was sintered at 1500 °C for 24 h. Because lower sintering temperatures did not achieve 

the appropriate density, the compact went through the tetragonal → monoclinic transformation 

when cooling from 1500 °C, leading to substantial microcracking but with sufficient integrity to be 

tested for its interaction with CMAS. The pellet was ion polished (Leica EM TIC 3X, 8 kV, 3 mA), 

which provided a mostly planar surface (Fig. 3.3a) for CMAS testing. The HfO2 powder (99% 

excluding ZrO2, ZrO2 < 1.5%, Alfa Aesar, Ward Hill, MA) was received with powder particle sizes 

typically <5 µm. The powder compacts were readily sintered to near theoretical density by 24 h at 

1500 °C. However, grain growth during sintering led to microcracking and subsequent grain pullout 

during surface polishing of the sintered pellets (Fig. 3.3d). A gentle polishing technique, starting with 

3 µm colloidal diamond polishing solution, was developed to minimize grain pullout and produce a 

flat surface for the diffusion couple experiments (Fig. 3.3e). The received GZO powder (Praxair 

Surface Technologies, Indianapolis, IN) was a spherical thermal spray powder with an initial 

diameter of ~50 µm. The ball milling procedure, detailed above, proved critical for obtaining high-

density pellets—the experience is that powder of diameter >1 µm will not sufficiently sinter by 

conventional techniques. Pressure-assisted sintering techniques, such as Spark Plasma Sintering 

(SPS) or more appropriately Current-assisted densification (CAD) [148] yielded nominally dense, 

but oxygen-deficient pellets, which, cracked significantly upon reoxidation. However, with 

                                                             
b  Purities for commercially acquired materials are reported by manufacturers in weight percent. 
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sufficiently milled powder, pressureless sintering in air at 1600 °C for 48 h produced dense pellets of 

GZO (Fig. 3.3c).  

A powder with a nominal bulk composition of 7YO1.5–HfO2 (7YSH) was produced using reverse 

co-precipitation following procedures detailed in the literature [149]. Hafnium tetrachloride (99.9% 

excluding ZrO2, ZrO2 <0.5%, Alfa Aesar, Ward Hill, MA) and yttrium nitrate hexahydrate (99.9%, 

Alfa Aesar, Ward Hill, MA) precursors were dissolved in ethanol and the solutions were calibrated 

to determine the relevant yield of oxide per gram of precursor solution. (To reduce the effect of 

absorbed volatiles on weight measurements, all crucibles were heated to 1000 °C, extracted from the 

furnace at ~120 °C, and cooled within an evacuated desiccator prior to weighing.) The appropriate 

amount of precursor solutions was mixed and added dropwise to an ammonium hydroxide bath with 

pH > 10. The product was centrifuged to separate out the desired mixed-hydroxide precipitates, 

which were subsequently washed with ethanol multiple times (with repeated centrifuging to separate 

out the supernatant). After washing, the product was dried and converted to the desired oxide by 

pyrolysis at 1000 °C and 700 °C for 4 h each (two temperatures are used to ensure proper conversion 

of iron-based precursors, if present). The resulting powder ball milled, pressed, and was sintered at 

1500 °C for 24 h. This resulted in a dense, two-phase microstructure (Fig. 3.3f) consisting of 

monoclinic hafnia (containing no detectable yttria) and cubic hafnia (containing ~13% YO1.5). The 

resulting pellet did not show evidence of microcracking, Fig. 3.3(f), unlike pure HfO2, Fig. 3.3(d,e). 
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3.1.2 Calcium-magnesium-alumino-silicates 

The diffusion couples featured one of two model silicate melts: C33M9A13S45 or C24A17S59
c. The 

former (hereafter abbreviated CMAS) is representative of actual engine deposits from operation in 

desert environments, but neglects the Fe and Ni observed in the engine deposits [36]. The latter 

(hereafter abbreviated CAS) is the lowest eutectic of the CaO–AlO1.5–SiO2 ternary system. Some 

relevant properties are summarized in Table 3.1. (The experimental design, Fig. 3.1, precluded using 

Fe-containing silicates—FeOx present in the melt reduces in the presence of graphite, altering the 

melt properties and generating gas that disturbs the melt and precludes diffusion analysis.) The 

chosen silicate compositions have several advantages that motivated their selection. First, both 

compositions are thermodynamically stable as a single-phase liquid at target TBC temperatures 

(≥1300°C)—the absence of solid phases in the melt simplifies the diffusion analysis and 

quantification. Second, these compositions have been widely studied both within and outside of the 

University of California, Santa Barbara—the novel results herein can be compared to a wide body of 

work on or using these melts [63,93,94,150–152], including fundamental melt properties [59,91] 

and thermodynamic equilibrium experiments with some relevant BOs [58]. Third, the compositions 

represent a wide range of relevant melt properties, including the Ca:Si ratio and the melt viscosity. 

Recent evidence has built support for the importance of the melt Ca:Si ratio as the dominating factor 

for BO-melt reactions, e.g., Refs. [10,77,79]. The CMAS and CAS compositions herein span a range 

of Ca:Si of 0.41–0.73, capturing regions where some reactive phases are stable in one melt but not 

                                                             
c  The concentrations of molten silicate constituents are expressed in mole percent of the oxide formulae 

based on a single cation, using the first letter of the oxide, i.e., C=CaO, M=MgO, A=AlO1.5 and 
S=SiO2. 
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the other (e.g., ZrSiO4 is thermodynamically stable in CAS, but not in CMAS [58]). The CMAS and 

CAS melt also differ significantly in their viscosity, Table 3.1, and capture the majority of the range 

of possible melt viscosities (within the constraints of being a single phase liquid and free of iron) 

[10,59]. As the diffusivity of network forming cations (e.g., Zr4+) has been found to be roughly 

inversely proportional to the melt viscosity [104,111–113], the implication is the two melt 

compositions were expected to capture a significant range of the possible diffusion rates. In some 

cases, additional melt compositions were used to probe specific questions, which will be specifically 

addressed as relevant. 

The silicate compositions were produced following previously developed procedures [59]. Briefly, 

crystalline C(M)AS was produced by solid state reaction from the individual oxides (99.95% CaO, 

99.95% MgO, 99.97% Al2O3, 99.99% SiO2; Alfa Aesar, Ward Hill, MA), then melted at 1400°C in 

a graphite crucible in an inert atmosphere, held for 4 hours, and quenched to form a glass. This 

approach ensured homogeneity and consistent, rapid “melting” in the dissolution experiments. The 

glass was crushed down to -200 mesh (<74 µm), which facilitated packing in the crucible assemblage 

shown in Fig. 3.1. The amorphous nature of the C(M)AS was confirmed via X-ray diffraction 

(Panalytical Empyrean, Malvern, UK).  

In some cases, dense glass rods were used in place of powdered glass. The glass rods were produced by 

placing the powdered glass in an appropriately sized graphite crucible for the desired rod dimensions. 

The assemblage was then heated to ~1400°C in a vacuum furnace (which facilitated the removal of 

entrained air, especially for the viscous CAS melt), held for 1 h, then quenched by shutting off the 

hot zone. To help obtain higher quench rates, gettered argon was backfilled into the furnace 
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immediately following the hot zone shutdown. The rods were inspected for any internal 

crystallization or bubbles via optical microscopy, and they were flattened and polished along one end 

for the diffusion couple experiments. 

3.2 Experimental procedure 

Once the amorphous silicate powder was created and the BOs were densified, polished, and cut, the 

materials could be assembled into the graphite crucible depicted in Fig. 3.1. The graphite crucible was 

created from cutting a large plate of graphite (McMaster-Carr, Atlanta, GA) with appropriately 

spaced rows of 4 mm diameter holes milled into the plate. The BO was added followed by the graphite 

tube (Ohio Carbon Blank, Kirtland, OH). The tube constrained the area of contact between the BO 

and the C(M)AS to the top of the BO coupon only, which preserved the 1D nature of the diffusion 

problem. In cases where the tube outer diameter was too small (i.e., the tube was slightly below 

tolerance) graphite paint was used to seal the small gap between the outer tube wall and the inner 

crucible wall. Finally, the silicate glass powder was added slowly and was periodically compacted by 

hand using a small punch. However, short duration experiments (0–2 min) with glass powder 

resulted in significantly cracked glass on quenching, rendering concentration profiles unrecoverable. 

This is attributed to a high density of voids near the BO-melt interface—which coalesced and 

migrated away from the interface in longer duration experiments—and was remedied by using 

fabricated dense glass rods in place of powder for these short duration experiments. In either case, 

sufficient C(M)AS was added to ensure the melt remain semi-infinite throughout the duration of 

the diffusion experiment (typically ~4 mm in length). The location of the BO in the assemblage 

minimized the driving force for melt density-driven convection resulting from the incorporation of 
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heavier cations from the dissolving oxide. Neither the BO or the melt reacted with the graphite—no 

reduction of the BO was observed, and the melt did not wet the graphite. 

The crucible-sample assemblages were heated by insertion into a pre-heated tube furnace utilizing a 

high-purity alumina tube (Coorstek, Golden, CO). One end of the tube was left open to allow for 

rapid insertion and extraction of the sample while the other was sealed. Gettered Ar (with measured 

oxygen concentration <1 ppb) was flowed at 1 l/min through the furnace to minimize oxidation of 

the graphite. Care was exercised to minimize temperature gradients in the hot zone and to ensure the 

thermal excursions experienced by multiple samples were reproducible. The protocol was designed 

to maximize the heating and cooling rates of the sample. The time necessary for the samples to reach 

thermal equilibrium upon insertion into the hot zone was minimized by first preheating the samples 

for 60 s at 800 °C.  The actual temperature reached in this time remained below the C(M)AS glass 

transition temperature (Table 3.1) and therefore was not expected to induce any dissolution or 

diffusion. After preheating, the sample was rapidly inserted into the hot zone of the furnace, held for 

the desired exposure time, and then rapidly extracted and quenched in flowing air. 

Multiple experimental temperatures and durations were studied to yield a systematic understanding 

of BO-melt kinetics. The plurality of experiments was carried out at 1300 °C, but temperatures of 

1200, 1300, 1350, and 1400 °C were studied. Experimental duration ranged from 1–240 min. The 

shorter exposures (1–10 min) were typically used in the quantification of the dissolution and 

diffusion rates. Longer duration experiments provided insight about the evolving microstructure of 

the dissolution front and, in some cases, the formation of crystalline products, including reactive 

crystallization phases. 
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3.3 Characterization 

Sample assemblages, after heat treatment, were mounted in epoxy (Allied High Tech Products Inc., 

Rancho Dominguez, CA) and cross-sectioned using a low-speed diamond saw. Excess graphite was 

removed (e.g., from the glass-free region of the tube) and multiple cross-sections were mounted in 1” 

diameter epoxy discs. The samples were polished following standard metallographic techniques, 

down to 0.25 µm finish with colloidal diamond (Allied High Tech Products, Inc., Rancho 

Dominguez, CA). The polished epoxy discs were coated either with gold-palladium (for scanning or 

transmission electron microscopy) or with carbon (for electron probe microanalysis). Thin lamellas 

for transmission electron microscopy (TEM) were produced using focused ion beams (FIB, Helios 

600, FEI, Hillsboro, OR) from appropriate regions of the polished samples. 

The samples’ microstructural evolution at the BO-melt interface were primarily characterized by 

scanning electron microscopy (SEM) using a FEI XL-30, FEI Nova NanoSEM 650, and Thermo 

Fisher Apreo C (FEI: Hillsboro, OR; Thermo Fisher: Waltham, MA) with secondary electron (SE) 

and backscattered electron (BSE) imaging. High spatial resolution microstructural and phase analysis 

was carried out using transmission electron microscopy (TEM) in a FEI Tecnai G2 Sphera (200 kV) 

or Scanning TEM (STEM) in a Thermo Fisher Talos G2 (200 kV), equipped with ChemiSTEM 

electron dispersive x-ray spectroscopy (EDS). While phase identification was aided using semi-

quantitative chemical analysis via EDS in the both SEM (SEM-EDS) and in the TEM (TEM-EDS), 

reported phase constitutions were determined using standardized wavelength dispersive 

spectroscopy (WDS) in an electron microprobe (EPMA, Cameca SX-100) whenever features were 

large enough (typically >1 µm). 
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The rate of BO dissolution into the melt and the diffusivity of cations therein was quantified by 

collecting concentration profiles within the melt. The method is depicted schematically in Fig. 3.4. 

The composition of the polished cross sections (Fig. 3.4a) were determined by EPMA and WDS. 

This technique shares the spatial resolution limitations of SEM-EDS but can be automated, has 

significantly higher energy resolution, and is standardized to several in-house standards for BO-

silicate interactions. Multiple (2–4) line scans (each consisting of dozens of spot scans) running 

perpendicular to the BO-melt interface were collected for each sample (Fig. 3.4b)—cross comparison 

between these scans ensured that the sample was free of melt convection [95]. Counting times for 

BO constituents (e.g., Zr4+, Y3+, Gd3+, etc.), Ca, and Si were 50 s on-peak and off-peak. Al and Mg 

were combined on the same detector with 20 s on-peak and off-peak. The WDS analyzing crystals 

used were LTAP for Al and Mg, LPET for Zr, Y, and Ca, and TAP for Si [153]. Line scans were 

typically collected at 15 kV and 10 nA. Typical spot sizes were 2 µm, except for samples with small 

diffusion distances where a 1 µm beam was used.  

3.4 Quantification 

The measured concentration profiles (e.g., Fig. 3.4c for 7YSZ dissolution) could be fit to oxide 

dissolution and diffusion models developed in the geochemical literature [96,97]. Spatially- and 

temporally evolving concentration profiles within the melt can be described using the following 

expression: 

𝜕𝜕𝐶𝐶𝑖𝑖
𝜕𝜕𝜕𝜕

= 𝐷𝐷𝑖𝑖 �
𝜕𝜕2𝐶𝐶𝑖𝑖
𝜕𝜕𝑥𝑥2

� − 𝑢𝑢(𝑡𝑡) �
𝜕𝜕𝐶𝐶𝑖𝑖
𝜕𝜕𝜕𝜕 �

(3.1) 
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wherein x is the distance from the crystal-melt interface, t is the exposure time, Ci is the concentration 

of component i in the melt, Di is an appropriate diffusion coefficient

𝑡𝑡 𝑡𝑡

d for component i, and u(t) is 

the time-dependent rate of melt growth, related to the solid oxide dissolution rate by the relative 

densities of melt and oxide, i.e. uox(t) ≡ u(t) (ρm/ρox) [97,154]. The temporal dependence of the melt 

growth rate can be written as 

𝑢𝑢( ) = 𝑢𝑢𝑜𝑜�𝐶𝐶𝑖𝑖,sat − 𝐶𝐶𝑖𝑖(0, )� (3.2) 

where uo = u(t = 0) is an initial melt growth rate (proportional to the initial solid oxide dissolution 

rate) and Ci (0,t) is the concentration of component i at the oxide-melt interface, which evolves over 

time towards a saturation value, Ci,sat , the asymptotic value of Ci(0,t) at long times. This assumption 

is further discussed below. The dependence of u(t) on Ci(0,t) means that the solid oxide dissolution 

rate depends on both the intrinsic rate that atoms can be detached from the solid oxide and subsumed 

into the melt (an initial dissolution rate, which scales with uo) and the diffusive flux away—the 

balance of uo and Di controls how Ci(0,t) evolves with time and therefore the time dependent 

dissolution rate. 

                                                             
d  In this case, the diffusivity in Equations (1) and (3) is an effective binary diffusion coefficient, (EBDC) 

[101,102] representing the transport of component i in a constant background of all other melt 
components combined, i.e., all cross terms in the diffusion matrix are ignored. This approximation 
makes quantification of the diffusivity possible without the time-intensive process of determining a 
diffusion matrix for a 5–6 component melt and is commonly applied in multicomponent systems. 
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Given that none of the BO components are present in the melt at the start of the experiment, 

Ci(x,0) = 0. The boundary conditions are (i) a semi-infinite body along the diffusion direction, i.e. 

C(∞,t) = 0, and (ii) a mass balance at the oxide-melt interface given by 

𝐷𝐷𝑖𝑖 �
𝜕𝜕𝐶𝐶𝑖𝑖(0, 𝑡𝑡)
𝜕𝜕𝜕𝜕 � = 𝑢𝑢(𝑡𝑡)�𝐶𝐶𝑖𝑖(0, 𝑡𝑡) − 𝐶𝐶𝑖𝑖,𝑜𝑜𝑜𝑜� (3.3) 

where Ci,ox represents the concentration of component i in the dissolving oxide. 

The parameters in Equations (1–3) were fit to experimental concentration profiles using an explicit 

finite difference method with second-order central difference approximations. The Python package 

LMFIT was used for the minimization of the error in the fitting [155]. A one-minute time correction 

was applied to the prescribed exposure period to account for the thermal lag during heating and any 

transient dissolution and diffusion that occurs during heating. The correction factor was determined 

using exposed-wire fast-response, type K thermocouples, which were directly embedded into the 

CMAS during multiple calibration runs at different temperatures. The one-minute correction was 

found to apply to all experiments because, while the dissolution rates may be higher at the higher 

temperatures, the heating times are shorter because samples are introduced into a hotter furnace. 

Confidence on this approach is reflected in the consistency of the determined diffusivities with 

experimental duration (Chapter 4, e.g., Table 4.1). The approximate dissolution distance, L, of the 

7YSZ was calculated at any exposure time by using the dissolution and diffusion parameters obtained 

from Equations (1–3) to determine uox(t), then integrating over time.  

Two parameters in Equations (1–3) must be known to fit for the diffusivity (Di) and the initial melt 

growth rate (uo): the composition of the dissolving oxide and the saturation concentration of the 
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dissolving species. The solid oxide composition was determined by averaging multiple spot scan 

analyses in EPMA and was insensitive to experimental duration. The saturation concentration in the 

melt was obtained by fitting the interface concentration of the principal BO species

𝑡𝑡 𝑡𝑡

e (e.g., Zr for 

7YSZ) as a function of time to a simple exponential rise function,  

𝐶𝐶𝑖𝑖(0, ) = 𝐶𝐶𝑖𝑖,𝑠𝑠𝑠𝑠𝑠𝑠[1 − exp(−𝑎𝑎 )] (3.4) 

where the saturation concentration is given by Ci,sat and a is a rate constant. This phenomenological 

description provides an un-biased estimation of the saturation concentration. In the case of 

multicomponent BOs, the concentration of the non-principal species (e.g., Y for 7YSZ) at the 

interface continues to increase after saturation of the principal species, but no longer at the rate 

shown in Equation 4. In some cases, the minor component continued to increase throughout all 

experimental durations studied (up to 240 min). Fortunately, the initial dissolution rate for the BO 

applies to all constituents—the diffusivity of the minor component was found by fitting equations 

1–3 with a fixed uo resolved from fitting the principal component concentration profiles. 

  

                                                             
e  The principal species of a multi-component oxide is assumed to be the equilibrium determining species 

for the dissolution process [97], i.e., its approach towards saturation is expected to be primarily 
responsible for changing the dissolution rate vis-à-vis Equation 3.2. 
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3.5 Figures and tables 

 
Fig. 3.1: Schematic of the experimental assemblage. The BO-C(M)AS diffusion couple is contained within a 
graphite crucible. A graphite tube prevents the C(M)AS from running over the side of the square BO and 
maintains the 1D nature of the diffusion couple. The graphite tube, C(M)AS, and BO inner assemblage is 
readily removed from the outer crucible for sample preparation.  
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Fig. 3.2: Flow chart of the experiment techniques used to produce dense barrier oxides. Starting points are 
represented by rounded rectangles. 
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Fig. 3.3: Representative micrographs of the pristine barrier oxides investigated, including (a) ZrO2, (b) 7YSZ, 
(c) Gd2Zr2O7, (d,e) HfO2, and (f) HfO2–7YO1.5. The rare earth free oxides (a,d,e) required special polishing 
treatments to ensure a planar front for the dissolution and diffusion experiments. The ZrO2 was ion-polished 
to produce a principally planar front (a). The HfO2 microcracked, which resulted in grain pullout (d) if 
polished too aggressively; the latter was minimized (e) by a gentle polishing procedure starting with 3 µm 
diamond polishing fluid. Adding 7% YO1.5 to the HfO2 (f) resulted in a secondary cubic phase (darker 
contrast) with ~13% YO1.5 and prevented microcracking. 
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Fig. 3.4: Polished diffusion couple cross-sections (a) were analyzed with electron probe microanalysis to 
quantify the dissolution and diffusion kinetics. Multiple line scans (b) were collected from the BO-C(M)AS 
interface and superimposed to ensure the sample was free of convection. An example concentration profile 
from the dissolution of 7YSZ is shown in (c).  
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Table 3.1: A summary of some relevant properties for silicate glasses used in this investigation. Melting 
behavior and viscosities are pertinent to Chapter 4 and Chapter 6. 

 CMAS CAS 

Composition* C33M9A13S45 C24A17S59 

Liquidous Temperature (°C) 
[59,135] 

~1270 ~1170 

Tg (°C) [59] 764 802 

η1300, G (Pa∙s)† 5.2 1700 

η1300, FS (Pa∙s)‡ 3.1 110 

η1350, G (Pa∙s) 2.8 740 

η1350, FS (Pa∙s) 2.1 62 

η1400, G (Pa∙s) 1.5 330 

η1400, FS (Pa∙s) 1.4 36 

NBO/T ** 1.22 0.41 

* Composition reported in single cation mole percent, i.e., C=CaO, M=MgO, A=AO1.5, S=SiO2 
† Viscosity calculated using the Giordano model [87]. 
‡ Viscosity calculated using the FactSage model [51]. Note the variance between the FactSage and Giordano models 

for the CAS melt. 
** Non-bridging oxygens per tetrahedra, a measure of melt network connectivity. The calculation assumes all AlO1.5 

acts as a network former.  
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CHAPTER 4. CHARACTERIZING DISSOLUTION AND DIFFUSION KINETICS 

As elaborated in the background, the rate of melt saturation directly limits the nucleation and growth 

rate of reactive crystallization phases and is therefore of critical importance to understand. Two 

processes affect melt saturation: the dissolution of barrier oxides (BOs) into the melt and the 

diffusion of those cations throughout the melt. Therefore, quantitative characterization of the 

dissolution and diffusion kinetics enables a deeper understanding of melt saturation, which then 

affords an assessment of the conditions needed for crystallization. This chapter quantifies the 

dissolution and diffusion process for three barrier oxides: 7YSZ, HfO2, and Gd2Zr2O7 (GZO). The 

results will be discussed regarding the active dissolution mechanism, the fitting methodology and 

sensitivities therein, the observed trends in the quantified dissolution and diffusion kinetics, and 

some broader takeaways for TBC/EBC experiments with molten silicates overall.  

It is important to note that quantifying the dissolution kinetics required capturing the system before 

any crystallization (either reactive or recrystallization) occurred. The fitting method used, Equation 

3.1 to 3.3, considers the only flux of BO constituents into the interface melt to be from dissolution 

of the pristine oxide while the only flux within the melt is via diffusion—the balance of these two 

processes is readily determined by experimental measurables. Crystallization, however, provides 

another mechanism for BO material leaving the melt, which upsets the balance of Equations 3.1 to 

3.3. In theory a system with active crystallization is still tractable, but it is practically much more 

complex, requiring a spatiotemporal understanding of the crystallized phase(s) composition, size, 

geometry, redissolution, etc. The rapid crystallization of GZO precludes a rigorous quantification of 
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this dissolution rate by the current methodology—the pertinent dissolution rate will instead be 

estimated for comparison to 7YSZ and HfO2. 

4.1. Results 

A representative group of micrographs for quantified experiments is shown in Fig. 4.1. Short 

duration experiments (<10 min) for 7YSZ and HfO2 showed no evidence of crystallization—these 

experiments are readily quantified and will therefore be discussed within this chapter. Experiments 

on GZO, however, showed rapid and extensive crystallization (discussed further in Chapter 5) for all 

conditions, even those at the limits of the experimental design. In this case, a direct measurement of 

the dissolution rate was not possible; only the diffusion rate was quantified for GZO.  

4.1.1. Concentration profiles from 7YSZ dissolution 

Concentration profiles, obtained from the dissolution of 7YSZ, are  the main result and are shown 

in Fig. 4.2 for CMAS and Fig. 4.3 for CAS for each experimental temperature of (a,b) 1300 °C, (d,e) 

1350 °C, or (g,h) 1400 °C. (Note that the profiles are plotted from a common origin at the interface, 

but the interface is receding over time. However, the recession is small compared with the scale of the 

distribution.) Concentration profiles of ZrO2 and YO1.5 after 10 min of exposure, shortly after melt 

saturation occurred, for all melt composition and temperature combination are compared in Fig. 4.4. 

The abscissae in Fig. 4.4 are normalized by the square root of the hold time to facilitate comparison 

between different exposure times. The results show a monotonic decrease in the yttria and zirconia 

and by extension an increase in C(M)AS concentration away from the interface, i.e., the results were 

convection-free. The ZrO2 concentration in the melt was significantly higher than that of YO1.5, as 

expected from the composition of the dissolving 7YSZ. 
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The salient finding is that the concentration of both Zr4+ and Y3+ at the YSZ-melt interface increases 

with time towards a saturation value, Fig. 4.2(c,f,i) and Fig. 4.3(c,f,i). The Zr4+ evolution can be 

empirically fit to Equation 3.4 to determine the “saturation level”, which was in the range 3–4 mole% 

for both CMAS and CAS and was reached after 5–6 min for CMAS and 4–6 min for CAS. 

Conversely, the interfacial yttria concentration kept increasing up to 240 min, the maximum 

exposure time studied. The implication is that the excess ZrO2 associated with this continued 

dissolution of YO1.5 is removed by reprecipitation of the Y-depleted tetragonal YSZ after ~10 min. 

This suggests that zirconia is the local equilibrium-determining species [97] for the dissolution of 

7YSZ. 

No evidence of the "uphill diffusion" behavior, often reported in the geological literature e.g., [101], 

was observed in the concentration profiles. The melt constituents show concentration profiles 

varying only due to dilution—the inference is that the diffusion of yttria and zirconia is largely 

decoupled from that of the C(M)AS components. In some cases, however, a small dip in the Y3+ and 

Zr4+ concentrations were observed near the dissolving 7YSZ-melt interface. This is attributed to the 

re-growth of interfacial grains during cooling as the melt boundary layer becomes supersaturated with 

the YSZ constituents [95]. This phenomenon was most evident for zirconia at longer times, after 

saturation of the interfacial melt and reprecipitation of zirconia had started. Data points near the 

interface showing these effects were not included in the quantification of the concentration profiles 

or in determining the crystal-melt interface concentration. These were instead estimated by 

extrapolating the concentration profiles to the crystal-melt interface. 
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The concentration profiles were well fit to the dissolution and diffusion model described in Chapter 

3, which fully captures the dissolution and diffusion processing and the resulting time-dependent 

concentration at the BO-melt interface. Table 4.1 lists the experimental parameters for each 7YSZ 

diffusion couple, the values for D and uo estimated by fitting the data to Equations (3.1 to 3.3), and 

the calculated dissolution distances after 10 min, L10. The saturation concentrations, diffusivities, 

initial melt growth rate and solid front recession increased with increasing test temperature. For 

experiments where it was not possible to accurately determine uo because saturation was achieved 

before the end of the test, uo was adopted from the values for shorter times (<10 min). Diffusion and 

melt growth rates were slower in the (higher viscosity) CAS melt but the Csat values were similar to, 

but slightly higher than, those for CMAS.  

The crystal dissolution experiments on the polycrystalline 7YSZ were repeated for multiple 

temperatures to estimate the activation energies and pre-exponential factors for diffusion, the initial 

melt growth rate (uo), and the dissolution distance (L10). The calculated diffusivities could be reliably 

fit to a typical Arrhenius equation,  

 𝐷𝐷 = 𝐷𝐷𝑜𝑜 exp(−𝑄𝑄/𝑅𝑅𝑅𝑅 ) (4.1) 

with a pre-exponential factor, Do, and an activation energy, Q, as shown in Fig. 3.4(a). The 

temperature dependence of uo follows a modified Arrhenius equation, 

 𝑢𝑢𝑜𝑜 = 𝐴𝐴 𝑇𝑇 exp(−𝐸𝐸𝑎𝑎/𝑅𝑅𝑅𝑅) (4.2) 

with a pre-exponential factor, A, and an activation energy, Ea. However, the data could not be reliably 

fit to the modified pre-exponential factor, as seen in Fig. 3.4(b). The values of uo for CMAS in Table 
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4.1 exhibit significant dispersion and there is no discernible variability in uo with temperature for 

CAS. Nevertheless, the dissolution distance after 10 min, calculated by integration of the dissolution 

rate (Equation 3.2), was also found to exhibit Arrhenius behavior as shown in Fig. 3.4(c). As the time 

dependent dissolution rate depends on the interface concentration, which in turn depends on the 

rate of diffusion, the Arrhenius behavior of L10 likely largely reflects the Arrhenius behavior for 

diffusion. The fitting parameters for the best fit lines shown in Fig. 3.4 are presented in Table 4.2. 

4.1.2. Concentration profiles from HfO2 dissolution 

Dense HfO2 pellets were exposed to CMAS and CAS at 1300 °C to study the dissolution and 

diffusion kinetics—the resulting concentration profiles are shown in Fig. 4.6 and the ZrO2 

concentration profile from 7YSZ dissolution at 1300 °C for 10 min is shown for comparison. 

(Concentration profiles could not be obtained for pure ZrO2 pellets due to the disruptive t to m 

transformation on cooling from the sintering conditions—the latter rendered the pellet surface 

cracked and non-planar.) The Hf4+ concentration at the interface was also observed to increase with 

time (Fig. 4.6b,d), reaching a saturation value between 5–10 min, with a saturation value slightly 

higher than Zr4+ from 7YSZ dissolution under otherwise identical conditions. Conversely, the Hf4+ 

concentration profiles do not reach as far as Zr4+ from 7YSZ dissolution, indicating a lower diffusivity 

of the former. Quantification of the concentration profiles focused on short duration (≤10 min) 

experiments shown in Fig. 4.6. Again, the dissolution and diffusion model discussed in Chapter 3 is 

well fit to the experimental data. The experimental conditions, D, uo, and L10 are summarized in 

Table 4.3. 
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The HfO2 reacted extensively with the CAS melt beyond ~10 min of exposure to form hafnon 

(HfSiO4) and Hf-cyclosilicate (Ca2HfSi4O12). The formation and growth of these phases will be 

discussed at length in Chapter 5, but the formation of these phases did have a noteworthy effect on 

the concentration profiles. The significant crystallization observed in long duration experiments 

(e.g., 60 and 240 min) consumed Hf4+ near the hafnon-melt interface, yielding a significant decrease 

in the measured interface concentration with time below the saturation value measured near 10 min, 

Fig. 4.7. Conversely, the same exposures to the CMAS melt, which did not undergo reactive 

crystallization, maintained approximately the same interface concentration as observed at 10 min. 

The implication is that the saturation concentration measured (and represented by Csat in Equation 

3.2 and 3.4) is representative of the maximum solubility of the dissolving oxide(s) in contact with the 

melt assuming the relevant reactive crystallization phases are kinetically suppresseda. As it is this 

saturation concentration that ultimately controls the dissolution kinetics (à la Equation 3.2), this 

finding emphasizes the importance of quantifying the dissolution kinetics before any crystallization 

occurs, which will bring the system towards the true equilibrium concentrations. 

4.1.3. Concentration profiles from Gd2Zr2O7 dissolution 

Unlike 7YSZ and HfO2, Gd2Zr2O7 (GZO) was observed to undergo rapid crystallization, seen as 

already well-established at 3 min (e.g., Fig. 4.1d). The crystallization (and subsequent microstructural 

evolution) of GZO will be discussed further in Chapter 5, but the rapid crystallization of new phases 

is important to identify here as it precludes quantification of the dissolution kinetics—no 

                                                             
a  This has been observed in the geochemical literature and has been referred to as a “metastable 

saturation concentration” therein, e.g., Ref. [96] and Fig. 19 therein. 
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experiments could capture a case where C(0,t) < Csat, which is required to quantify uo per Equations 

3.1 to 3.3. However, in the limit of C(0,t) approaching Csat the value of u(t) approaches 0 and 

Equation 3.1 recovers Fickian diffusion. Thus, the diffusivities of Zr4+ and Gd3+ can still be 

quantified. 

Concentration profiles of ZrO2 and GdO1.5 obtained from the dissolution of single crystalline GZO 

into CMAS at 1300 °C are shown in Fig. 4.8, which again features a time-normalized abscissa to 

facilitate the comparison of different experimental durations. Unfortunately, experiments with the 

single crystalline GZO often showed concentration profiles with instabilities, which were attributed 

to melt density driven convection due to the dissolution of a heavier Gd3+ species (compared to 

YO1.5). As a result, only the 10 min exposure was quantified. The presented profile in Fig. 4.8 is, 

however, free of convection and is compared to the equivalent profile from 7YSZ dissolution.  

Even before quantification, the concentration profiles of Fig. 4.8 imply that the dissolution of GZO 

must be significantly faster than that of 7YSZ. The Zr4+ concentration profile (Fig. 4.8a) is markedly 

similar between 7YSZ and GZO dissolution, despite the latter having significantly less ZrO2 in the 

dissolving BO (93% vs. 50%). The presumed enhanced dissolution rate of GZO and significant 

concentration of RE oxide lead to significantly more Gd3+ dissolved into CMAS than Y3+ under 

otherwise identical conditions (Fig. 4.8c). The Gd3+ interface concentration remains stable between 

10 and 60 min, indicating Gd3+ is saturated, whereas that of Y3+ continues to increase (Fig. 4.8d). 

Note that despite the extensive crystallization, the interface concentration of Zr4+ and Gd3+ (Fig. 

4.8b,d) did not decrease between 10 and 60 min—as was observed for HfO2 (Fig. 4.7)—but remained 
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at the plateau value. The concentration profiles were well fit to standard semi-infinite diffusion 

solutions; the estimated diffusivities and dissolution distance (L10)b are reported in Table 4.4. 

4.2. Discussion 

4.2.1. The dissolution mechanism 

The salient finding from the work presented herein is the identification of the active dissolution 

mechanism, revealed by comparing the concentration profiles (e.g., Fig. 4.2 and Fig. 4.3 for 7YSZ) to 

the expected profiles shown in Fig. 2.12 and discussed in Chapter 2. The dissolution of 7YSZ and 

HfO2 featured a two-stage dissolution mechanism. In the first, and transient, stage, the dissolution 

rate is controlled by mixed diffusion and interface kinetics, i.e., neither D nor uo are small enough to 

independently limit dissolution rate. The manifestation is that the first stage features an evolving 

concentration of the dissolving oxides at the BO-melt interface, and the interface melt remains 

beneath the critical value necessary to reach saturation, therefore delaying the nucleation of phases 

incorporating melt constituents. After the transient stage, typically around 5–10 min for 7YSZ and 

HfO2, the interface melt becomes saturated and further dissolution rate becomes limited by the 

diffusive transport of material away from the interface. The semi-infinite melt leveraged in the 

experimental geometry ensures that continued diffusion—and therefore dissolution—will occur. 

The dissolution mechanism, and namely the balance of D and uo, will be a central point of discussion 

throughout the rest of the dissertation. The non-instantaneous buildup of BOs in the melt has 

                                                             
b  The calculated dissolution distance only accounts for the dissolved Gd3+ content, not that captured in 

crystallized phases, and therefore represents a lower bound estimate. This will be discussed further in 
Section 4.2.3. 
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important implications on the formation of reaction zones observed in longer duration experiments 

(e.g., >10 min), which will be discussed in Chapter 5. The balance of D and uo on finite length scales, 

relevant to actual coatings, has important implications for coating design, which will be discussed 

further in Chapter 6. Note that this finding is atypical in the literature—few studies have investigated 

cases where uo is sufficiently small to matter and therefore this represents a significant knowledge gap 

in the literature. The results indicate that HfO2 would be a good material for fundamental 

investigations on the transient stage of dissolution.  

Unlike 7YSZ and HfO2, GZO dissolves rapidly such that the initial transient stage could not be 

captured with the experimental methods employed herein. In all cases to date, experiments have 

shown evidence of crystallization (even after only 1 min) therefore precluding quantification of uo. 

While GZO must have a transient stage (the interface concentration cannot instantaneously jump 

to saturation), it appears to be short enough to elude experimental observation. The implication is 

that the dissolution rate of GZO, i.e., uo, must be sufficiently large relative to the diffusivity. In all 

practical sense, then, the dissolution mechanism of GZO is controlled by removing Gd3+ and Zr4+ 

from the interface, which occurs by diffusion (i.e., following Fig. 2.12a) and by the crystallization of 

apatite and fluorite.  

4.2.2. The dissolution and diffusion fitting method and sensitivities therein 

Having established the broad features of the dissolution mechanism, the relevant PDE needed to fit 

the concentration profiles is identified (see Section 3.4 and equations therein). Equation 3.1 is a 

diffusion-advection PDE with a time varying flux at one boundary (Equation 3.3). The equation is 

not trivial to fit to experimental data—the non-linear PDE must be discretized into an ODE and 
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numerically solved through time for each guess at the fitting parameters—and, as a result, each fit 

takes multiple minutes to complete. This section will discuss the sensitivity of the fitting parameters 

(D and uo) to two changes: first, whether a simpler model, more quickly and easily fit to experimental 

data, can afford the same results as the full PDE; second, how the fitting results of the full PDE 

depend on input parameters, namely the concentration (and its units), the spatial coordinate, and 

the experimental duration. 

Sensitivity of D and uo to the fitting equation 

Example concentration data for Zr4+ from the dissolution of 7YSZ into CMAS at 1350 °C for 3 min 

is shown in Fig. 4.9 together with the best fit lines determined using three different models: the full 

PDE (Equation 3.1 to 3.3), the PDE of Equation 3.1 but without the advection term, and a simple 

complimentary error function (erfc) solution to standard Fickian diffusion, namely 

 𝐶𝐶(𝑥𝑥, 𝑡𝑡) = 𝐶𝐶𝑜𝑜erfc(𝑥𝑥/√4𝐷𝐷𝐷𝐷) (4.3) 

where the concentration at the interface is given by Co and is time-invariant in this simplified 

equation. The best fit line from each of the three models overlap significantly but the erfc model 

slightly underpredicts near the interface. 

The diffusivity predicted by each model agree within typical uncertainty. Even the simplest model, 

the complementary error function, accurately predicts the diffusivity compared to the full model 

(12.3±0.6 vs. 12.6±0.8 µm2/s, respectively). The positive implication of this is that the diffusivity can 

be measured from incomplete data sets where the full dissolution kinetics have not been established. 

For example, this provides assurance that the diffusion kinetics of GZO measured by this work 
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should be accurate even though rapid crystallization in this system precludes using the full PDE. This 

also enables long duration experiments, which are less sensitive to heating and cooling effects, to 

provide estimates of diffusivity with less experimental uncertainty. (This experimental duration 

sensitivity will be elaborated later in this section.) The obvious disadvantage is that Equation 4.3 does 

not capture any information about the dissolution kinetics—the interface concentration is taken to 

be a fixed value with respect to time, which does not follow experimental observations. The question 

then is whether the full PDE can be simplified while accurately predicting uo. 

While diffusion profiles typically extend 100’s of microns into the melt, the dissolution distances are 

~2 orders of magnitude smaller—the third model in Fig. 4.9 investigates whether or not the 

advection term of Equation 3.1 can be ignored because of this significant difference in scale. (The 

dissolution process, i.e., the increasing concentration at the interface, is still captured with the 

boundary condition Equation 3.3.) The fit superimposes over that of the full PDE and the model is 

~5 times less computationally demanding. The advection-free model predicts the same diffusivity 

(within error) of the other models but significantly affects the predicted value of uo. This highlights 

that the advection term is important—its exclusion results in a faster buildup of material at the 

interface requiring a lower value of uo under otherwise identical conditions. Therefore, the experience 

to date is that D is relatively insensitive to the model used (even basic diffusion equations accurately 

quantify D), but accurate determination of uo requires the full PDE of Equation 3.1. 
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Sensitivity of D and uo to model inputs 

The fitting parameters were found to be sensitive to the input data, namely each measurement in the 

concentration profile carries a concentration value, a spatial coordinate, and an experimental 

duration which are provided to the model for fitting. Standardized concentration data, ideally 

collected via wavelength dispersive spectroscopy to ensure better energy resolution, was critical for 

accurately determining the interface concentrations and the diffusivities. The high-quality 

concentration data from EPMA provided fitting parameters with significantly lower error than 

equivalent concentration profiles collected by SEM-EDS. In particular, quantification of low 

concentration species, such as YO1.5 from 7YSZ dissolution, e.g., Fig. 4.4(b), demanded EPMA to 

obtain measurable signal over the noise. Having low noise data also proved critical for accurately 

quantifying interface concentrations necessary to assess uo. Furthermore, converting the 

concentration data units affected the fitting results. The raw output from EPMA was in weight 

percent units and, because the concentration of each element is determined by direct comparison to 

a standard, each measurement point did not necessarily sum to 100%. Unit conversion necessitates a 

normalization of the data, which could systematically affect one element more than others. 

(Although the data reported in the figures of this dissertation are shown in mole percent on a single 

cation basis, which is arguably more intuitive, the fitting parameters reported in Table 4.1 to Table 

4.4 were determined by fitting concentration profiles in weight percent, the raw output of the 

EPMA.) Therefore, accurate quantification of both D and uo requires standardized concentration 

data from which the raw output form (unit) should be used—this serves as the most fundamental 

starting point. 
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Quantifying uo relies on an accurate determination of the saturation concentration and therefore the 

interface concentrations for each experimental duration. Two effects hindered measurement of the 

interface concentration: first, some BO regrowth was observed during the rapid quench, which often 

affected the first 1–10 µm of the concentration profile, depending on the diffusivity; therefore, near 

interface points could not be considered and the interface concentration was determined by 

extrapolation from the rest of the concentration profile. (Similar effects have been widely reported 

in the crystal dissolution literature, e.g., [95–97], where it is known as “the quench effect”.) Second, 

the EPMA stage indexed by the nearest micron, sometimes introducing drift between the 

programmed and actual measurement locations on the order of ±1–2 µm. The significant slope of 

the concentration profile near the interface meant this error led to significant changes of the 

extrapolated interface concentration. To eliminate the error, the actual measurement locations (and 

therefore the distances to the interface) were measured using secondary electron imaging in the SEM, 

which allowed the beam damage from EPMA measurements to be clearly seen on the sample. 

The fitting parameters were also sensitive to the experimental duration and, by extension, the time 

correction factor used to account for the sample heating time. The experimental durations reported 

in Table 4.1, Table 4.3, and Table 4.4 are the nominal durations, i.e., the length of time the sample 

spent in the furnace hot zone; despite the small size of the assemblage, it required a finite time to 

reach thermal equilibrium with the hot zone. Thus, a finite heating time exists, which must be 

corrected to accurately quantify the kinetics. Fig. 4.10 plots the fitting parameters obtained for DZr 

and uo (in this case from 7YSZ dissolution into CMAS at 1350 °C) vs. the nominal experimental 

duration; three different time corrections (0, 1, and 2 min) are plotted in the figure. The actual time 
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correction factor was determined to be approximately 1 min (see Section 3.4), so the other two lines 

represent an under- and over-correction. 

The diffusivity, Fig. 4.10(a), asymptotically approaches a value at longer times regardless of the time 

correction used. This is a logical result of any time correction becoming less significant as the 

experimental duration increases—for example, an experimental duration uncertainty of 60 s is very 

significant when the experimental duration is 180 s but becomes insignificant when the nominal 

experimental duration is many 100’s of seconds. Thus, the most accurate determination of diffusivity 

results from long duration experiments, provided the experiment is free of convection and ideally 

substantial crystallization. Because the diffusivity was largely insensitive to the model used, i.e., the 

dissolution component does not need to be assessed for accurate diffusivity quantification, 

experiments after crystallization occurs can be used to provide a diffusivity estimate that is largely 

insensitive to uncertainty in experimental duration. One might expect that seeing a duration-

dependent diffusivity (e.g., the 1 min correction curve in Fig. 4.10a) indicates inadequate time 

correction; this is, unfortunately, not necessarily the case as some dependence of diffusivity on 

duration could result from the dissolution experiments by way of concentration-dependent 

diffusivities. For example, ZrO2 polymerizes silicate melts [110]. Its addition (to an initially ZrO2-

free melt) by the dissolution of 7YSZ would locally increase the melt viscosity and slow down the 

diffusion kinetics. Increased experimental durations means that more ZrO2 will be present in the 

melt and diffusion may occur at a slower rate. Ultimately, concentration-dependent diffusivities were 

not rigorously investigated by this work.  
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The effect of experimental duration on uo is not as easy to circumvent. Short time experiments are 

critical for the accurate determination of uo and thus demand an accurate time correction. These 

points are supported by Fig. 4.10(b); as uo cannot be determined after melt saturation has occurred, 

the 10 min experiment is excluded from this plot. The 3 min experiments show significantly smaller 

error bars than the 5 min experiments. This is attributed to the fact that C(0, t) changes more 

significantly with time during the beginning of dissolution (i.e., the slope of Fig. 4.2f is highest at low 

times), which provides sensitivity to the model to determine uo from a given experimental duration 

and an extrapolated interface concentration. Given that short times are necessary, the time correction 

factor used will significantly alter the determined value of uo, as seen in Fig. 4.10(b). Thus, an 

experimental determination of the time correction is crucial. 

4.2.3. Trends in the diffusion and dissolution kinetics 

The model developed by Zhang is well fit to our concentration profiles and enables the full 

quantification of the diffusion and dissolution rates when the transient stage of dissolution can be 

captured. This section will describe the importance of melt temperature, melt composition, and BO 

composition for D, uo, and L10 (i.e., the values of Table 4.1–Table 4.4 and Fig. 3.4). Experiments on 

7YSZ, which feature the most complete set of kinetic data, best describe the importance of 

temperature and melt composition. These experiments will then be compared to HfO2 and GZO 

experiments to understand the role of the BO composition on the kinetics, within the same melt and 

temperature (typically 1300 °C).  
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Trends in D 

The diffusivities determined by this work (Table 4.1–Table 4.4 and Fig. 3.4a) are in relatively good 

agreement with the literature for diffusion in silicate melts [100]. The diffusivities of the rare earth 

cations (Y3+ and Gd3+) were higher than that of Zr4+ and Hf4+ in both melts, consistent with 

expectations based on their ionic field strengths (Fs)c [156]. The Fs for Y3+ and Gd3+ is ~0.57 and 

~0.55, respectively, closer that of Mg2+ (~0.44), a well-known modifier. Conversely, Zr4+ and Hf4+ 

have Fs ~0.89 and ~0.90, respectively, closer to that of intermediate cations like Al3+ (~0.94) but 

reported to act like a network former in most silicate melts [110]. The activation energies for both 

Zr4+ and Y3+ diffusion in Table 4.2, based on the fits in Fig. 3.4(a), are also within the observed range 

of values in the literature (ca. 200–500 kJ/mole). The values for Zr4+ are higher as expected for a 

putative network former. Moreover, the activation energy for Y3+ diffusion is higher than values 

reported for modifiers in the literature (e.g., Ca2+, Mg2+), corroborating general trends of increasing 

diffusivities and activation energies with increasing ionic strength of the diffusing cation [100,101]. 

(This may also suggest that Y3+ could act as an intermediate oxide in the CAS and CMAS melts, 

thereby allowing it to take a network-forming role.) Diffusivities of Zr4+ and Y3+ are higher in the 

CAS melt (Si:O~0.36) than the less polymerized CMAS melt (Si:O~0.3), following general trends 

in the literature [100]. 

The diffusivities of any one cation (e.g., Zr4+) were intermediately affected by the melt temperature 

but strongly affected by the melt composition. Increasing the temperature from 1300 °C to 1400 °C 

                                                             
c  The cation field strength is defined as FS = Z/(Rc+Ra)2, where Z is the charge, Rc and Ra are the cation 

and anion radii, respectively, with the appropriate coordination number, CN. For the smaller cations 
(Al) CN is assumed to be 4, and for the larger cations (Mg, Y, Gd, Zr, Hf) CN is taken as 6.  
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increased the diffusivity at most by a factor of ~6 (Table 4.1). Conversely, at any temperature, 

changing the melt from CMAS to CAS (going from the low to high viscosity melt) decreased the 

diffusivity by at least an order of magnitude. This importance of the melt composition is seen for 

both 7YSZ (Table 4.1, Zr4+ and Y3+) and HfO2 (Table 4.3, Hf4+). The dependence of diffusivity on 

melt composition and temperature will be discussed further in Chapter 6, where the former will be 

correlated to the melt viscosity. 

Unlike the melt composition, the BO composition had little effect on the cation diffusivities, i.e., 

within a single cation, such as Zr4+, the diffusivity of that cation is not strongly affected by what that 

cation dissolves from. For example, the diffusivity of Zr4+ within CMAS at 1300 °C from 7YSZ and 

GZO are similar within the experimental error (4.0±0.2 and 5.0±0.2, respectively, cf. Table 4.1 and 

Table 4.4). The implication is that the amount of any particular cation in the dissolving BO does not 

significantly affect the cation’s diffusivity. While the dissolution of a new cation into a silicate melt 

will locally change the melt structure (either breaking or forming bridging oxygens), this finding 

suggests the change to the melt structure has a negligible impact on the diffusivities—i.e., the 

diffusivities are not strongly concentration dependent. Furthermore, the diffusivities of the 

equivalent cations investigated are nearly identical within the same melt at the same temperature. For 

example, the diffusivity of Zr4+ is within a factor of ~2–3 to that of Hf4+ (cf. Table 4.1 and Table 4.3), 

and the diffusivity of Y3+ is comparable to that of Gd3+ (cf. Table 4.1 and Table 4.4). The latter is 

consistent with the limited observations in the geochemical literature for rare-earth oxide 

diffusivities, which vary by a factor of only ~1.6 across the lanthanide row [100]; less comparative 

data is available for Zr4+ and Hf4+, primarily due to lack of diffusion data on the latter, but their 
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similar Fs corroborate their similar diffusivities. The broad implication is that the diffusion kinetics 

will likely be similar across a range of relevant BOs. 

Trends in uo 

The dissolution kinetics, conversely, show a more complicated relationship to melt temperature. In 

theory, the melt growth rate, uo, should follow a modified Arrhenius equation described by Equation 

4.2. Experimentally, however, this equation is poorly fit to the experimental data for 7YSZ (Fig. 

3.4b). In the CMAS melt, a temperature dependence on uo was observed, but the large error of each 

measurement yielded a poor fit. The CAS melt, conversely, showed no discernable temperature 

dependence; it is unclear whether this is because the CAS melt is relatively insensitive to temperature 

or if experimental errors are masking the true temperature dependence. The value of uo changes 

significantly with melt composition, especially at higher temperatures (e.g., 1400 °C)—the latter is a 

direct consequence of the varying temperature dependence in each melt. But, unlike the diffusion 

kinetics, changing the melt composition does not dominate uo as relative to increasing the 

temperature by 100 °C; in this case, increasing the temperature of CMAS by 100 °C increases uo by 

roughly the same as changing the melt composition from CAS to CMAS at 1400 °C.  

The gathered evidence suggests that uo can be strongly affected by the BO composition and, 

specifically, the ratio of RE oxide to base metal (Zr or Hf) oxide. Pure HfO2 experienced the lowest 

value of uo, about 3x lower than that of 7YSZ in CAS. (In CMAS, uo of HfO2 and 7YSZ were 

equivalent within the error of the measurement.) The value of uo for 7YSZ was low enough to enable 

quantification, but that for GZO was not. The latter reached saturation in <3 min in the present 
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experiments, consistent with rapid saturation observed in the literature, e.g., Fig. 2.9a–c. This is 

despite the GZO having a similar Zr4+ saturation concentration compared to 7YSZ (Fig. 4.8b) and 

nearly equivalent DZr (cf. Table 4.1 and Table 4.4) in CMAS. This necessitates a larger value of uo for 

GZO to satisfy mass balance. The working hypothesis is that the differences in uo between the 

investigated BOs is primarily a function of their RE oxide content rather than dissolving oxide’s 

crystal structure—further investigation is ultimately needed, but there is some literature evidence for 

the hypothesis [63,98]. This will be discussed further in Chapter 6 in the context of modeling 

dissolution. 

Although uo for GZO cannot be directly ascertained from the current experiments, one can estimate 

it via guess and check using the determined diffusivities and the dissolution distance after 10 min 

(~7.5 µm, Table 4.4). The detailed steps are: (i) use the experimentally determined diffusivity, Csat, 

and the estimated value of uo to simulate concentration profiles for 100’s of experimental durations 

up to the desired time (e.g., nominal 10 min); (ii) extract the interface concentration for every 

simulated time step, C(0,t), and calculate uox(t) following Equation 3.2 and multiplying by the ratio 

of the melt density to the crystal density; (iii) integrate uox(t) with respect to time to calculate a 

dissolution distance; (iv) compare the result of step 3 to the dissolution distance found by mass 

balance by integrating the concentration profiles, update the guess of uo and repeat from step 1. 

Following this procedure for Gd3+, the dissolution distance of 7.5 µm requires uo≈0.8 µm/s, an order 

of magnitude larger than that measured for 7YSZ in equivalent conditions (~0.07 µm/s, Table 4.1). 

This estimate of uo for GZO provides two important implications: first, if the estimated uo is accurate, 
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it highlights just how much faster the dissolution process occurs for GZO over 7YSZ and provides 

evidence that the concentration of trivalent cations in the BO is critical for its dissolution rate; 

second, if the estimated uo is not accurate, it implies that another process must be enhancing the 

ability for GZO to be incorporated into the melt, e.g., the crystallization of fluorite and apatite 

provides a non-diffusion-limited process of decreasing the concentration at the interface to enhance 

the dissolution rate. 

Trends in L10 

To address some of the issues with uo, such as experimental uncertainty and inability to be 

quantitatively measured for fast dissolving species, the dissolution distance (in µm) at a given time 

(e.g., L10) can be compared between melt conditions and dissolving species. If uo is known, the 

dissolution distance can be calculated through an integration with respect to time of uox(t), the time 

dependent dissolution rate of the BO (defined in Section 3.4). As uox(t) is a function of both D and 

uo, this measurement looks at the interplay of both kinetic parameters and how they ultimately affect 

the dissolution distance. In the event that uo cannot be measured, such as for GZO, the dissolution 

distance at a given time could still be estimated by other methods, such as: (i) direct measurement in 

electron microscopy comparing the edge of the BO (where no melt was present) to the center; or (ii) 

estimation by integrating the concentration profile in the melt and using mass balance to determine 

the amount of dissolved BO (assuming the dissolution process does not significantly alter the melt 

density). In practice, the former was inaccurate due to the small dissolution distances (typically <5 
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µm) experienced within this work and the latter better predicted the dissolution distances.d The 

dissolution distance at 10 minutes was calculatede for each quantified experiment and are presented 

in Fig. 3.4c, Table 4.1, Table 4.3, and Table 4.4.  

Comparing results of L10 shows that the melt composition is more impactful than the melt 

temperature. First, consider the data from 7YSZ dissolution (Table 4.1). The values of L10 vary from 

0.36–5.1 µm, approximately an order of magnitude. Increasing the temperature by 100 °C increased 

L10 by a factor of ~2.8 for both the CAS and the CMAS melts (or by a factor of ~1.5–1.9 for a 50 °C 

increase). This temperature dependence is arguably due primarily to the increase in diffusivity, 

especially for CAS where the early uo does not change significantly. Comparatively, L10 changed by a 

factor of ~5 when the melt composition was changed at any given temperature. Because the 

dissolution distance involves both the interface dissolution rate and the associated composition 

gradient driven diffusional dissipation, the consistently lower values of uo and D for CAS lead to 

lower dissolution rates at all temperatures, i.e., the highest value of L10 for CAS (at 1400 °C) is less 

than the lowest value of L10 for CMAS (at 1300 °C).  

Comparing the data of YSZ to that of HfO2 (Table 4.3) and GZO (Table 4.4) shows comparable 

trends to those observed for uo: the dissolution distance is enhanced when the amount of rare-earth 

oxide is increased in the dissolving BO. The rare-earth-free HfO2 has the lowest value of L10, but not 

                                                             
d  This calculation does not account for any barrier oxides present in recrystallized or reaction products. If 

these phases are present, the predicted dissolution distance represents a minimum estimation of the 
true value. 

e  L10 of 7YSZ and HfO2 was calculated through integration of uox(t). L10 of GZO was calculated by 
integration of the concentration profile.  
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significantly different from 7YSZ, varying by a factor of ~1.5 at most (within the CMAS melt). 

(Recall that the determined value of uo for HfO2 was slightly higher than that of 7YSZ—although 

equivalent within experimental error—indicating the lower L10 for HfO2 resulted from the lower 

diffusivities.) The dissolution distance of GZO, determined by integrating the concentration profile 

and using mass balance to convert to a depth of GZO dissolved, is calculated to be ~3.8 µm or ~7.5 

µm from the Zr4+ or Gd3+ concentration profiles, respectively. The discrepancy in the calculated 

dissolution distances results from the integration not accounting for the crystallization, which was 

significant for GZO even by 3 minutes (Fig. 4.1d). As the primary crystallization product was a Gd-

depleted zirconia (fluorite), any crystallization preferentially captures ZrO2 from the melt. (This 

phase was measured to contain approximately 16–19% GdO1.5 by TEM-EDS, see Chapter 5.) The 

implication is that the dissolution distance estimated by the Gd3+ concentration profile (~7.5 µm) is 

more accurate but still underestimates the true dissolution distance as it fails to account for GdO1.5 

present in the fluorite or apatite grains formed in the reaction. Regardless, the minimum dissolution 

distance of 7.5 µm is significantly higher than that observed for YSZ (~1.8 µm, Table 4.1) or HfO2 

(~1.2 µm, Table 4.3) under otherwise equivalent conditions. 

4.3. Synopsis 

Key trends in the diffusion and dissolution kinetics have been established. The diffusivity of the 

trivalent rare earth cations is larger than that of tetravalent cations (Zr4+ or Hf4+). Of the conditions 

studied in this dissertation, diffusivities were strongly affected by the melt composition and only 

weakly affected by the BO composition (i.e., cations of an equivalent valence diffuse at similar rates). 

Temperature played an intermediate role over 100 °C range. The dissolution kinetics were either 
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weakly dependent on temperature (CAS melt) or moderately dependent (CMAS melt). The melt 

composition affected dissolution rates more significantly, with the CMAS melt dissolving the BO 

faster at all temperatures. The BO composition, however, arguably has the largest effect on the 

dissolution rates; increasing the concentration of trivalent cations in the BO (e.g., Gd2Zr2O7 vs. 

7YSZ) increased the dissolution rate significantly, affording rapid melt saturation and significant 

crystallization. The relative importance of the dissolution and diffusion kinetics on coating-relevant 

length scales will be addressed in Chapter 6. 
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4.4. Figures and tables 

 
Fig. 4.1: Representative interfaces between quantified BOs and C33M9A13S45 after 3 min of exposure. The 
microstructures of 7YSZ at (a) 1300 °C or (b) 1400 °C, and that of (c) HfO2 at 1300 °C were free of 
crystallization, allowing quantification of both diffusion and dissolution rates. Conversely, only diffusivities 
were quantified for Gd2Zr2O7—rapid and extensive crystallization at 1300 °C (d) precludes quantification of 
dissolution. 
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Fig. 4.2: Concentration profiles for (a,d,g) Zr4+ and (b,e,h) Y3+ determined from the dissolution of 7YSZ into 
C33M9A13S45 at 1300 °C, 1350 °C, and 1400 °C. The interface concentration, i.e., the concentration at x=0, 
(c,f,i) of Zr4+ (solid line) and Y3+ (dashed line) increase with time towards saturation indicating the dissolution 
mechanism is controlled by both diffusion and detachment of cations from the solid into the melt. Longer 
duration experiments (e.g., 60 or 240 min, not shown) indicate the Y3+ interface concentration continues to 
increase with time, whereas Zr4+ remains stable near the concentration at 10 min or decreases. 
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Fig. 4.3: Concentration profiles for (a,d,g) Zr4+ and (b,e,h) Y3+ determined from the dissolution of 7YSZ into 
C24A17S59 at 1300 °C, 1350 °C, and 1400 °C. The interface concentration, i.e., the concentration at x=0, (c,f,i) 
of Zr4+ (solid line) and Y3+ (dashed line) increase with time towards saturation indicating the dissolution 
mechanism is controlled by both diffusion and detachment of cations from the solid into the melt. Longer 
duration experiments (e.g., 60 or 240 min, not shown) indicate the Y3+ interface concentration continues to 
increase with time, whereas Zr4+ remains stable near the concentration at 10 min or decreases. 
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Fig. 4.4: Concentration profiles of (a) ZrO2 and (b) YO1.5 from YSZ dissolution into CMAS and CAS melts 
at 1300ºC, 1350ºC, and 1400 °C. The abscissa is a time-normalized distance; the extent of propagation along 
the abscissa is proportional to the cation diffusivity for each experiment. The diffusive lengths are larger for 
CMAS than CAS. Concentrations at the dissolution front (x=0) are generally larger for the CAS melt. 
Temperature increases the diffusive distance.  
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Fig. 4.5: The trends with temperature and melt composition for (a) diffusivities, D, of Y3+ and Zr4+, (b) the 
initial melt growth rate, uo, and (c) the dissolution distance after 10 min, L10 min. The diffusivities and 
dissolution distance after 10 min are well fit to an Arrhenius equation, providing activation energies and pre-
exponential factors, Table 4.2. The initial melt growth rate, uo, should also follow an Arrhenius dependence, 
but experimental uncertainty yields poor fits, especially for the CAS melt where no temperature dependence 
on uo was discernable. 
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Fig. 4.6: Concentration profiles from the dissolution of HfO2 into (a) CMAS and (c) CAS at 1300 °C; the 10 
minute concentration profile of ZrO2 from the dissolution of 7YSZ is shown for comparison. The 
concentration at the interface (b,d) is observed to increase with time towards saturation by 10 min for both 
melts. 
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Fig. 4.7: Concentration at the HfO2-melt interface for CAS. At short times, the concentration is observed to 
increase with time towards a plateau by approximately 10 min (cf. Fig. 4.6d). After 10 min, however, the 
nucleation of reactive crystallization phases begins, which subsequently grow with time. Growth of these 
phases leads to a concomitant decrease in the interface concentration as the system approaches a new 
equilibrium. (Note the change of scale in the plot after 10 minutes to a log scale.) 
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Fig. 4.8: Concentration profiles from the dissolution of Gd2Zr2O7 into CMAS at 1300 °C for 10 min, with 
comparison to data from 7YSZ dissolution. The ZrO2 concentration profiles (a) are nearly identical between 
GZO and 7YSZ. Slightly less ZrO2 is dissolved at saturation (b) for GZO, but the value is consistent with that 
of 7YSZ at 60 min. (Note that the rate at which saturation occurs for GZO is not known and a rough fit is 
represented by a dashed line.) Conversely, significantly more GdO1.5 is dissolved into the melt from GZO than 
YO1.5 from 7YSZ (c,d). Critically, the rapid dissolution of GZO affords significant crystallization and 
presumed CMAS resistance. 

 



 

 114 

 
Fig. 4.9: A ZrO2 concentration profile (from the dissolution of 7YSZ into CMAS at 1350 °C for 3 min) is fit 
by three different methods and the resulting fitting parameters are compared. The full PDE (Equation 3.1, 
blue solid line) serves as the baseline. Removing the advection component from Equation 3.1 (No Advection, 
dashed navy line) had little effect on DZr but did alter the value of uo; therefore, the full PDE is necessary to 
accurately capture the dissolution kinetics. Fitting the data to a simple complementary error function solution 
without any dissolution component (erfc, dot-dashed green line) predicted an equivalent value of DZr to the 
full PDE. 
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Fig. 4.10: The determined fitting parameters were sensitive to the experimental duration, i.e., the time 
correction applied to account for the sample heating time affects the fitting results. The fitting parameters 
from 7YSZ dissolution into CMAS at 1350 °C are shown for three correction times: 0, 1, and 2 minutes off 
the nominal duration. The time correction used becomes less impactful to the diffusivity (a) at long nominal 
experimental durations, indicating longer duration experiments provide the best estimate of D. Conversely, 
short duration experiments are critical for accurate determination of the initial melt growth rate, uo (b). Long 
duration experiments feature large errors on the fitting parameters; thus, accurate determination of the time 
correction to use is critical. Measuring the CMAS temperature in situ showed the melt took approximately 
one minute to reach the nominal experimental temperature. A one-minute time correction was then applied 
to all kinetic measurements.  
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Table 4.1: Summary of fitting results for 7YSZ dissolution. 

Melt 
Composition 

Temperature 
(°C) 

Time  
(min) 

DZr 
(µm2/s) 

DY 
(µm2/s) 

uo  
(µm/s) 

L10
* 

(µm) 

C33M9A13S45 

1300 

3 3.2 ± 0.3 5 ± 2 0.07 ± 0.02 

1.8 5 5.9 ± 0.4 15 ± 4 0.06 ± 0.01 

10 4.0 ± 0.2 8 ± 2 Saturated 

1350 

3 12.6 ± 0.8 24 ± 4 0.20 ± 0.05 

3.4 5 10.9 ± 0.5 17 ± 2 0.4 ± 0.2 

10 7.6 ± 0.4 12 ± 1 Saturated 

1400 

3 20 ± 2 40 ± 10 0.3 ± 0.1 

5.1 5 19 ± 1 30 ± 9 0.5 ± 0.3 

10 23.7 ± 0.6 28 ± 5 Saturated 

C24A17S59 

1300 

3 0.16 ± 0.01 0.4 ± 0.1 0.057 ± 0.006 

0.36 5 0.23 ± 0.01 0.5 ± 0.1 0.08 ± 0.02 

10 0.19 ± 0.01 0.45 ± 0.08 Saturated 

1350 

3 0.49 ± 0.02 1.2 ± 0.1 0.05 ± 0.01 

0.67 5 0.45 ± 0.01 1.0 ± 0.2 0.11 ± 0.01 

10 0.52 ± 0.01 1.4 ± 0.1 Saturated 

1400 

3 0.98 ± 0.05 2.5 ± 0.4 0.05 ± 0.01 

1.0 5 1.12 ± 0.07 1.9 ± 0.3 0.11 ± 0.06 

10 1.13 ± 0.05  2.1 ± 0.2 Saturated 

* Calculated dissolved distance of YSZ considering only dissolution and diffusion after 10 minutes of exposure, i.e. 
dissolution concurrent with significant reprecipitation is not considered. 

 
Table 4.2: Arrhenius parameters determined for the dissolution and diffusion kinetics of 7YSZ. 

 

  

 Melt Composition  

 C33M9A13S45 C24A17S59 

Do, Zr (m2/s) 1.1 0.61 

QZr (kJ/mol) 340 380 

Do, Y (m2/s) 0.012 0.13 

QY (kJ/mol) 270 340 

A (m/sK) 0.0089 N/A 

Ea (kJ/mol) 250 N/A 

L0, 10 (m) 71.1 10.2 

QL (kJ/mol) 228 224 
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Table 4.3: Summary of fitting results for HfO2 dissolution at 1300 °C. 

Melt 
Composition 

Oxide 
Composition 

Time 
(min) 

DM 
(µm2/s) 

uo 
(µm/s) 

L10 
* 

(µm) 

C33M9A13S45 

7YSZ 

3 3.2 ± 0.3 0.07 ± 0.02 

1.8 5 5.9 ± 0.4 0.06 ± 0.01 

10 4.0 ± 0.2 Saturated 

HfO2 

3 1.3 ± 0.2 0.11 ± 0.04 

1.2 5 1.6 ± 0.1 0.16 ± 0.06 

10 2.02 ± 0.04 Saturated 

C24A17S59 

7YSZ 

3 0.16 ± 0.01 0.057 ± 0.006 

0.36 5 0.23 ± 0.01 0.08 ± 0.02 

10 0.19 ± 0.01 Saturated 

HfO2 

3 0.15 ± 0.02 0.02 ± 0.01 

0.31 5 0.11 ± 0.02 0.03 ± 0.02 

10 0.072 ± 0.004 Saturated 

* Calculated dissolved distance considering only dissolution and diffusion after 10 minutes of exposure, i.e. 
dissolution concurrent with significant reprecipitation is not considered. 

 
Table 4.4: Summary of fitting results for Gd2Zr2O7 dissolution. 

Melt 
Composition 

Time 
(min) 

DZr 
(µm2/s) 

DGd 
(µm2/s) 

L10
* 

(µm) 

C33M9A13S45 10 5.0 ± 0.2 11.1 ± 0.2 >7.5 

* The value of 7.5 µm was determined from integrating under the Gd3+ concentration profile and converting via 
mass balance; this does not account for Gd3+ that crystallized in apatite or fluorite, both of which were present at 
10 min. Therefore, the true dissolution distance is greater than 7.5 µm. 
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CHAPTER 5. MICROSTRUCTRUAL DEVELOPMENT OF T/EBC OXIDES EXPOSED TO 

MOLTEN SILICATES 

The dissolution mechanism elaborated in the previous chapter has important implications on how 

the reaction zones develop once crystallization begins. Namely, the dissolution flux into the interface 

melt is comparable to the diffusive flux away from the interface, which results in a measurable buildup 

of the coating oxides at the interface melt towards a saturation value. The critical implication is that 

crystallization of new phases will require some incubation time after saturation. Further complicating 

matters, the dissolving BO cations will not diffuse at the same rate in the bulk melt—the relative 

buildup of those cations will not in proportion to the BO. In sum, the dissolution rate of the BO, 

relative diffusivities of all cations therein, and their relative saturation concentration have a direct 

impact on the development of the reaction zone. Crystallization may occur via metastable phases and 

the formation of a phase may block another by systematically depleting a cation from the melt. 

This chapter will cover in detail the crystallization (both reprecipitated phases and reaction products) 

and subsequent microstructural development for multiple BOs, including: ZrO2, HfO2, ZrO2-

7YO1.5 (7YSZ), ZrO2-20YO1.5 (20YSZ), HfO2-7YO1.5 (7YSH), and Gd2Zr2O7 (GZO). The oxides 

were chosen to both investigate relevant materials for current and next-generation coatings and to 

provide insight into the fundamental effect of individual cations (e.g., the differences between Zr4+ 

and Hf4+, the impact of small yttria additions on reactive crystallization, and the crystallization under 

large concentration of rare-earth (RE) oxide). The mechanisms of reactive crystallization for the 

different BOs will be discussed in the context of the relevant thermodynamics. The results between 

different BOs will also be discussed to elucidate key trends highlighting the effect of melt 
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composition, temperature, and BO composition. A summary of the key crystalline phases relevant in 

the presented BO-C(M)AS interactions is presented in Table 2.2. 

5.1. Results 

5.1.1. ZrO2 

Nominally pure ZrO2 was exposed to the acidic CAS melt to investigate zircon (ZrSiO4) formation, 

a reaction product. Zircon formation was readily achieved in CAS, showing already substantial 

coverage after 1 h at 1300 °C, as noted in Fig. 1.1. The average coverage is somewhat lower than that 

displayed in this figure, but still relatively abundant when compared to 7YSZ (as shown later). The 

zircon crystals are anisotropic in shape and in intimate contact with the ZrO2. The as-sintered 

compact showed substantial microcracking as the ZrO2 pellets had to be sintered above the 

monoclinic to tetragonal transformation temperature (as elaborated in Section 3.1.1). The CAS melt 

does penetrate the cracks within the compact near the surface and zircon formation may occur at 

some larger pores, as marked by the arrow in Fig. 1.1.  

5.1.2. HfO2 

Mechanism 

By inference from the similarity in phase equilibria between the ZrO2-SiO2 [157] and the HfO2-SiO2 

[133] systems, pure hafnia should form hafnon (HfSiO4) by reaction with a silicate melt of 

sufficiently acidity like CAS. The essential features of the dissolution-crystallization mechanism are 

illustrated in Fig. 5.2. After 1 h at 1400 °C the surface is largely covered with HfSiO4, Fig. 5.2(a), with 

dissolution continuing locally at a few remaining gaps in the product layer where the melt is in direct 
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contact with HfO2. The concentration gradient in the melt, visible in Fig. 5.2(b), are notably bowed 

about these gaps. The Hf4+ diffuses into the melt and reprecipitates as HfSiO4 on the growing hafnon 

layer as illustrated in (b). As the edges of the hafnon layer represent the shortest diffusion distances, 

the growth promotes lateral propagation of the reaction product until HfO2 is no longer exposed to 

the melt and subsequent reaction could only occur through solid state diffusion through the hafnon 

layer. 

Evolution of reaction in acidic melts 

Reactive crystallization upon interaction of CAS with pure HfO2 compacts occurs shortly after Hf4+ 

saturates at the interface melt, with formation of a few crystallites of hafnon as well as a Hf-

cyclosilicate phase after only 10 min at 1300 °C, Fig. 5.3(a). After 1 h the coverage is quite extensive, 

as shown in Fig. 5.3(b,d) and dominated by hafnon, with no cyclosilicate detected in this cross 

section. The extent of hafnon coverage is seemingly greater than that of zircon on ZrO2, Fig. 1.1, and 

the morphology of the crystals is somewhat different, but in both cases they appear to adhere well to 

the substrate, in spite of the more extensive microcracking in ZrO2. Some large cyclosilicate grains 

were observed after 4 h at 1300 °C, as shown in Fig. 5.3(c), but most of the surface is covered with 

hafnon. The cyclosilicate is no longer present after 1h at 1400 °C, where the hafnon layer is much 

more uniform and nearly complete as shown in Fig. 5.3(f), except for small gaps as in Fig. 5.2. 

Evolution in basic melts 

No reactive crystallization was observed for HfO2 interacting with the basic CMAS melt 

(Ca:Si=0.73). An example for 1 h at 1300 °C is given in Fig. 5.3(e). There is significant penetration 



 

 121 

by preferential dissolution along the grain boundaries, enhanced by a network of microcracks like 

that in Fig. 3.3(e), down to ~19 µm from the surface. 

5.1.3. YSZ 

Mechanism 

Examination of the interfaces between the silicate melts and 20YSZ or 7YSZ, displayed in Fig. 5.4 

and Fig. 5.5, respectively, provides insight into the evolution at the interaction front. Short time 

experiments on single crystal 20YSZ (Fig. 5.4) clearly reveal the main features of the dissolution-

reprecipitation mechanism. A dissolution front forms between the 20YSZ and the CMAS melt and 

remains planar for times under 10 min (Fig. 5.4a). ZrO2 saturation at the interface leads to 

reprecipitation of YSZ with modified composition at approximately 10 min (Fig. 5.4b,c). Closer 

examination shows the growth is fed by dissolution of the underlying 20YSZ, as shown in the inset 

of Fig. 5.4(b), with gradual undercutting of the boundary between the single crystal and the 

precipitate. The reprecipitated grains grow to form an essentially continuous layer separated from 

the dissolving 20YSZ by a thin layer of melt (Fig. 5.4d) arguably resulting from the merger of the 

undercut boundaries. The thin melt layer is connected to the bulk melt through small channels 

interpenetrating the reprecipitated fluorite, which at this stage contained ~8% YO1.5 and 6% CaO. 

The evolving interaction zones between C(M)AS and polycrystalline 7YSZ are illustrated in Fig. 5.5. 

In all cases, localized dissolution at the grain boundaries dislodges individual oxide grains and 

generates a distributed ("mushy") interaction zone. The depth of the mushy zone at a given time step 

increases as the melt viscosity decreases, either by increasing the melt temperature, (cf. Fig. 5.5c,d) or 

changing its composition, (cf. Fig. 5.5c,g). For a given melt composition, increasing the melt 
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temperature had a similar effect to increasing the exposure time, i.e., the reaction zone morphology 

does not fundamentally change but it does increase in depth. However, the reprecipitated zirconia 

grains were noticeably larger and blockier for exposures to the CAS melt, (e.g., Fig. 5.5f–h) suggesting 

comparatively faster coarsening of the reprecipitated grains.  

Evolution in acidic melts 

The reactive crystallization phase expected for CAS is ZrSiO4 (zircon, ZS), and it appears in discrete, 

approximately equiaxed, particles above the broader oxide/melt interface, as shown in Fig. 5.6(b,c). 

The onset of zircon formation is actually at ~1 h, but it is hardly detectable on the interface, most of 

which appears devoid of zircon as in Fig. 5.6(a). The few crystallites found at 1 h are >500 µm apart 

and <5 µm in size. The population of zircon crystals increases by 4 h, as illustrated in Fig. 5.6(b) but 

is still rather sparse with only a dozen ~10 µm sized grains observed across a 4 mm interface—yttria-

depleted t-zirconia remains the dominant mode of crystallization up to 4 h. Thus, zircon forms slower 

and sparser than zircon from pure ZrO2 or hafnon from pure HfO2, cf. Fig. 1.1 and Fig. 5.3. 

Furthermore, zircon coverage is noticeably smaller after 4 h at 1400 °C, albeit with crystals of similar 

size, Fig. 5.6(c). 

Evolution in basic melts 

Conversely, there was no zircon or other reactive phase formation on 7YSZ at 1300 °C when exposed 

to the more basic CMAS melt, even after 4 h; instead, the 7YSZ develops a mushy zone of 

reprecipitated zirconia, which grows to be substantially sized, Fig. 5.5(a-c). To better understand its 

formation, the mushy zone for 7YSZ exposed to CMAS at 1300 °C for 60 min (Fig. 5.5b) was further 
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characterized using TEM. The lamella in Fig. 5.7(a) encompasses most of the mushy zone thickness; 

the corresponding EDS elemental mapping is shown in Fig. 5.7(b). The EDS signal integrated at 17 

nm intervals (pixel height) was then used to plot the local average Y:Zr ratio along the mushy zone 

in Fig. 5.7(c). The Y:Zr ratio is lowest closest to the bulk melt, consistent with reprecipitation of Y-

depleted zirconia, and essentially the same as the pristine composition at the bottom of the melt 

penetrated region. However, note the spots with higher Y:Zr ratios also evident in the EDS map of 

Fig. 5.7(b), suggestive of heterogeneities associated with a small fraction of cubic YSZ in the as-

received material that results from partitioning during fabrication, as noted in Chapter 3. 

Three distinct types of grains are evident in Fig. 5.7(a). Those at the upper part of the mushy zone, 

shown in more detail in Fig. 5.7(d) exhibit twinned structures indicative of the tetragonal to 

monoclinic transformation upon cooling [56]. The EDS line scan in Fig. 5.7(c), taken vertically along 

Fig. 5.7(b), indicates that this region is Y-depleted compared with the starting material. The 

corresponding elemental map in Fig. 5.7(e) reveals grains with a core-shell morphology where the 

outer layer has distinctly lower YO1.5 content and no detectable CaO, compromising the phase 

stability of the tetragonal YSZ [56]. The fraction of twinned grains decreases with increasing distance 

from the macroscopic boundary with the bulk melt. Near the middle of the mushy zone the Y 

concentration of the YSZ grains is 5–6%; core-shell structures are not noticeable, and the grains are 

not transformed. Closest to the pristine material, where the contact between melt and YSZ was 

shortest, the YSZ grains appear to retain their original composition and there is no evidence of 

transformation twins. In this region some areas show Y contents above the average, reflected by the 

brighter blue areas in Fig. 5.7(b), arising from the retained cubic phase described earlier. A 
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quantitative comparison of the yttria concentrations in the elemental maps in Fig. 5.7(b) shows that 

the composition of the grain cores across the entire mushy zone are essentially the same. The evidence 

indicates that the fraction of the Y-depleted outer shells of the grains in Fig. 5.7(a) increases from the 

bottom to the top of the mushy zone. 

5.1.4. 7YSH 

Mechanism 

The mechanism of mushy zone development of 7YSH is similar to those previously discussed but 

with a new feature introduced by the two-phase microstructure. The yttria-stabilized cubic phase 

dissolves preferentially relative to m-HfO2 in both acidic and basic melts, albeit at a higher rate in the 

latter, as shown in Fig. 5.8. There is no significant microcracking or interconnected porosity in these 

samples, and therefore no open path for melt penetration. However, because the volume fraction of 

the cubic phase is of order 30%, there is a percolating network that develops as it dissolves, allowing 

ready access of the melt to the remaining material and outward transport of the dissolved species. 

Evolution in acidic melts 

Similarly to pure HfO2, reactive crystallization starts at ~10 min, forming a few small (~1 µm) hafnon 

particles, as shown in Fig. 5.8(a), which grow in size but with very sparse coverage even after 60 min, 

e.g., Fig. 5.8(b) Concomitantly, there is a recession of ~2.4 µm of the cubic phase from the surface 

after 10 min, leaving a porous network of monoclinic HfO2 particles which grows to ~7 µm after 60 

min. Nevertheless, there are no visible signs of microcracking at the HfO2 boundaries in either case, 

presumably because the grains remain below the critical 2–3 µm size [158]. A cyclosilicate grain was 
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observed in the 60 min sample away from the HS particle (not shown), but its presence on the surface 

was even more sparse than that of hafnon. The predominant mode of crystallization is then the 

reprecipitation of m-HfO2 on the existing network. 

Evolution in basic melts 

No reactive crystallization was observed in the 7YSH specimens but the dissolution is somewhat 

faster than in the acidic melt, as noted by comparing the images after 10 min, where the depleted zone 

is doubled for the basic melt relative to the acidic one, ~4.8 µm vs. 2.4 µm, cf. Fig. 5.8(a,c). After 60 

min the depleted zone has grown to ~19 µm, shown in Fig. 5.8(d), about 2.7 times the recession in 

the acidic melt. Some of the HfO2 crystals closer to the surface appear to have coarsened in both 

samples but they remain immune to microcracking. 

5.1.5. GZO 

Gd2Zr2O7 underwent rapid crystallization in both CAS and CMAS melts. The temporal 

microstructural evolution of single crystalline GZO exposed to CMAS at 1300 °C is shown in Fig. 

5.9 for 3, 10, and 60 min. The samples clearly consist of two zones: a network of globular, Gd-

depleted fluorite grains, which are surrounded by melt, and a dense layer of reaction products 

immediately adjacent the pristine BO. The latter consists of apatite and nascent fluorite grains at 10 

min, identified by TEM-EDS (Fig. 5.10). Both zones grow substantially between 3, 10, and 60 min—

the fluorite zone increases in thickness from ~1.5 to ~2.8 to ~7.8 µm (with grain coarsening clearly 

observed), and the dense layer increases in thickness from ~0.5 to ~0.7 to ~2.1 µm. The interface of 

the reaction layer and the pristine GZO is clearly delineated by Z-contrast and remains markedly 
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planar up to 60 min. However, a large extent of cracking was observed in the single crystalline GZO, 

which is attributed to thermal stresses developed on quenching.  

The concentration of Zr4+ and Gd3+ within the reaction zone of the 10 min exposure, Fig. 5.9(b), was 

further investigated by TEM-EDS spot analysis and is shown in Fig. 5.10(b,c). The reprecipitated 

fluorite grains were found to have a largely consistent Gd3+ concentration throughout the mushy 

zone, containing ~18% Gd3+. The apatite grains contained ~20% Ca2+ and ~4% Zr4+, indicating a 

significant evolution from the nominal, defect-free composition. The Zr4+ concentration in the melt 

was spatially invariant, around 1.1–1.4%. (Note that this is significantly lower than the concentration 

of Zr4+ measured at the interface with the bulk melt in Chapter 4, ~2.8 %, Fig. 4.8.) The Gd3+ 

concentration in the melt was ~4.1% near the top of Fig. 5.10(b), consistent with that measured in 

the concentration profiles (Fig. 4.8), but this decreased further into the reaction zone—a minimum 

concentration of ~2.3% was measured adjacent to the apatite grains. 

Due to the limited availability of the single crystalline GZO, additional experiments with CAS were 

carried out on dense polycrystalline GZO compacts. The exposure temperature was lowered to 

1200 °C in an attempt to slow down the reaction kinetics, but the compacts readily crystallized even 

after only 1 min (Fig. 5.11).a After 1 min of exposure—representing the time needed for the sample 

assemblage to reach 1200 °C—a ~0.1 µm layer of globular grains (presumably reprecipitated zirconia) 

were observed immediately above the pristine GZO. The dissolution front remains planar, with just 

the onset of preferential grain boundary dissolution being observed (e.g., inset of Fig. 5.11a); grain 

                                                             
a The experimental temperature was decreased to 1200 °C for these experiments to slow down 

nucleation such that the onset could be captured. 
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boundary recession worsened initially with increased duration (e.g., 2 or 3 min, Fig. 5.11b,c) but a 

mostly planar interface was recovered by 10 min (Fig. 5.11e). Acicular grains, characteristic of apatite, 

appeared at 2 min of exposure (Fig. 5.11b) but were absent from longer duration experiments. 

Likewise, grains of a different morphology appeared at 3 min (Fig. 5.11c) but subsequently 

disappeared. The small scale of the reaction zone precluded composition measurements by SEM-EDS 

or EPMA. 

5.2. Discussion 

5.2.1. Crystallization in RE-free or lean systems 

This section will compare the crystallization and microstructural development for systems with no 

or little RE content (i.e., ZrO2, HfO2, 7YSZ, and 7YSH). The effect of melt composition and BO 

composition on reactive crystallization will be elaborated first. The development of the mushy zone 

observed in 7YSZ exposures will then be discussed in great detail. 

Thermodynamic foundation 

To provide context for understanding the phase evolution in the systems investigated it is insightful 

to examine the equilibrium scenarios toward which the relevant combinations of oxides and silicate 

melts are driven. Unfortunately, thermodynamic databases [50,51] describing CMAS/oxide 

equilibria do not include a description of HfO2-based phases, precluding the calculation of the 

equilibria for multicomponent systems involving hafnia. Those databases, however, have extensive 

information on ZrO2-based phases and a validated description for a wide range of silicate melts. 

Given the similarity in crystallography, chemical behavior and binary phase equilibria with many 
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oxides one may build on the multicomponent phase equilibria for ZrO2 in understanding of the 

behavior for similar HfO2 systems in the present study. 

ZrO2 (and HfO2 by extension) containing little or no rare earth content are thermodynamically 

predicted to form compounds with acidic melts but not with basic melts. The equilibrium phase 

fields for a partial isopleth between the acidic C24A17S59 (CAS) with increasing concentration of 

ZrO2, 7YSZ, and 20YSZ are shown in Fig. 5.12(a–c), respectively, for the temperature range relevant 

to that studied experimentally. All molar concentrations are based on a single cation formula unit, as 

noted earlier, e.g., 7YSZ is Zr0.93Y0.07O1.965. The evolution of phase fractions at 1300°C with the 

addition of ZrO2, 7YSZ, and 20YSZ are shown in Fig. 5.12(d–f), starting with one mole of melt in 

each case. The isopleths reveal that saturation occurs upon addition of only a small amount of the 

oxide, ~0.0025 moles, and should lead in all cases to the precipitation of zircon. The volume of liquid 

increases slightly (~0.2%) during this period and is not detectable at the scale of the graphs but starts 

decreasing immediately upon the start of ZS crystallization. The predicted crystallization path with 

increasing ZrO2 addition follows the fields L+ZS → L+ZS+An → L+ZS+An+Zb in Fig. 5.12(a). 

Absent anorthite the onset of Z formation is shifted to higher ZrO2 addition and the “kink” in the 

phase fraction of melt disappears. The presence of yttria in the dissolving BO shifts the fields where 

anorthite is stable to lower temperatures, cf. Fig. 5.12(b,c), increasing the likelihood of its suppression 

in experiments with 7YSZ and removing it altogether for 20YSZ. Note that the phase fractions of L, 

ZS and An in Fig. 5.12(d) do not change upon addition of ZrO2 above 0.11 moles (~10% ZrO2), 

when the system enters the four phase field, i.e., moles added to the system remain solid. However, 

                                                             
b  Phase abbreviations used in the crystallization paths are fully described in Table 2.2. 
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the presence of yttria in 7YSZ and 20YSZ enables the reprecipitated phase to evolve in composition. 

For example, when 7YSZ is added it dissolves in the melt reprecipitates as a tetragonal phase (Z) that 

is predicted to evolve in composition from ~0.4% to ~1.4% YO1.5 over the range displayed in Fig. 

5.12(b). In consequence, the relative amount of L increases slightly and that of ZS decreases slightly 

with YSZ addition in Fig. 5.12(e). 

The intrinsic phase(s) and reaction products become unstable upon increasing the melt temperature 

or melt basicity. Increasing the temperature to 1350 °C eliminates the feasibility of anorthite as a 

thermodynamically viable phase and reduces the range of compositions over which zircon forms as 

the only reaction product. Zircon becomes unstable by 1400 °C, Fig. 5.12(a–c), whereupon 

saturation of the melt should lead only to reprecipitation of the tetragonal zirconia upon additions 

of ZrO2 and 7YSZ, and cubic zirconia upon additions of 20YSZ. If zircon were kinetically suppressed 

the L/L+Z boundary would extrapolate to lower temperatures leading to the reprecipitation of 

zirconia upon saturation. (Note that an additional phase, namely the cyclosilicate Ca2ZrSi4O12, CZS, 

is predicted to form at temperatures below ~1250 °C.) No reactive crystallization phases are 

predicted in the more basic CMAS upon additions of ZrO2, 7YSZ, or 20YSZ, Fig. 5.12(g–i). In all 

cases the dominant field in the temperature range of interest is L+Z—or L+Z+F if enough yttria is 

present—with zircon only emerging at very large additions of oxide well beyond the limits of Fig. 

5.12. Apatite is notably absent from the calculations for both melts, indicating even the 20YSZ does 

not contain sufficient yttria to enable reactive crystallizationc. 

                                                             
c Apatite appears as a stable phase for both CAS and CMAS after ~50 mol% of 20YSZ addition. This 

represents substantial BO dissolution and is not expected to be observed in practice. 
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While the databases do not include hafnia, the higher melting temperatures of HfO2 vs. ZrO2 

(ΔTM=43 °C) and HfSiO4 vs. ZrSiO4 (ΔTM=74 °C) and expected similarity in phase equilibria 

suggests that the temperatures identified for the phase fields in ZrO2 would be moderately elevated 

for HfO2. This would imply HfSiO4 and Ca2HfSi4O12 should be more stable in the HfO2 based 

systems, and probably absent in the CMAS-HfO2 systems. 

Melt effects on reactivity 

The effect of melt composition on the interaction with RE-free or lean oxides involves both 

thermodynamic and kinetic factors. Isothermal pseudo-ternary sections between ZrO2 (Fig. 5.13) or 

7YSZ (Fig. 5.14) with varying Ca:Si ratios along pseudo-binary axes with compositions C(100-x)Sx 

(0 ≤ x ≤ 100), C(83-x)A17Sx (0 ≤ x ≤ 83) or C(78-x)M9A13Sx (0 ≤ x ≤ 78) delineate the melts for which 

zircon is stable as the primary crystallization phase. Notably, the thermodynamic prediction [50] of 

the stability limit for both ZrO2 and 7YSZ corresponds to Ca:Si <0.51 (x≈55) for the ternary silicates 

and Ca:Si<0.44 (x≈54) for the quaternary silicates. By comparison, zircon is stable for Ca:Si < 0.5 in 

the ternary CaO-SiO2-ZrO2 system [130], but with the cyclosilicate phase Ca2ZrSi4O12 [128]. This 

suggests that the zircon stability is dominated by the Ca:Si ratio and only moderately sensitive to 

minor additions of MgO and AlO1.5. Therefore, the silicate compositions selected in this study 

behave as expected with regard to the crystallization of zircon and, by extension, hafnon, as primary 

phases, but only with the pure MO2 oxides. The MSiO4 phases do form in the compositions 

containing Y but not as primary crystallization products, as elaborated below.  
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Oxide reactivity and products 

The results suggest that the reactive crystallization of Hf-based phases in acidic melts is more 

favorable than their Zr-based counterparts. The MSiO4 phases (zircon/hafnon) form readily, albeit 

significantly more slowly than those typically associated with CMAS mitigation in TBCs, e.g., 

apatites in rare-earth zirconates [60]. (For example, hafnon appears in about 10 min upon exposure 

to CAS at 1300 °C, Fig. 5.3(a), whereas apatite had a well-established layer by 10 min in Fig. 5.9(b). 

On coating-relevant length scales, apatite forms in <20 s during the reaction of Gd2Zr2O7 EB-PVD 

coatings with CMAS at 1300 °C, Fig. 2.9 [11].) Zircon coverage on ZrO2 appears slightly less 

extensive than hafnon on HfO2 after 60 min at 1300 °C, cf. Fig. 1.1 and Fig. 5.3(b,d). Furthermore, 

hafnon exhibits more extensive coverage of the HfO2 surface at 1400 °C than at 1300 °C (cf. Fig. 

5.3d,f)—this is in contrast with zircon, which exhibits much less coverage at 1400 °C (cf. Fig. 5.6b,c) 

and is not predicted to be thermodynamically stable at that temperature (Fig. 5.12a–c). Note that 

the relative stability of hafnon vs. zircon with temperature in the CAS melt is arguably larger than 

that expected from the differences in their incongruent melting temperatures in the binary systems, 

~74 °C. Importantly, the addition of Y, even in small amounts, significantly reduces the tendency to 

form the MSiO4 in their respective systems as shown in the experimental results. This will be 

discussed in the next section.  

A second difference between systems arises from the formation of the Ca2HfSi4O12 cyclosilicate in 

the HfO2 systems at 1300 °C, but not in ZrO2 systems with CAS. It is reported that CZS is stable in 

the CaO-SiO2-ZrO2 system [130] at temperatures as high as 1479 °C, where it forms a eutectic with 

ZrSiO4 and SiO2 (cristobalite). The stability is evidently reduced by the addition of AlO1.5, as shown 
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by the isopleth between CAS and ZrO2, where the cyclosilicate is only stable below ~1250 °C in 

combination of zircon and anorthite (Fig. 5.12a). A similar field exists in the calculated phase 

equilibria between CAS and 7YSZ below ~1250 °C. Indeed, the Zr-cyclosilicate has been 

experimentally observed in the dissolution of YSZ into the CAS melt used in this dissertation at 

1200 °C [63]. Conversely, the cyclosilicate is stable in the reaction with HfO2 at 1300 °C, with 

hafnon, but not at 1400 °C, confirming the expectation with the trends in phase equilibria 

hypothesized earlier. 

Effect of YO1.5 additions on reaction product formation 

The most consequential effect of moderate Y additions to ZrO2 or HfO2 is the significant 

suppression of the zircon, hafnon, or Hf-cyclosilicate formation in the CAS melt. Earlier experiments 

to establish the equilibrium between intimately mixed CAS and 25mol% ZrO2 or 7YSZ [58] at 

1300 °C for 50 h were fully consistent with the predictions of the isopleths in Fig. 5.12(a,b)—the 

predicted equilibrium phases for ZrO2 are L+Z+ZS+An with addition of 7% YO1.5 only suppressing 

anorthite. However, the present observations clearly reveal that when 7YSZ is gradually dissolved 

into CAS it does not form ZS first as expected from Fig. 5.12(b), but Z with a modified composition 

and ZS only at longer times and as a minor phase, Fig. 5.5(e-f) and Fig. 5.6. The effect is clearly kinetic 

suggesting that nucleation of Z is favored over that of ZS. A likely rationale is that nucleation and 

growth of the reprecipitated Y-depleted Z can take place epitaxially over the parent tetragonal 

particles facilitated by a similar crystal structure and a minimal difference in lattice parameters 

[159]—this point will be further elaborated below. In contrast, zircon has a complex crystal structure 

with no evident crystallographic orientation to favor nucleation on the parent 7YSZ phase and 
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requires more complex atomic rearrangements owing to the need for reorientation of the (SiO4)4- 

tetrahedra across the interface. Moreover, while minor Y3+ incorporation is feasible in zircon [58], it 

would tend to de-stabilize the structure as it would arguably substitute for the aliovalent Zr4+.  

Effect of YO1.5 additions on the mushy zone size 

The overarching effect of a similar 7% YO1.5 additions to HfO2 is broadly the same regarding the 

hindrance to hafnon formation, but the underlying scenario is quite different. While 7YSZ is 

predominantly single phase tetragonal solid solution except for a minor fraction of fluorite (Fig. 5.7), 

7YSH was designed as a two-phase microstructure wherein the fluorite phase is intended to control 

the grain size of the monoclinic HfO2 during sintering to prevent microcracking on cooling. That 

goal was accomplished, but at the expense of the C(M)AS resistance as illustrated in Fig. 5.8. In 

essence, the fluorite phase dissolves much faster than the monoclinic phase in both acidic and basic 

melts, but there is no Y-depleted fluorite or tetragonal phases that could form given the phase 

diagram [160,161]. Therefore, the competition is between reprecipitating m-HfO2 with minimal Y 

content on the existing m-HfO2 network, which can take place epitaxially, or forming hafnium 

silicate or cyclosilicate which requires a separate heterogeneous nucleation event. The latter is only 

feasible for the acidic melt as inferred from the behavior of the ZrO2 systems, but the lack of hafnon 

coverage suggests this is less favored kinetically. Instead, the apparent “growth” of the HfO2 grains 

near the surface of the compacts in Fig. 5.8 suggests that m-HfO2 is reprecipitating on the existing 

hafnia network.  

Even in exposures to the basic CMAS melt, which does not form any reaction products, adding 7% 

YO1.5 exacerbated the extent of the mushy zone. While it is difficult to compare the experimental 
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results of ZrO2 to 7YSZ—the former is badly cracked due to transformation induced stresses—a 

hypothetical comparison of a dense, crack-free ZrO2 is possible. When pure ZrO2 is dissolved, any 

excessive dissolution after interface saturation (relative to what is necessary to negate diffusional 

losses) must result in the reprecipitation of nominally pure ZrO2. (This is reprecipitation is unlikely 

to occur unless the reprecipitated zirconia incorporates small amounts of melt constituents like CaO; 

in this case, the reprecipitation would help slightly to seal infiltration pathways.) Conversely, the 

small yttria content in 7YSZ ensures, upon ZrO2 saturation of the interfacial melt, an appropriately 

small YO1.5 concentration in the melt (~0.25% for CMAS at 1300 °C, Fig. 4.2a,b)—this is well 

beneath the equilibrium YO1.5 concentration determined from mixed powder experiments (~1.6%) 

[58]. The melt YO1.5 concentration increases after ZrO2 saturation by further dissolving the 7YSZ 

and reprecipitating a yttria-depleted zirconia, which captures the excess ZrO2 from the melt. 

Unfortunately, the buildup of YO1.5 in this way is slow—the dissolving 7YSZ contains ~7% YO1.5
d 

and the reprecipitated phase captures ~3% YO1.5. The reprecipitated phase also nucleates on the 

partially dissolved 7YSZ grains, forming a shell (Fig. 5.7e) that impedes the dissolution of those grains 

and drives dissolution further into the compact. The net effect is that a significant amount 

dissolution continues after ZrO2 saturation, which drives the formation of the large mushy zones 

observed experimentally for 7YSZ. The mechanisms relevant to 7YSZ and its mushy zone will be 

further discussed in the next section. 

                                                             
d  The initially dissolving 7YSZ is fluoritic with a larger YO1.5 content. Its exact composition could not be 

ascertained but is expected to be ~10–16% YO1.5 depending on the processing history, Fig 2.5. 
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For two-phase materials like 7YSH, the mushy zone can be made even worse due to the preferential 

dissolution of one phase. As elaborated above, the fluorite preferentially dissolves (as observed in 

7YSZ dissolution) adding both HfO2 and YO1.5 to the melt. Upon HfO2 saturation, however, only 

the fluorite would dissolve (the monoclinic phase contains effectively no YO1.5 to contribute). Excess 

HfO2 will reprecipitate on the monoclinic hafnia network resulting in a large mushy zone of only 

monoclinic hafnia. Worse still, substantial grain boundary penetration was observed in the 7YSH 

beneath the monoclinic mushy zone, Fig. 5.8(d). This indicates the later stage of fluorite dissolution 

occurs primarily by the grain boundaries.  

Crystallization in YSZ 

Given the technological relevance of YSZ and the dominance of reprecipitation in these experiments, 

a deeper discussion on the mushy zone and its formation is warranted. Before discussing that, 

however, it is worthwhile to gain insight from the simpler mechanistic scenario presented by the 

dissolution of single crystal, cubic 20YSZ, shown in Fig. 5.4. The process starts with a planar front, 

e.g., Fig. 5.4(a), and no solute in the melt. The dissolution rate through the transient depends on the 

initial melt growth rate, uo, and the evolving interfacial concentration, Ci(0,t), which in turn depends 

on the diffusional transport rate, as described by Equations 3.2 and 3.3. 

Saturation of the melt at the interface leads to nucleation of a reprecipitated zirconia phase by ~10 

min (Fig. 5.4b,c). These two experiments, performed under the same conditions, generated either 

very sparse or rather abundant nucleation after the same time, suggesting that nucleation starts and 

accelerates rapidly at ~10 min. The first phase to form upon saturation of the CMAS melt should be 
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tetragonal ZrO2 with ~1% YO1.5 and ~2% CaO (Fig. 5.12i), and thus nucleation is heterogeneous. 

This has two important implications: one is the creation of a crystallographic boundary between the 

tetragonal and fluorite phases, and the second is that the growth involves an evolution of the 

reprecipitated composition toward the values observed at longer times, i.e., ~8% YO1.5 and ~6% 

CaO. The reprecipitated phase does not dissolve substantially and its growth is fed by dissolution of 

the neighboring 20YSZ material, as illustrated in the inset of Fig. 5.4(b). This process leads to 

undercutting of the precipitate and melt penetration along the original boundary. Away from the 

early grains, dissolution continues with a concentration gradient normal to the interface, which is 

increasingly disrupted by continued nucleation and growth. As the growth centers evolve into 

fluorite with higher Y and Ca contents, they merge into a nearly continuous layer (Fig. 5.4d) and 

become separated from the substrate by a thin layer of glass resulting from the linking of the undercut 

boundaries. It is hypothesized that thereafter the main dissolution-reprecipitation process takes place 

across the glass layer between the original crystal and the reprecipitated fluorite, with the excess Y3+ 

migrating toward the top of the fluorite layer through narrow glass channels within the reprecipitated 

layer, and then into the melt. (These would correspond to potential boundaries between grains of the 

reprecipitated layer with different orientation, which would not close because they are wetted by the 

melt). The dissolution front, while wavy, remains fairly planar as it moves into the crystal as there are 

no boundaries to be penetrated in the single crystalline 20YSZ. Moreover, some of the reprecipitated 

fluorite at the boundary with the bulk melt must arguably re-dissolve in response to the long-range 

diffusion into the unsaturated melt. (The overlaying “plumes” of fluorite above the continuous layer 

in Fig. 5.4(d) are assumed to form during cooling, but their morphology could be influenced by 

variations in melt composition associated with the redissolution process.) 
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Dissolution of the polycrystalline 7YSZ occurs fundamentally in the same way but it is further 

complicated by the presence of grain boundaries and the associated minor fraction of cubic YSZ. In 

the earliest stages of the dissolution, before significant penetration along the grain boundaries occurs, 

the 7YSZ behaves similarly to the single crystal 20YSZ at the mesoscopic scale. The dissolution rate 

is controlled by Equation 3.2 but over an arguably extended and somewhat rougher and undulating 

reaction front. Upon saturation, however, the reprecipitation of Y-depleted zirconia begins, 

eventually developing a large mushy zone as the melt continues to penetrate the grain boundaries.  

The dissolution and reprecipitation mechanism for polycrystalline 7YSZ inferred from Fig. 5.7 is 

schematically depicted in Fig. 5.15. The pristine oxide exhibits a microstructure similar to that 

observed in the bottom of the lamella of Fig. 5.7(a). The primary phase is tetragonal with lower Y3+ 

content than the bulk average plus a minor fraction of a Y-enriched cubic phase (Fig. 5.15a). The 

cubic zirconia regions are expected to dissolve faster than the bulk tetragonal phase owing to their 

higher concentration of Y3+ [98], explaining the absence of cubic phase in the upper part of the mushy 

zone. As the dissolution front advances along the grain boundaries the melt becomes saturated with 

ZrO2, leading to the reprecipitation of a tetragonal phase with an even lower Y3+ content (<3 mol%) 

than that in the pristine material and no detectable Ca2+. The onset of reprecipitation occurs when 

the mushy zone is only a few grain diameters thick, (<5 µm in Fig. 5.5a). Given the similarity in lattice 

parameters (<0.02% for the 2-3% difference in composition [159]), the reprecipitated oxide 

nucleates epitaxially on the surface of the remaining grain cores and grows around them forming a 

shell, as shown in Fig. 5.7(e) and schematically in Fig. 5.15(b). The thickness of the shell is largest 
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near the macroscopic boundary with the melt and decreases with distance into the mushy zone, 

consistent with the relative contact time with the melt and the average Y content in Fig. 5.7(c).  

The growth of the shells is fed primarily by the dissolution of the cubic phase at the bottom of the 

mushy zone, which concomitantly promotes melt penetration between the initial tetragonal grains. 

Thus, the undercutting phenomena between the reprecipitated and parent phase observed in the 

20YSZ dissolution is not applicable to 7YSZ. There may still be a driving force for dissolution of the 

grain core away from the cubic phase, and that may contribute partially to the growth of the shells. 

However, the epitaxial growth of the shell on the remaining tetragonal core and the absence of a true 

crystallographic boundary precludes melt penetration and the evolution of the thin glass layer 

observed in 20YSZ, Fig. 5.4(d), between the pristine and reprecipitated material. Once the shell 

surrounds the remaining core dissolution is kinetically constrained by the need for outward diffusion. 

It is further noted that growth of reprecipitated, Y-depleted tetragonal ZrO2 on single crystal 7YSZ 

columns produced by EB-PVD also occurs without any boundary separation between the parent and 

product phases [56]. The latter, however, eventually separate from the former due to dissolution at 

re-entrant points in the highly convoluted feathery morphology. 

It is intriguing that although only the shells are depleted of yttria, the entire core-shell grain 

transforms to the monoclinic phase upon cooling, cf. Fig. 5.15(b,c). This is at variance with the 

reprecipitated layer on the inner surfaces of partially dissolved EB-PVD columns, where the 

remaining column retains the non-transformable 7YSZ composition [56]. Arguably, the shell has a 

sufficiently low Y content to be transformable to the monoclinic phase upon cooling, assuming its 

thickness is above a critical value [162]. Conversely, the core of the underlying grain has been 
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rendered metastable because it has lost some Y from the nominal value owing to the partitioning of 

the cubic phase. This tetragonal phase (~5–6 mole% YO1.5) is actually transformable under 

mechanical stress as noted in the experimental section. The inference is that when the shell 

transforms it induces a sufficiently high stress on the core to trigger the monoclinic transformation. 

This is consistent with the structure of the particles in Fig. 5.7(d), where the martensitic 

transformation twins traverse the shell and the core reflecting a common shear process. The initial 

volume expansion of the shell into the much more compliant glass leads to an outward radial 

expansion and arguably development of a tensile dilatation stress in the core, which may also 

contribute to the transformation. Moreover, particles closer to the bottom of the mushy zone with a 

thinner or no distinguishable shell do not transform on cooling. Because the monoclinic 

transformation is disruptive, these observations provide context for the effects of the incipient 

partitioning of the t’ phase into tetragonal and cubic phases in plasma sprayed coatings prior to the 

exposure to the molten silicate. 

5.2.2. Crystallization in RE-rich systems (GZO) 

Thermodynamic foundations 

The crystallization of rare-earth based phases, notably apatite, is observed in barrier oxides with 

sufficient RE content (e.g., Gd2Zr2O7, GZO). Isopleths and the corresponding crystallization 

pathways are shown for GZO dissolution into CAS at 1200 °C and CMAS at 1300 °C in Fig. 5.16, 
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matching the experimental exposure conditions (Fig. 5.9 and Fig. 5.11). When exposed to the acidic 

CAS melt, the predicted crystallization pathe with increasing GZO addition follows the fields  

L+CZS → L+CZS+ZS → L+ZS → L+ZS+CGS  

→ L+ZS+CGS+Ap → L+ZS+Ap → L+ZS+Ap+Z.  

The apatite phase fraction increases monotonically through the calculation range, whereas zircon 

begins to decrease upon the formation of t-zirconia. Both cyclosilicate phases (CGS and CZS) 

quickly become unstable. The extensive formation of reactive phases more than doubles the 

consumption of the liquid relative to RE-lean BOs (cf. Fig. 5.12d-f). Suppressing both zircon and the 

Zr-cyclosilicate from the calculation, on the basis that the phases may be kinetically delayed, 

simplifies the crystallization pathway, Fig. 5.16(e). In this case, reprecipitated zirconia is predicted to 

crystallize first followed shortly after by the Gd-cyclosilicate then by apatite. The quantity of 

reprecipitated zirconia and apatite monotonically increases as more GZO is dissolved into the system, 

whereas the Gd-cyclosilicate is consumed in favor of apatite. The fraction of apatite formed is similar 

to that in the non-suppressed calculation, but less melt volume is converted as no zircon is formed. A 

notable observation is that the reprecipitated zirconia phase remains tetragonal throughout the 

calculated range, even if zircon is suppressed. This limits the solubility of Gd3+ in the reprecipitated 

phase, thereby affording more Gd3+ available to form apatite and ancilliary reaction products [58].  

The CMAS melt reacting with GZO at 1300°C follows a crystallization path of  

                                                             
e  The calculation with CAS suppressed anorthite. The latter was incorrectly predicted to be stable above 

the known liquidus of CAS [58]. Suppressing the anorthite phase correctly recovered the eutectic 
melting temperature without having to suppress the other eutectic phases. 
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L+Z → L+Ap+Z → L+Ap+Z+F → L+Ap+F → L+Ap+F+Mel  

which is at variance from CAS in two important ways. First, Zr-based reaction phases are made 

unstable by the decreased silica concentration in the CMAS melt (as predicted for the RE-lean BOs). 

Second, the reprecipitated material, although initially nucleating as tetragonal zirconia, becomes 

dominated by fluorite. The result is that the reprecipitated phase captures more Gd3+. The key 

implication of both differences is a reduction in the melt consumption (conversion) at equilibrium. 

Crystallization of melilite is presumably due to the evolution of the melt composition as apatite 

crystalizes—its formation is typically observed in exposures of CMAS to pure rare-earths (e.g., Ref. 

[58]).  

An important observation from the thermodynamic calculations is that, for both melts, a Zr-based 

phase is predicted to form shortly before the Gd-based apatite phase. This remains true even if some 

Zr-based phases are kinetically suppressed. For example, Zr-cyclosilicate is the first Zr-based phase 

predicted for the CAS melt, with reprecipitated Z not appearing until ~0.28 moles of dissolution; 

when Zr-cyclosilicate and zircon are suppressed, Z nucleation begins much earlier, after ~0.004 moles 

of GZO addition. 

Crystallization in GZO 

The experimental results highlight the speed at which GZO dissolves into both melts studied, 

affording crystalline (reprecipitated or reactive) products. Crystallization occurs quickly enough that 

capturing the stage before nucleation (i.e., similar to Fig. 5.4a) has been elusive, which also precludes 

a rigorous quantification of its dissolution rate as done for HfO2 and 7YSZ. The dissolution-
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crystallization mechanism will therefore be inferred using the available results and experience in other 

systems. 

Single crystalline GZO, when exposed to CMAS at 1300 °C, rapidly establishes a layer of 

reprecipitation and, most importantly, apatite, Fig. 5.9. The latter’s presence at 3 min is difficult to 

confirm from the SEM images (e.g., Fig. 5.9a) of the dense crystallization layer but is clearly 

established by 10 min in significant quantities, Fig. 5.9(b) and Fig. 5.10. This can be readily compared 

to the 20YSZ, which only shows the onset of reprecipitation for the same experimental conditions. 

As established in Chapter 4, these observations clearly illustrate the enhanced dissolution rate of 

GZO enabling rapid crystallization, even of Zr-based phases despite GZO’s comparatively small 

ZrO2 concentration relative to YSZ, cf. Fig. 5.4 and Fig. 5.9. Furthermore, no reactive crystallization 

was observed for 20YSZ into CMAS, even after 240 min. 

The morphology of the reaction zones depicted in Fig. 5.9 suggests that the reprecipitated zirconia 

forms before apatite in the reaction between GZO and CMAS. This interpretation is supported by 

multiple pieces of evidence: first, the calculated crystallization path, Fig. 5.16(d), predicts t-zirconia 

crystallization before apatite. (Furthermore, the larger diffusivity of Gd3+ relative to Zr4+ would 

exacerbate the delay of apatite in a 1D dissolution-diffusion experiment, i.e., the effective rate of BO 

dissolution is Zr-rich relative to the 1:1 ratio of GZO.) Second, the larger grains are exclusively 

reprecipitated zirconia and persist near the interface with the bulk melt (Fig. 5.9); apatite is only 

found near the bottom of the reaction zone adjacent to much smaller, and presumably newer, 

reprecipitated grains. Third, apatite has been previously observed to form shortly after reprecipitated 

zirconia in the exposure of EB-PVD GZO to CMAS [11]. The important implication on the 
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mechanism is the early saturation of Zr4+ in the melt will slow down the dissolution rate of the BO 

(per the dissolution mechanism, Equations 3.1 and 3.2) and enable the crystallization of 

reprecipitated zirconia (containing a reduced amount of Gd3+)—both factors decelerate the rate of 

Gd3+ addition to the melt needed for apatite formation. How this mechanism observed in 1D, semi-

infinite diffusion couples translates to TBC relevant length scales will be investigated in the next 

chapter. 

The globular reprecipitated grains coarsen with time (cf. Fig. 5.9a-c) but remain notably different in 

morphology than the reprecipitated grains formed from 20YSZ—those in GZO do not merge but 

remain discontinuous, surrounded by melt like the polycrystalline 7YSZ. At any given time, however, 

the reprecipitated material appears relatively homogenous in composition throughout the 

crystallization zone—all grains contain ~18% GdO1.5 in Fig. 5.10(b), similar to 4 h exposures, with 

identical melt composition and temperature, previously reported in the literature [66]). The mixed 

crystallization layer grows in thickness between 10 and 60 min, but the apatite grains therein do not 

grow substantially in length into the reprecipitated zirconia layer.  

Given apatite is observed at 10 min and it is expected to be a key Gd3+-containing crystallization 

product, apatite’s lack of apparent growth indicates a balance between its formation rate and its 

redissolution as the semi-infinite melt removes Gd3+ and Zr4+ from the interface. 

Both Zr4+ and Gd3+ show concentrations within the crystallization zone that are at or below those 

measured at the interface with the bulk melt. For instance, the concentration of Zr4+ in the 

crystallization zone is consistent throughout the thickness, at about 1.2±0.2 %; this is, however, only 

half the concentration at the interface with the bulk melt, which was closer to 3.2 % at 10 minutes. 
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The Gd3+ concentration at the top of the reaction zone is consistent with the value measured by the 

concentration profiles (~3.6 %, Fig. 4.8c), but it becomes significantly lower, ~2.3 %, near the bottom 

where apatite is present (Fig. 5.10b). The latter is consistent with the concentration of Gd3+ in the 

melt at equilibrium determined in GZO-CMAS mixed powder experiments [58]. It is unclear, 

however, whether the concentration of Zr4+ and Gd3+ measured within the reaction zone melt (Fig. 

5.10b,c) are indicative of local thermodynamic equilibrium or of quench effects during cooling (as 

previously described). The latter would have important implications on the validity of composition 

measurements taken after cooling from mixed powder experiments (e.g., Ref. [94]), which often have 

short diffusion distances.  

The microstructural evolution when exposed to CAS is fundamentally similar to CMAS but is 

complicated by the expanded menu of thermodynamically viable phases for CAS. The GZO rapidly 

reacted with the more viscous CAS melt, Fig. 5.11, despite the lower temperature (1200 °C) intended 

to retard the crystallization kinetics. The layer of small, globular grains observed after 1 min are 

consistent with reprecipitated zirconia. The latter suggests the reprecipitated phase forms before a 

Zr-based reactive phase (zircon or cyclosilicate), at variance with the thermodynamic predictions, 

Fig. 5.16(a,b), but consistent with similar observations in 7YSZ and 7YSH elaborated above. This 

also provides evidence that the CAS saturates in Zr4+ before Gd3+, which is consistent with the 

inferred mechanism of the CMAS melt and with the thermodynamic and kinetic considerations 

elaborated above. Additional phases appear at 2 and 3 min (Fig. 5.11b,c) but are not observed in the 

5 or 10 min experiments, suggesting they are metastable. The needle-like grains in Fig. 5.11(b) are 

strongly indicative of apatite, but the protruding grain in Fig. 5.11(c) (and throughout the sample) 
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are difficult to identify. The latter’s morphology is consistent with some hafnon or Hf-cyclosilicate 

grains observed in Fig. 5.3 but could be the Gd-cyclosilicate predicted thermodynamically in this 

system. Some further investigation leveraging TEM-EDS and electron diffraction will be necessary 

to fully characterize the microstructural evolution in CAS at 1200 °C. 

The crystallization and apparent redissolution of phases (e.g., the needle-like grain in Fig. 5.11b and 

the protruding grain in Fig. 5.11c) observed in CAS is in contrast with the microstructural evolution 

observed in CMAS. The current hypothesis involves the formation of metastable, kinetically favored, 

phases that redissolve upon the crystallization of the thermodynamically favored phase. Such a 

mechanism was observed in literature experiments dissolving ~10 wt% Gd2O3 powder into the same 

CAS melt at 1200 °C [93]. Therein, apatite rapidly crystallized as the only product upon the initial 

dissolution of Gd2O3; longer duration experiments, however, showed the initial apatite redissolved, 

eventually completely, in favor of the Gd-cyclosilicate phase. The expected dissolution distance of 

the GZO within the present experiments, though not directly quantifiablef, is expected to be small 

for the conditions of Fig. 5.11—integrating an estimated concentration profile using Table 4.2 yields 

a dissolution distance of 0.1–0.4 µm for 1–10 min, respectively. The implication is that if apatite 

forms after 2 min, as expected from Fig. 5.11(b), it may not yet be thermodynamically stable based 

on the total amount of GZO dissolved and the thermodynamic assessment, Fig. 5.16(b), and 

therefore susceptible to further dissolution. 

                                                             
f  Concentration profiles cannot be directly measured using the standard procedure as their estimated 

length are <10 µm, equivalent to 1–3 spots in the EPMA. 



 

 146 

5.3. Synopsis 

Multiple barrier oxides were exposed to an acidic and a basic silicate melt and the resulting 

crystallization and microstructural evolution were elucidated. Rare-earth free or lean oxides were 

unreactive with basic melts but can form Zr or Hf-based silicates. The latter, namely HfSiO4 and 

Ca2HfSi4O12, were found to be more stable than their Zr-based counterparts. As a result, pure HfO2 

readily reacted with the acidic melt to form a well-adhered reaction layer which shielded the 

underlying HfO2 from further dissolution. Unfortunately, the HfO2 microcracks as a result of its 

anisotropic CTE, affording melt infiltration pathways which are particularly deleterious for non-

reactive melts. The addition of 7% YO1.5 to the hafnia created a second phase, which constrained 

grain growth and prevented microcracking; but, the yttria addition effectively eliminated the Hf-

silicate phases by a kinetic preference for hafnia reprecipitation. The effect worsened the size of the 

mushy zone and was found to equally apply to the common TBC material 7YSZ, which showed less 

reactive crystallization than thermodynamically anticipated. Instead, 7YSZ reprecipitated zirconia as 

shells on partially dissolved tetragonal grains that were slightly Y-lean in the pristine condition due 

to partitioning of the 7YSZ into a cubic+tetragonal microstructure. The cubic phase preferentially 

dissolved, leaving behind a mushy zone of t-zirconia that was non-transformable on cooling but 

transformable on the application of stress. The yttria-depleted zirconia shells transformed on cooling 

thereby applying stress to, and triggering the disruptive transformation of, the t-zirconia cores. 

The rare-earth rich oxide, Gd2Zr2O7, rapidly induced crystallization in either melt. The dissolution 

was sufficiently fast as to preclude capturing the onset of crystallization, as was possible for all barrier 

oxides in the previous paragraph. The mechanism is inferred to have reprecipitated zirconia, forming 
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before Gd-based reaction products (e.g., apatite) or Zr-based (e.g., zircon). While reprecipitated 

zirconia should decelerate apatite’s crystallization, the relative impact appears to be minor for this 

material, at least for the CMAS melt. However, some benefit may exist for minimizing the time where 

Zr4+ is saturated in the melt but Gd3+ is not—this would be most easily achieved by enriching slightly 

the rare-earth concentration of the barrier oxide. Finally, some dissolution of reactive phases was 

observed, particularly for the CAS melt; this mechanism must be understood further but would have 

important implications on the stability of infiltration-inhibiting crystallization in thermal barrier 

coatings. 
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5.4. Figures 

 
Fig. 5.1: Zircon (ZS) formation on nominally pure (not stabilized) ZrO2 after interaction with the CAS melt 
at 1300 °C for 60 min. The extensive microcracking of the substrate is a result of sintering in the tetragonal 
phase field and the subsequent disruptive transformation to the monoclinic phase upon cooling. 
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Fig. 5.2: Elemental mapping of HfO2 concentration after exposure of a dense HfO2 compact to C24A17S59 melt 
at 1400 °C for 60 min. (a) Shows the formation of a layer of hafnon on the surface of the HfO2 compact, with 
a gap wherein dissolution is still taking place. (b) shows the same region but with a different concentration 
scale, which illustrates the dissolution of HfO2 from the gap and its transport to the surfaces of the product 
layer, where it reprecipitates. The concentration scales are shown in the middle. 
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Fig. 5.3: Reacted interfaces of pure HfO2 compacts exposed to CAS melts at 1300 °C for (a) 10 min, (b,d) 60 
min, (c) 240 min, (e) CMAS melt at 1300 °C for 60 min, and (f) CAS melt at 1400 °C for 60 min. Reactive 
crystallization products include primarily hafnon (HS=HfSiO4) and a Ca-Hf cyclosilicate 
(CHS=Ca2HfSi4O12). Note the absence of reactive crystallization products in (e), where CMAS penetrates 
extensively along the grain boundaries down to ~19 µm. 
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Fig. 5.4: BSE micrographs illustrating the dissolution reprecipitation mechanism in single crystalline 20YSZ 
with CMAS at 1300°C. The early dissolution front in (a) is planar after 3 min. (b) Shows the first evidence of 
reprecipitation of fluorite after 10 min, which evolves rapidly as shown by a duplicate experiment (c) for the 
same nominal time. Note in the inset in (b) the preferential dissolution feeding the growth of the new fluorite 
grain from the immediate vicinity of the nucleation site. (d) The reprecipitated fluorite forms an essentially 
continuous layer after 60 min, separated from the single crystal by a continuous thin glass film. 
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Fig. 5.5: Sequence of evolution of the reaction layer in polycrystalline 7YSZ with (a–c) CMAS and (e–g) CAS 
at 1300°C, and comparison with exposures at 1400°C for 60 min (d,h). The dissolution occurs preferentially 
at the grain boundaries with the evolution of a diffuse dissolution-reprecipitation “mushy zone” where the 
average YO1.5 concentration increases as illustrated in Fig. 5.7. 

  



 

 153 

 
Fig. 5.6: Interfaces between 7YSZ polycrystalline compacts and (a-c) CAS melts for (a) 60 min at 1300 °C, (b) 
240 min at 1300 °C, and (c) 240 min at 1400 °C. The faceted particles above the surface in (b) and (c) are 
ZrSiO4 (ZS). The insets show details of zircon particles in (b) and (c). 
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Fig. 5.7: TEM analysis of the mushy zone (a,b) from the specimen in Fig. 5.5(b). The annular dark field image 
in (d), taken from the area marked in (a), showed evidence of transformation on cooling reflected in twinning 
of the reprecipitated grains. These transformed grains are more evident toward the top of the mushy zone. 
EDS maps from (b) the overall lamella and (e) the reprecipitated grains corresponding to the image in (d), 
show the distributions of Y (blue) and Ca (red). (c) depicts the average Y:Zr ratio as a function of depth in the 
mushy zone, taken by integration across the EDS map in (b) at 17 nm intervals. 
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Fig. 5.8: Reacted interfaces of the 7YSH two-phase pellet after 1300 °C exposures to (a,b) CAS for 10 and 60 
min, respectively, and (c,d) CMAS for 10 and 60 min, respectively. Note the preferential dissolution of the Y-
rich cubic phase (darker gray) leaving behind a network of porous monoclinic HfO2. Hafnon is only formed 
in the CAS melt and appears as times as short as 10 min, but the coverage is less extensive than in pure HfO2 
at comparable times. 
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Fig. 5.9: Exposures of single crystalline Gd2Zr2O7 to CMAS for (a) 3 min, (b) 10 min, and (c) 60 min. The 
reaction zone consists of globular reprecipitated zirconia grains, which coarsen over time, and needle-like 
apatite grains.  
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Fig. 5.10: (a) Reaction zone between the CMAS melt and the Gd2Zr2O7 at 1300 °C for 10 min, consisting of 
spherical precipitates and needle-like grains. TEM analysis (b,c) confirms the presence of globular fluorite and 
apatite as the reaction products. The fluorite precipitates in (b) show GdO1.5 concentrations around 18%. A 
slight concentration gradient of Gd3+ was observed in the melt (b), with the concentration being lowest near 
the apatite grains and highest near the top of the reaction zone. Conversely, the concentration of Zr4+ in the 
melt was relatively constant throughout the lamella (c). 
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Fig. 5.11: Exposures of polycrystalline Gd2Zr2O7 to C24A17S59 at 1200 °C for (a) 1 min, (b) 2 min, (c) 3 min, 
(d) 5 min, and (e) 10 min. Crystallization was observed after only 1 min (a) in the form of fine globular grains 
along the interface. The needle-like phase in (b) is reminiscent of apatite, but the phase is not observed in 
subsequent experiments indicating it may redissolve. 
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Fig. 5.12: Calculated isopleths for the dissolution of (a) ZrO2, (b) 7YSZ, and (c) 20YSZ into the C24A17S59 
(CAS) melt. The corresponding evolution of the phase fractions at 1300 °C is shown in (d-f). All systems are 
expected to form zircon (ZS) after the melt (L) becomes saturated, with reprecipitated tetragonal zirconia (Z) 
forming after approximately 10 mole percent of the solid oxide is dissolved. The Zr-cyclosilicate (CZS) appears 
only below 1250 °C (not shown), consistent with its absence from this work and observations elsewhere [63]. 
The anorthite phase (An) does not form in these experiments. Calculated isopleths for the dissolution of (g) 
ZrO2, (h) 7YSZ, and (i) 20YSZ into the C33M9A13S45 (CMAS) melt are also shown. Reprecipitated zirconia 
is the only phase expected to form above ~1275 °C. 
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Fig. 5.13: Calculated isothermal pseudo-ternary sections between ZrO2 with varying Ca:Si ratios along 
pseudo-binary axes with compositions (a) C(100-x)Sx (0 ≤ x ≤ 100), (b) C(83-x)A17Sx (0 ≤ x ≤ 83), or (c) C(78-

x)M9A13Sx (0 ≤ x ≤ 78) [50]. Regions forming zircon (ZS) are shaded in blue and the critical C:S ratio for zircon 
formation is noted on the diagrams. The latter appears to be insensitive to AlO1.5 additions but does decrease 
modestly from the addition of MgO.  
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Fig. 5.14: Calculated isothermal pseudo-ternary sections between ZrO2 with varying Ca:Si ratios along 
pseudo-binary axes with compositions (a) C(83-x)A17Sx (0 ≤ x ≤ 83) or (b) C(78-x)M9A13Sx (0 ≤ x ≤ 78) [50]. 
Regions forming zircon (ZS) are shaded in blue and the critical C:S ratio for zircon formation is noted on the 
diagrams. The latter decreases modestly from the addition of MgO but remains comparable to the critical 
ratios for ZrO2 (Fig. 5.13) indicating minimal impact from the addition of YO1.5. 
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Fig. 5.15: Schematic of the dissolution-precipitation mechanism leading to the de-stabilization of 7YSZ. The 
as-received material in (a) is 6.8% YO1.5 but partially decomposed into a minor amount of cubic phase and a 
majority tetragonal phase that is slightly lean in stabilizer than the average (~5–6% YO1.5). Upon exposure to 
the CMAS melt the cubic phase dissolves faster, and a smaller amount of the tetragonal phase dissolves 
concurrently. (b) Y-depleted tetragonal phase precipitates epitaxially forming a shell on the remaining 
undissolved tetragonal core. (c) The shell transforms to the monoclinic phase upon cooling, and the ensuing 
stresses trigger transformation of the marginally stabilized core. 
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Fig. 5.16: Calculated isopleths for the dissolution of Gd2Zr2O7 (GZO) into (a) C24A17S59 and (c) C33M9A13S45. 
The corresponding evolution of the phase fractions is shown in (b) for CAS at 1200 °C (not fully characterized 
experimentally) and (d) for CMAS at 1300 °C. (The abscissa of b,d is in a single cation basis of GZO added, 
i.e., Gd0.5Zr0.5O1.75.) Both systems are expected to form apatite (Ap) but its nucleation is preceded by a short-
lived Gd-cyclosilicate (CGS) in the CAS melt. Crystallization of reprecipitated t-zirconia (Z) is preceded by 
both Zr-cyclosilicate (CZS) and zircon (ZS) in the CAS melt. No Zr-based reactive phases are predicted for 
the CMAS melt, but the initially t-zirconia (Z) is predicted to evolve into the Gd-enhanced cubic phase (F). 
The crystallization pathway of (b) is recalculated in (e) assuming kinetic suppression of ZS and CZS. 
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CHAPTER 6. MODELING AND IMPLICATIONS FOR COATINGS 

As elaborated in the background (Chapter 2), reactive crystallization is initially rate limited by 

saturation of the melt, which depends in turn on the rates of coating dissolution and diffusion. These 

rates were quantified fully for 7YSZ in two melts and at three temperatures in Chapter 4 (and 

quantified for a subset of conditions for HfO2 and Gd2Zr2O7), but the methodology necessitated 

significant concentration gradients in the melt over distances of 10–1000 µm. In contrast, the 

relevant length scale of TBC porosity is generally less than 2 µm. However, the kinetic parameters 

determined from the semi-infinite experiments can be used with a suitable models to estimate the 

dissolution and diffusion behavior—and subsequently the melt saturation times—on the scale of the 

typical intercolumnar gaps in EB-PVD or dense, vertical cracked microstructures in APS TBCs 

[163,164]. 

This chapter presents three finite element (FE) models, roughly in order of increasing complexity 

and assumptions, that quantify the time necessary to saturate an intercolumnar gap with TBC 

constituents. The models explore: (i) isothermal diffusion within a representative 2D rectangular 

gap; (ii) the effect of a finite interface detachment rate (i.e., non-immediate saturation of the 

interface) and finite diffusivities in 1D isothermal conditions; and (iii) simultaneous dissolution, 

diffusion, and infiltration of a simplified 2D intercolumnar gap under an imposed thermal gradient. 

Each model simplifies the engineered geometric complexity of a real TBC; perfect wetting is assumed, 

feathery or porosity features, such as those of Fig. 2.1(a), are simplified as straight boundaries, and 

any coating tortuosity is ignored. This assumption greatly reduces the geometric complexity of the 

model and allows the fundamental impact of each kinetic process to be more clearly ascertained. The 
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results provide valuable and previously unavailable insight into TBC-CMAS interactions of length 

scales very difficult to probe experimentally. The collective results will then be discussed in the 

context of guiding the design of next-generation coatings and methods to reduce the number of 

experiments needed to be undertaken. 

6.1. 2D isothermal diffusion model 

To ascertain the rate of diffusional transport, the diffusion of TBO cations into an intercolumnar 

gap was modeled using the finite element method (FEM) package NDSolve in Wolfram 

Mathematica [165]. As a first approximation a static melt (no flow) was modeled in a 2D rectangular 

gap (2 x 2.8 µm), which was based on an actual microstructure depicted in Fig. 2.1(a,b). To 

understand the effects of varying the diffusivity alone, the dissolution behavior was first assumed to 

be rate limited by diffusion, i.e., the interface saturates immediately following Fig. 2.12(a). The 

relevant two-dimensional diffusion equation is given by: 

𝜕𝜕𝐶𝐶𝑖𝑖
𝜕𝜕𝜕𝜕

= 𝐷𝐷𝑖𝑖 �
𝜕𝜕2𝐶𝐶𝑖𝑖
𝜕𝜕𝑥𝑥2

+
𝜕𝜕2𝐶𝐶𝑖𝑖
𝜕𝜕𝑦𝑦2

�  (6.1) 

with an initial condition of Ci(t=0, x,y)=0 and a boundary condition of Ci(t,x,y)=1-exp(-3000t). 

(The boundary condition reaches unity effectively immediately but is consistent with the initial 

condition at t=0.) 

Notwithstanding the simplicity of the model, the results clearly indicate that melt saturation occurs 

rapidly under diffusion-controlled regimes. For example, concentration profiles across the gap 

calculated using D≈11 µm2/s (similar to Y3+ or Gd3+ diffusion in C33M9A13S45 at 1300 °C) are shown 

in Fig. 2.1(c). A substantive concentration profile across approximately half the gap width is 
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established already after 1 ms, and the time to reach the near-saturation condition is ~70 ms. (The 

estimated infiltration distance in this time following Jackson et al. [24] is ~17 µm, only ~5% of the 

total TBC thickness.) Repeating the calculation over a range of diffusivities (10-13–10-10 m2/s) 

representative of those experimentally measured in Chapter 4 reveals that saturation would occur in 

approximately 0.01–10 s. Given that a slow diffusivity arises from a high viscosity melt, these 

timescales for diffusion are likely faster than that of the time necessary for significant infiltration 

[24,56]. Moreover, note in Fig. 2.1(b) that many of the gaps are much smaller than that modeled, 

which would further decrease the times necessary to saturate the melt. Ultimately, it is unlikely that 

slow diffusivities would significantly hinder the saturation levels needed to trigger reactive 

crystallization and lead to large melt infiltration distances. It is then valuable to better understand 

the role of finite interface detachment rates (i.e., finite uo) on the saturation time. 

6.2. 1D isothermal dissolution and diffusion model 

To capture the simultaneous effects of finite dissolution (interface detachment) and diffusion, the 

full non-linear PDE and boundary conditions of Equations 3.1–3.3 must be incorporated into a 

model. This demand exceeds the current capabilities of Mathematica but was accomplished using 

COMSOL Multiphysics® [166]. The model used the experimentally determined kinetic constants 

for 7YSZ (determined in Chapter 4, Table 4.1) and saturation concentrations (e.g., Fig. 4.2) to afford 

insight into melt saturation for the common TBC material. To further reduce the geometric 

complexity, a simple 1D finite element model featuring two 7YSZ dissolution point sources 

separated by a 1 µm wide, melt-filled gap was created. This model, shown schematically in Fig. 2.2(a), 

is representative of the leading front of the infiltrating melt, but does not consider the rate of viscous 
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flow or the thermal gradient present in actual TBCs. The time scale thus only represents the contact 

time between the walls of the coating channel and the melt volume element (i.e., the duration of 

active dissolution and diffusion). 

An exemplary scenario of the evolution of the calculated Zr4+ concentration profile across the 1 µm 

gap for 7YSZ dissolving into CMAS at 1300 °C is illustrated in Fig. 2.2(b). The concentration scale 

is normalized by the saturation value determined in the semi-infinite melt experiments, 3.08 mol% 

at 1300°C. The calculations show that the Zr4+ concentration reaches saturation at approximately 

3.0 s from the start of exposure, considerably faster than the estimated time for saturation from the 

experiment at the same temperature, ~5.4 min. More significantly, the concentration profiles 

simulated by the model are essentially flat, implying that diffusion is rapid in this scale (consistent 

with the conclusion of the 2D diffusion-only model, Fig. 2.1). Thus, the melt saturation is controlled 

by the initial detachment rate (i.e., by uo) with minimal diffusional constraints. The concentration 

profiles of Fig. 2.2(b) are re-cast for comparison to other melt and temperature combinations in Fig. 

2.2(c). The latter shows the Zr4+ concentrations at the boundaries (Cmax) and center (Cmin), as a 

function of time, for 7YSZ dissolving into both CMAS and CAS melts at 1300°C and 1400°C. For 

all but the CAS melt at 1300°C, where diffusion is the slowest, the concentration minimum lags only 

slightly behind the maximum, consistent with the presence of only small concentration gradients 

within the melt. However, the CAS melt at 1300 °C did exhibit flat concentration profiles in the 

later stages of dissolution and was calculated to obtain saturation at a similar time to 1400 °C; thus, 

the impact of low diffusivities, if present, are only pronounced in the early stages of 7YSZ dissolution.  
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The results also provide some insight into the effect of melt composition and temperature. Melt 

saturation occurs first for the more de-polymerized CMAS melt relative to CAS at equivalent 

temperatures. (Note that saturation also occurs faster for CMAS at 1300 °C than CAS at 1400 °C; 

the implication is that the changing melt composition has a larger effect on saturation times than 

changing the temperature under the conditions tested.) Importantly, the saturation times are similar 

or decrease at higher temperatures as the enhanced dissolution and diffusion kinetics counteract the 

increased concentration necessary to reach melt saturation. While this model provides useful insights 

into melt saturation on smaller length scales, it lacks any context for the concomitant infiltration that 

would occur in a real TBC. 

6.3. Model of dissolution, diffusion, and infiltration under a thermal gradient 

The final model develops a coupled approach to understand the competition between infiltration 

and melt saturation via the dissolution and diffusion kinetics. The key benefit to this approach is that 

changes to the model parameters—namely the kinetics and gap geometry—can be immediately put 

into context by how the infiltration distance at melt saturation changes. To more accurately capture 

this infiltration, the model considers a thermal gradient through thickness, which incorporates a 

spatial dependence to the kinetics not previously explored. This complexity requires multiple 

assumptions (to be enumerated) that likely affect the accuracy of the results; therefore, the model is 

not predictive but can serve to illuminate the general trends and dependences on critical variables. 

6.3.1. Methods 

The 2D finite element model was created and evaluated in COMSOL Multiphysics [166]. A 

rectangular sample geometry was built with a height of 350 μm and a width of either 0.5, 1, or 2 μm, 
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shown schematically in Fig. 2.3(a). (Note that only the intercolumnar gap was explicitly modeled—

the regions labeled “TBC” in Fig. 2.3(a) were not included.) The height was chosen to be consistent 

with previous work that modeled infiltration alone [24]; the widths represent a range in possible 

intercolumnar gap sizes that may be exposed to molten silicates, broadly consistent with the 

microstructure depicted in Fig. 2.1(b). The top of the geometry was set to 1300 °C and the bottom 

to 1100 °C to mimic the temperature goals of future engines; a linear thermal gradient 

(~0.57 °C/µm) was imposed between, assuming the TBC temperature had reached steady state prior 

to its encounter with the siliceous debris. The melt C33M9A13S45 was chosen for this model because it 

is representative of actual engine deposits observed in service hardware [36,56] and has a low viscosity 

meaning the infiltration rate will be more severe. The melt was given an initial penetration distance 

of 10 µm at t=0; this provided stability to the infiltration calculations and is roughly consistent with 

the wider intercolumnar gaps found near column tips, e.g.,  Fig. 2.1(a). To reduce the mesh size 

necessary, the geometry was split into two separate domains: an upper domain where silicate melt was 

present (where the dissolution and diffusion physics would be enabled), and a lower domain were 

silicate melt was not yet present and no dissolution or diffusion would take place. This is represented 

by the boundary in the magnified view of Fig. 2.3(a). Two mapped (i.e., rectangular pattern) meshes 

were used to represent the entire geometry, e.g., Fig. 2.3(b), one for each domain. In the upper 

domain, a symmetric distributed mesh with 50 elements along the x-direction was used with an 

element ratio of 4, and a distribution of 250 elements ran along the y-direction. This mesh geometry 

ensured that there was sufficient mesh resolution near the vertical walls to capture the early stages of 

diffusion in the melt when large concentration gradients could exist. In the lower domain, the same 
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mesh setup was used, but with much lower resolution as no physics other than the steady-state 

temperature gradient were calculated within that region. 

Infiltration 

The infiltration kinetics were captured by moving the boundary between the two domains—the 

mesh, being anchored to this boundary, was then deformed downwards as the melt infiltrated in the 

model

𝑑𝑑

a (The large quantity of elements along the y-direction ensured that the mesh displacement 

distances between time steps was much smaller than the diffusion distances.) The infiltration velocity 

was calculated using the model reported by Krämer et al. [56], based on capillary flow through porous 

media, and later extended by Jackson et al. [24] to account for infiltration under a thermal gradient. 

The pertinent infiltration velocity, dh/dt, is given by: 
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𝜂𝜂(ℎ)ℎ � (6.2) 

which depends on multiple parameters relating to the TBC microstructure and the melt properties. 

Related to the TBC, r is the radius of the intercolumnar gap (taken to be half the width for this 

model), kt is the tortuosity, and ω represents the pore fraction open to flow, i.e., the area fraction of 

intercolumnar gaps. The tortuosity was taken as unity to be consistent with the simplified model 

geometry, Fig. 2.3(a) used to simplify the dissolution front; the feathery pore surfaces of real TBCs 

                                                             
a  This method does not accurately capture the true nature of a silicate melt infiltrating into a TBC, 

wherein “new” melt is flowing into the intercolumnar gap from the top. By contrast, the model’s 
infiltration method effectively means the melt at the top of the intercolumnar gap is stationary and 
exposed to dissolution from t=0. However, the key region of interest was the infiltration front alone 
(i.e., the moving melt-air boundary) where this assumption has negligible impact. 
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will increase tortuosity (to ~2) [24] and would approximately half the infiltration rate. The coating 

porosity (ω) was taken as 0.1 (10%) to be consistent with previous works [24,56]. Relating to melt 

properties, θ is the contact angle of the melt with the TBC (perfect wetting was assumed so cosθ = 1 

b), σLV is the liquid surface tension, and η is the melt viscosity. The surface tension of C33M9A13S45 can 

be estimated using an existing model in the literature [167] to be ~0.4 J/m2 at 1400 °C; the model 

fails to capture temperatures other than 1400 °C, but the temperature variability of surface tension 

is expected to be much smaller than that of viscosity and can be considered negligible in this context.  

The key parameter controlling the infiltration rate in Equation 6.2 is the melt viscosity. The latter 

depends on temperature and, therefore, the depth of infiltration (h) at any point through the TBC’s 

thickness. The viscosity of C33M9A13S45 can be readily calculated using the Giordano model [87] by 

log10 𝜂𝜂 = −4.55 +
4700.1

𝑇𝑇 − 681.8
(6.3) 

where -4.55 is a constant, the values 4700.1 and 681.8 are determined based on the composition of 

the melt, and T is the absolute temperature. Note that the available viscosity models do not account 

for the presence of typical TBC cations in the melt (e.g., Zr4+ or Y3+); thus, it was assumed that the 

moderate dissolution of TBC cations into the melt did not significantly alter its viscosity. 

Dissolution and diffusion 

The dissolution and diffusion kinetics were again captured using the full non-linear PDE (Equations 

3.1 and 3.2), which was incorporated into COMSOL using the built-in diffusion-convection 

                                                             
b  Even if the wetting is not perfect, the cosine of the wetting angle will be close to unity. 
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module. The boundary condition of Equation 3.3 was applied to the vertical boundaries—

representing the TBC columns either side of the intercolumnar gap—and the local concentration of 

the diffusing species was evaluated along the boundary. This added to the computational time but 

enables an accurate calculation of the flux along the entire boundary, which is important for this 

strongly spatially dependent model. No flux boundary conditions were applied to the top and bottom 

boundaries of the melt region (preventing diffusion outside of the penetrated region). The initial 

condition was null concentration within the intercolumnar gap.  

Two key assumptions were made to render the model tractable. First, it was assumed that dissolution 

did not move the vertical boundaries. One can estimate the amount of TBC dissolution needed to 

fully saturate the gap is on the order of 1% of the gap width—this width change is negligible for the 

diffusion and infiltration calculations and negates the need for moving the mesh at all horizontally. 

Second, if multiple diffusing species were present (e.g., Zr4+ and Y3+ from 7YSZ dissolution), the 

model did consider the proportion of each species in the dissolving oxide, but the species were treated 

independently from each other regarding the dissolution rate via Equation 3.2. For example, 

calculations for the dissolution rate of Y3+ did not consider whether Zr4+ had already saturated. In 

reality, the saturation of a major species clearly controls the overall dissolution rate of oxide and 

therefore the flux of minor species into the melt (e.g., Fig. 4.2 and 4.3), but this effect adds significant 

complexity to the model. Furthermore, the model does not yet account for any formation of REO1.5-

depleted ZrO2 phases, which would additionally hurt the ability to saturate the melt in Y3+. 

Therefore, the model provides an estimate for the “best-case scenario” for the dissolution rates and 
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melt saturation times—the impact should be minor for major species but would underestimate 

saturation times for minor species significantly.  

The key difference with this model was that the diffusivity, D, and initial interface detachment rate, 

uo, were evaluated as a function of temperature using their Arrhenius descriptions (Equations  4.1 

and 4.2), and therefore varied spatially along the vertical direction in the model. This largely was 

enabled by the wealth of experimental data collected for 7YSZ as described in Chapter 4 (Tables 4.1 

and 4.2).c Therefore, 7YSZ serves as the basis for the TBC in Fig. 2.3(a). However, some exploration 

into varying uo will be presented in the results; in this case, the temperature dependence of uo (i.e., the 

activation energy) was maintained but the pre-exponential factor was adjusted to shift the value of uo 

at all temperatures up or down—the reported value for uo will be that at 1300 °C (the coating surface).  

Crystallization 

A final key assumption was that no reprecipitation or crystallization—reactive or intrinsic as a result 

of undercooling—would occur within the melt. This assumption has two key implications. First, no 

reactive or intrinsic crystallization means the melt would continue to infiltrate up to the point where 

the melt viscosity reaches the glass transition. (The temperature range of the model presented herein 

remains well above the glass transition temperature, ~764 °C, but captures ~150 °C of undercooling 

                                                             
c  Note that this model was run with preliminary data than that reported in Table 4.1 and that used in 

Section 6.2. The diffusivities of Zr4+ and Y3+ are essentially identical, but the estimate of uo at the time 
was 0.09 µm/s (rather than 0.07 µm/s in Table 4.1). This difference should not impact the key 
conclusions. 
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[59].) Second, minor elements captured by reprecipitated phases (e.g., YO1.5 for Y-depleted zirconia) 

will saturate faster in the model than expected.  

6.3.2. Results and discussion 

Dissolution of 7YSZ 

To establish a baseline, the first set of results explores the dissolution of 7YSZ, where the results of 

Chapter 4 are immediately applicable. The distribution of Zr4+ and Y3+ reveal that the concentration 

profiles are nearly uniform through the width of the channel but evolve over time to reach a 

saturation value, as shown in Fig. 2.4(a,b). Plots of the edge and center concentrations as a function 

of time (Fig. 2.4c,d) reveal no significant differences across the profile for Zr4+ or Y3+. Again, the 

dissolution of 7YSZ into an intercolumnar gap is primarily limited by the rate of interface dissolution 

rather than by diffusion within the gap, consistent with the isothermal and stationary results of Fig. 

2.2. The melt becomes saturated with Zr4+ after ~2 s. However, the low YO1.5 content in the 7YSZ 

increases the time for Y3+ saturation substantially to ~60 s. Conversely, the “saturation” levels are 

referred to those at which dissolution would nominally stop, while the concentrations needed to 

form reaction products are likely to be lower in relevant cases. 

With calculated saturation times, the corresponding infiltration distance can be determined 

simultaneously from the model. The infiltration distance over time, given by integrating Equation 

6.2, can be seen in Fig. 2.5. The maximum infiltration rate occurs at t=0; this is of little surprise as 

the infiltration rate scales by the inverse of the penetrated distance and melt viscosity, which are a 

minimum at the coating surface. The rate of infiltration under these conditions is very rapid, reaching 

~90 µm of infiltration after only ~2 s (the point the melt becomes saturated in Zr4+, Fig. 2.5). The 
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infiltration rate does decrease as the melt viscosity increases at larger penetration distances. Even still, 

substantial infiltration, ~270 µm, has occurred by the point of Y3+ saturation; this is particularly bad 

considering this value represents the best-case scenario as previously elaborated. 

Dissolution of Y2Zr2O7 

To better understand the effect of effect of increasing the interface reaction rate on the saturation 

times and flow behavior, a hypothetical infiltration of Y2Zr2O7
d was considered by making a few key 

assumptions. First, the diffusivities of YO1.5 and ZrO2 are taken to be independent of the crystal 

composition, as generally supported by comparing values in Tables 4.1, 4.3 and 4.4 for a given 

temperature and melt composition. Second, it is assumed that the rate of interface detachment (uo) 

for Y2Zr2O7 is like that estimated for GZO at 1300°C, ~0.8 µm/s (Chapter 4); this represents a 

significant increase from 0.07 µm/s for 7YSZ. Repeating the calculation with the new crystal 

composition and interface reaction rate shows substantial decrease in the time needed to reach 

saturation, approximately 0.5 s for both species, Fig. 2.7(a,b). The change in Y3+ saturation time is 

most consequential, arising from a combination of both increased YO1.5 content in the crystal and 

the increased interface reaction rate. However, note that because the increased uo equally affects Zr4+, 

the Zr4+ saturation time decreased by about a factor of 4, despite a significant reduction in ZrO2 

crystal content. (Melt saturation notably remains limited by the interface detachment rates, as 

evident by the similarity between the concentration minimum and maximum within the gap, despite 

                                                             
d  Y2Zr2O7 was chosen over the more typical Gd2Zr2O7 (GZO) for this analysis due to the lack of available 

temperature-dependent diffusion data for Gd3+. In principle, however, Gd3+ should diffuse at a 
comparable rate to Y3+. 
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the order-of-magnitude increase to uo.) The concomitant infiltration distance at saturation is 

substantially reduced to 50-60 µm, Fig. 2.7(c). It is anticipated that the formation of apatite would 

occur at shorter infiltration distances, arresting the flow closer to the surface as shown by 

experimental work. 

Parametric study 

The previously discussed results for 7YSZ and Y2Zr2O7 afford valuable insight for relevant TBC 

compositions. However, a more fundamental understanding of the importance of the kinetic 

parameters is complicated by the fact that changing the composition affects both the proportions of 

each element dissolving and the overall dissolution rate. To better isolate and understand the effect 

of D and uo on saturation times, a parametric study was undertaken assuming the dissolving oxide 

was compositionally pure. Multiple intercolumnar gap widths (500 nm, 1 µm, and 2 µm) were also 

investigated to better understand the dissolution mechanism across multiple length scales.  

The Arrhenius coefficients for Zr4+ and Y3+ diffusion were used, which represented an element with 

“slow” and “fast” diffusion, respectively. Three values of uo were investigated: 10 nm/s, 100 nm/s 

(similar to 7YSZ), and 1 µm/s (similar to the estimate for Y2Zr2O7). A summary of all collected 

saturation times and infiltration depths is presented in Fig. 2.6. Both the saturation time and the 

infiltrated depth at saturation decrease with increasing uo or decreasing intercolumnar gap size. The 

maximum time for saturation was calculated to be 32.2 s, which occurred for Zr4+ diffusion in the 

largest intercolumnar gap size and at the slowest rate of dissolution. Conversely, the minimum time, 
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which occurred for Y3+ diffusion in the 0.5 µm gap with uo=1 µm/s, was only 0.09 s. The concomitant 

infiltration distances spanned between 263 and 18 μm, respectively.  

Again, the results of Fig. 2.6 suggest that uo primary limits melt saturation. In the low limit of uo=10 

nm/s, the melt penetrates the TBC severely even for the relatively small 0.5 µm wide gap. Increasing 

the initial dissolution rate from uo from 10 to 100 nm/s has the most significant effect on the time 

until saturation, leading to a factor of 7 decrease to the saturation time and approximately halving 

the infiltration depth under otherwise identical conditions. While further increasing uo to 1 µm/s 

shows a seemingly less significant impact to the saturation time, the rapid initial infiltration rates 

mean the overall penetrated distance does decrease substantially (again by a factor of ~2) as a result. 

In most of the simulations, diffusion has little effect on saturation times throughout the gap—the 

concentration minimum closely follows the maximum (e.g., Fig. 6.8a) even for the slower diffusing 

Zr4+ cations—and the concomitant infiltration depths only slightly change if diffusion rates increase. 

However, diffusion does appear to be important in the limit of large gap sizes and uo. For example, 

the minimum concentration of Zr4+ lags the maximum significantly for the 2 µm gap with uo=1 µm/s, 

Fig. 6.8(b); in this case the center of the gap saturates ~1 s after the dissolution front, being clearly 

limited by diffusion in the second half of dissolution. Increasing the diffusivity to that representative 

of Y3+ decreases the saturation time by ~1.5 s and prevents an additional 44 µm of infiltration, the 

largest difference observed from diffusivity effects. This observation has important implications for 

RE zirconates (e.g., Gd2Zr2O7). The fast dissolution kinetics of these materials may introduce 

diffusional constraints to melt saturation within large intercolumnar gaps present in the TBC. 

Fortunately, apatite formation relies on saturation of the faster diffusing RE species and these can 



 

 178 

continue to increase in concentration after Zr4+ saturation. Still, care should be taken in TBC 

processing to avoid the formation of large gaps. 

6.4. Implications for TBCs 

The models presented above represent the first attempts at implementing portions of the envisioned 

ICME framework in the context of TBC infiltration (Fig. 2.11). Additional efforts are needed to 

increase their accuracy, extensibility to material systems not yet studied, completeness to real-world 

geometries, and integration into the broader framework. Yet they still illustrate some key lessons for 

TBC design. The models overwhelmingly demonstrate that melt saturation on TBC relevant length 

scales is dominated by interface detachment (uo) and not by the diffusion kinetics. (That is, the active 

dissolution mechanism follows Fig. 2.12(b) rather than Fig. 2.12(c) as observed in the semi-infinite 

experiments presented in Chapter 4.) The experimental results presented in Chapters 4 and 5 have 

shown, both qualitatively and quantitatively, that uo increases as the quantity of RE in the dissolving 

material increases. Therefore, the key conclusion is that the selection of novel oxide compositions for 

CMAS mitigation should focus on those stable and refractory phases rich in RE3+ to ensure effective 

reactive crystallization. This both maximizes the thermodynamic driving force for apatite 

crystallization—a point already established in the literature as discussed in Chapter 2—and ensures 

the coating dissolves rapidly to minimize the time needed to saturate the melt and minimize the 

infiltration.  

In some senses, the strong role that uo and intercolumnar gap width play on melt saturation—and 

the weak role D plays—is a favorable situation for designing CMAS-resistant coatings. The kinetic 

data gathered in Chapter 4—and the larger quantity of diffusion data in the geochemical literature 
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[100]—suggest that the diffusivity is unlikely to be altered significantly by materials selection. The 

rare earth cations diffuse at similar rates (cf. Table 4.1 and 4.4 and data available in Ref. [100]). 

Likewise, the diffusivity of Zr4+ is comparable to Hf4+ (Table 4.3). Instead, the diffusivity is strongly 

affected by the melt composition—something wholly outside of engineering control of in-service 

parts—and by the temperature of the melt. While the latter can in principle be controlled, in practice 

the desire for higher temperature gas turbine engines largely removes the range over which control 

can be exercised. Conversely, while uo also depends on the melt composition and temperature, it can 

clearly be controlled by the composition of the coating by tailoring the RE content. (The bulk 

dissolution rate can also be improved by engineering the coating microstructure with high surface 

area, e.g., by ensuring a feathery microstructure is produced.) This means the bulk dissolution rate of 

the coating can be maximized—though composition and engineered microstructural features—

potentially to the point where diffusion becomes limiting to melt saturation, which tends to be fast 

on these length scales (e.g., Fig. 2.1). Finally, the impact of intercolumnar gap size (Fig. 2.6) can be 

minimized by careful coating deposition processing to minimize the quantity of large gaps sizes (e.g., 

those > 2 µm), but this would be a challenging processing problem.  

6.5. Relating kinetics to melt properties 

The experiments presented in Chapter 4 are too tedious to collect for all possible melt compositions 

that could be ingested into an engine, particularly as higher temperatures increase the size of the 

liquid-forming composition space. Therefore, implementing a full ICME-based approach to predict 

coating degradation becomes largely intractable unless the kinetic processes (D and uo) can be 
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predicted for arbitrary melt compositions. This section will address and discuss these links, as well as 

highlight where additional work is necessary. 

As discussed in Chapter 2, the diffusivity of high valence or large cations typically decrease as the melt 

viscosity increases. If a cation acts as a network former in the silicate melt, the diffusivity will be 

inversely proportional to the melt viscosity via the Eyring relationship [104,107,108] (Equation 2.1). 

The applicability of the Eyring relationship to the diffusion data for Zr4+ and Y3+ (Table 4.1) is 

investigated in Fig. 2.8. The data represent six different melt-temperature combinations—

C33M9A13S45 (lower viscosity) or C24A17S59 (higher viscosity) each at either 1300°C, 1350°C, or 

1400°C—providing a total of six different melt viscosities for comparison. The ordinate of each data 

point represents the average of three experimentally determined diffusivities for a given melt-

temperature combination (Table 4.1, but divided by the melt temperature of the experiment), 

whereas the viscosity values on the abscissa are derived from literature viscosity models [51,87].  

Overall, the diffusivities of both Zr4+ and Y3+ are well fit to the Eyring relationship provided an 

appropriate viscosity model for each melt composition is used, Fig. 2.8(a). However, applying a single 

viscosity model to both melts provides generally poorer fits, Fig. 2.8(b,c). In this case, the CMAS 

viscosity was estimated using the Giordano model [87], which was recently shown to match closely 

to experimental viscosities [91]. However, that model poorly predicts the viscosity of the CAS melt 

[91], which was instead calculated with the viscosity model developed by FactSage (version 8.1). The 

best-fit lines yield a diffusive jump distance, l, of lZr ≈ 7.2 Å, roughly consistent with previous 

estimates [111], and lY ≈ 4.6 Å. The magnitude of these estimates, much larger than the relevant ionic 
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radii, suggest the diffusing species for Zr and Y are polyhedral (i.e., some oxygen diffuses with the 

cation). 

There are two key implications. First, Fig. 2.8(a) suggests that the diffusivity of, at least some, cations 

relevant to barrier oxides could be reasonably estimated if the melt viscosity is known or can be 

accurately predicted. This immediately reduces the number of diffusion couples necessary to enable 

the envisioned ICME approach. Second, the results suggest that both Zr4+ and Y3+ are incorporated 

into the melt as network formers, within the relevant concentrations from 7YSZ dissolution. This 

was not surprising for Zr4+, which has a large ionic field strength (~0.89, Table 2.1) and has repeatedly 

been shown to act as a network former [110].e But, it was surprising for Y3+, which has historically 

been identified as a network modifier [105,168]. However, more recent work has identified 

amphoteric behavior for REs when added to synthetic C(M)AS melts [91].Additional work is 

needed to confirm that Y3+ (and other relevant RE species) remain in a network forming role (i) 

when present in higher concentration (e.g., a few mole percent, near saturation) and (ii) in a variety 

of melt compositions relevant to CMAS attack.  

Unfortunately, less is known about how the initial interface detachment rate, uo, correlates to melt 

and coating composition. First, the bulk of the geological literature has investigated crystal 

dissolution rate-limited only by diffusion (i.e., uo is so large it cannot be experimentally measured); as 

                                                             
e  No studies, to the author’s knowledge, have investigated whether the diffusivity of Hf4+ could be 

correlated to melt viscosity. However, the relationship is expected to hold given the similarity in the 
ionic field strength to Zr4+, Table 2.1. 
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a result, there is no literature assessment of how uo is expected to change. Second, the experiments of 

this dissertation were insufficiently broad to answer this question.  

6.6. Synopsis 

Finite element models on length scales relevant to TBCs suggest diffusion is unlikely to limit melt 

saturation in actual applications. When finite dissolution rates are considered, e.g., for 7YSZ, 

simulated concentration profiles within the model intercolumnar gaps are largely flat but increase in 

concentration with time, indicating uo primarily limits dissolution, the subsequent melt saturation, 

and would delay reactive crystallization. The concomitant infiltration distances at melt saturation, 

before any reactive phases can nucleate or grow, can be substantial at up to 250 µm (~70% of the 

modeled TBC thickness). But infiltration distances are reduced to <60 µm (~20% of the overall 

thickness) if uo is increased to ≥0.8 µm/s, the estimate for Gd2Zr2O7 dissolution from Chapter 4. 

Therefore, the search for novel TBC compositions should focus on those that show rapid dissolution 

(uo ≥ 0.8 µm/s) into CMAS and exhibit favorable reactive phases for sealing channels. While the 

models are useful for comparing the importance of each kinetic parameter, the general dearth of 

kinetic data available today limits their capability in the envisioned ICME approach to coating 

design. However, diffusion kinetics appear to be well correlated to the melt viscosity provided an 

appropriate viscosity model is used. Additional work to correlate D and uo to melt composition 

and/or coating composition would significantly help further development of the ICME approach. 
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6.7. Figures 

 
Fig. 6.1: (a) BSE-SEM cross-section image of two TBC columns and (b) a top-down image of a TBC specimen 
polished to approximately 5 µm beneath the column tips, marked in (a). The highlighted intercolumnar gap 
of (b) was modeled using the finite element method approximating a size of 2.8 µm x 2.0 µm, representing a 
relatively large intercolumnar gap. (c) Calculated concentration profiles along the short dimension of the 
simulated volume for D≈18x10-11 m2/s assuming diffusion-limited dissolution (i.e., the interfaces immediately 
saturate). (d) Effect of diffusivity on the time for the minimum concentration in the simulated volume to 
reach 95% of saturation.  
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Fig. 6.2: A simple 1D finite element model, shown schematically in (a), to investigate dissolution and diffusion 
on length scales typical of EB-PVD intercolumnar gaps. Simulated (b) normalized ZrO2 concentration profiles 
of 7YSZ dissolution into CMAS at 1300°C (each line represents a different time step in the simulation) show 
flat concentration profiles; this indicates that the dissolution is primarily limited by the detachment of atoms 
from the YSZ, not the diffusion of these atoms. The (c) concentration maxima (solid lines) and minima 
(dashed lines) in the gap plotted as a function of contact time compare the dissolution and diffusion kinetics 
for CMAS and CAS melts at 1300°C and 1400°C. Notable here is that increasing temperature leads to faster 
saturation of the melt, despite an increased saturation concentration. 
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Fig. 6.3: A dissolution, diffusion, and infiltration model was designed to provide context to the calculated 
saturation times. The geometry (a) was a simplified rectangular intercolumnar gap 0.5, 1, or 2 µm wide and 
350 µm tall (representing a 350 µm thick TBC). A 200 °C thermal differential was imposed between the 
coating surface and bottom. A melt domain was established initially at the top of the model intercolumnar gap 
in which dissolution and diffusion were modeled. This region used a mapped mesh (b) for higher accuracy 
near the dissolution front. Infiltration was captured by prescribing a moving boundary velocity (dh/dt) to the 
melt domain boundary. 
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Fig. 6.4: Simulated normalized concentration profiles at the infiltration front for (a) ZrO2 and (b) YO1.5 from 
the dissolution of 7YSZ for a 1 µm gap width. The flat concentration profiles for each indicate dissolution is 
primarily limited by the detachment of atoms, not by diffusion. Note the time necessary to saturate the melt 
in YO1.5 is significantly longer than ZrO2, primarily due to the low YO1.5 concentration in the dissolving 7YSZ. 
(c,d) The time dependence of the concentration maxima (at the dissolution front) and minima (at the gap 
center) along the infiltration front. 
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Fig. 6.5: The depth of C33M9A13S45 infiltration into the model TBC geometry (gap width of 1 µm) as a 
function of time, calculated via integrating Equation 6.2 considering the temperature-dependent (and 
therefore spatially dependent) viscosity. The infiltrated distance upon ZrO2 saturation and YO1.5 saturation, 
from Fig. 2.4, are plotted for reference. 
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Fig. 6.6: Simulated concentration maxima and minima for (a) ZrO2 and (b) YO1.5 from the dissolution of 
Y2Zr2O7 for a 1 µm gap width. These calculations used diffusivities determined for 7YSZ (e.g., those used in 
Fig. 2.4) but used the estimated value of uo from GZO dissolution at 1300 °C (0.8 µm/s, as discussed in 
Chapter 4). (c) The calculated infiltration depth at saturation for Y2Zr2O7 is compared to 7YSZ from Fig. 2.5. 
The Y2Zr2O7 saturates the melt with YO1.5 much faster than 7YSZ; also note that ZrO2 saturates faster despite 
the lower overall concentration in Y2Zr2O7. 

 



 

 189 

 
Fig. 6.7: A comparison of saturation times for different combinations of parameters in the simulation of Fig. 
2.3, for 3 different channel widths and 3 different initial dissolution rates. S and F represent two extremes of 
diffusion coefficients derived from the experimental results for 7YSZ, where S is the slower diffusivity 
representing Zr4+ and F is the faster diffusivity representing Y3+. The differences are minimal at the lower 
dissolution rates, but more significant at the faster interface detachment rates (uo). The numbers at the bottom 
of the bars are the calculated infiltration depths for each saturation time. 
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Fig. 6.8: Example concentration maximum and minimum for Zr4+ diffusion within (a) the 1 µm gap with 
uo=0.1 µm/s and (b) the 2 µm gap with uo=1 µm/s. The latter shows diffusion limiting melt saturation during 
the second half of the dissolution period.  
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Fig. 6.9: Temperature-normalized Zr4+ and Y3+ diffusivity (determined from 7YSZ dissolution, Table 4.1) 
plotted against the inverse melt viscosity (determined using available viscosity models [51,87]). The dashed 
lines represent the best fit using the Eyring equation (Equation 2.1, using l as a fitting parameter). (a) The best 
results are obtained when the Giordano model is applied to C33M9A13S45 and the FactSage model is applied to 
C24A17S59. Worse fits are obtained if only (b) the FactSage model or (c) the Giordano model are used. Note 
the different scale on the abscissa of (c).  
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CHAPTER 7. EFFECTS OF IRON OXIDE ADDITIONS ON YTTRIUM-GARNET PHASE 

STABILITY 

Much of the work on this dissertation has been limited to Fe-free melts, partly because of the issues 

arising from the possibility of changing the oxidation state of Fe in the melt. Some issues are related 

to the experimental set up involving melt containment in a graphite crucible, which can lead to 

reduction of the Fe. More importantly, however, is the lack of a proper description of important 

crystalline phases including Fe in the thermodynamic database, notably solid solutions based on 

yttrium-iron garnets. 

Rare-earth garnets are important reaction products between T/EBCs  and silicate melts. They feature 

substantial solubility for cations found in CMFAS (Ca2+, Mg2+, Fe2+/3+, Al3+, Si4+) melts as well as 

T/EBC cations like Y3+ [58] and Yb3+ [65], and therefore can capture significant melt volume per 

mole of barrier oxide dissolved. Garnet competes with apatite for many of the same cations but has 

been shown to crystallize slower than apatite in relevant systems [66]. This would imply decreased 

CMFAS resistance for the barrier oxide if garnet is preferred over apatite, particularly for segmented 

thermal barrier coatings (TBCs) where rapid crystallization is essential for arresting melt penetration. 

The existing thermodynamic databases [169] have not been properly calibrated to predict when 

garnet might form (relative to experiments) and its composition. While the databases are useful in 

predicting the phase evolution for most silicate melts, the inadequate thermodynamic description of 

the garnet phase is particularly relevant for melts rich in aluminum [127] and iron [170], which can 

promote garnet formation. This chapter systematically probes the thermodynamics of garnet 

formation in the Y-Ca-Mg-Fe-Al-Si-O system at 1400 °C using sufficiently long reaction times 
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(≥100 h) to promote equilibration of mixed-powder systems. The results provide insight on how the 

Fe:Al ratio affects: (i) the solubility limits of Ca2+, Mg2+, and Si4+ in yttrium iron/aluminum garnets, 

(ii) the cation preference for each crystallographic site in the garnets, and (iii) the competition 

between garnet and other relevant crystalline phases such as apatite, spinel, and olivine. 

7.1. Background on the garnet crystal structure 

The primary challenge in deriving a thermodynamic description of garnet lies in its complex crystal 

structure and chemistry, which involves three different cation sites and affords, in principle, a broad 

range of cation substitutions. The garnet structure is cubic with a characteristic stoichiometry 

A3B2T3O12, Fig. 7.1. Neither the cation nor the anion sublattices readily accommodate vacancies; the 

latter contains 12 oxygen ions per unit formula and therefore constrains the stoichiometry of the 

cation sublattice such that charge neutrality is maintained. The cation sites A, B, and T correspond 

to different oxygen polyhedra, where A is a dodecahedral site (coordination number CN=8), B is an 

octahedral site (CN=6), and T is a tetrahedral site (CN=4). The sites vary in size significantly and 

therefore can accept a variety of cations across the periodic table largely dependent on their ionic 

radii. This study focuses on those elements relevant to model silicate melts within the 

aforementioned Y-Ca-Mg-Fe-Al-Si-O (Y-CMFAS) space. These elements exist in both natural 

(geologic) and synthetic (technical) garnets. 

Natural garnets are often alkaline-earth silicates that form at elevated (geological) pressures—

examples endmembersa relevant to CMFAS are pyrope (Mg3Al2Si3O12), grossular (Ca3Al2Si3O12), 

                                                             
a  Referred as the basis for a series, e.g., pyrope and grossular are the endmembers of a series formed by 

substitution of Ca2+ for Mg2+ or vice-versa. 
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and andradite (Ca3Fe2Si3O12). The dual oxidation state of iron enables further, non-alkaline-earth, 

variations of garnet, e.g., almandine (Fe3Al2Si3O12) where all iron is present as Fe2+. The endmembers 

may show large, if not complete, solid solubilities with each other via particular substitutions; for 

example, an almandine-pyrope series exists by substituting Fe2+ with Mg2+. Importantly, there is no 

evidence of these endmembers or their solid solutions at ambient pressure—reflected in the absence 

of CMFAS garnets in typical phase diagrams at ambient pressure [136,138,171–173]. Even at 

geological pressures, some endmembers elude observation. A notable example is Mg3Fe2Si3O12 (iron 

as Fe3+), which was hypothesized in 1938 (and named khoharite) but has not appeared in natural 

garnets and has yet to be created synthetically [174]. In this case, one would expect a series between 

andradite and khoharite to show only limited solubility even at extreme pressures (>10,000 atm). 

The more common synthetic garnets, namely Y3Al5O12 (YAG) and Y3Fe5O12 (YIG), are readily 

synthesized at ambient pressures and appear in the respective phase diagrams [122,123]. Here, Y3+ 

occupies the dodecahedral site, whereas Al3+/Fe3+ occupy both the octahedral and tetrahedral sites. 

Research into these materials is extensive but focuses on applications other than gas turbine engines. 

Rare-earth doped YAG produces active laser media or phosphors [175,176], perhaps most notably as 

Nd:YAG [177,178]. YIG is a ferrimagnetic material with applications as a microwave filter and an 

attenuator [179]. Like many of the natural garnets, YIG and YAG are fully miscible, i.e., one can 

create a YAG-YIG series wherein Al3+ is fully interchangeable for Fe3+ [180].  

The literature suggests that the natural garnets are partially soluble in YIG/YAG. For example, the 

garnet endmember menzerite, (Y2Ca)(Mg2)(Si3)O12, provides evidence for a stable Y-CMS garnet 

[181]. Moreover, chemically complex garnets have been observed as a reaction product between 
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barrier oxides and molten silicates, indicating that there is indeed a range of solid solubility between 

YIG/YAG and the natural garnets. For example, Poerschke et al. noted garnet as an equilibrium 

product in the reaction between YO1.5 and C33M9A13S45 [58]. Naraparaju et al. observed its formation 

in exposures of ZrO2-65 wt% Y2O3 to Icelandic volcanic ash, which contained both iron and 

aluminum [125]. However, no prior studies have systematically investigated the mutual solubility 

limits of YIG/YAG with the natural garnets such as pyrope, grossular, andradite, and the 

hypothetical khoharite. (The mutual solubility of YAG with pyrope and grossular was investigated 

by Godbole et al. [127] as a part of a sister study undertaken simultaneously to this study, which 

focuses on YIG and mixed YIG/YAG. However, YIG/YAG should show limited solubility of the 

natural garnets presumably because the latter are not thermodynamically stable at ambient pressures.b 

That is, Ca2+, Mg2+, Fe2+, and Si4+ should show only partial solubility into YIG or YAG at ambient 

pressures. 

For a systematic analysis of the solubilities of Ca2+, Mg2+, and Si4+ into YIG and YAG, it is necessary 

to understand which sites each cation may occupy in the garnet structure. The summary of this is 

presented in Table 7.1, which was derived based on consideration of cation size; comparison to the 

site occupancy of natural garnets, YIG, and YAG; and on Pauling’s rules. The conclusion was that 

Y3+ and Ca2+ can only occupy the dodecahedral site; likewise, Si4+ ions occupy only the tetrahedral 

sites. Natural garnets indicate Mg2+ ions can occupy both the dodecahedral and octahedral sites. Fe3+ 

and Al3+ can be located in both the octahedral and tetrahedral sites, but not the dodecahedral site. 

                                                             
b While gas turbine engines operate at high pressures, typically ~1–50 atm, the lab synthesis of natural 

garnets requires orders of magnitude higher pressures, typically >10,000 atm [182]. Therefore, gas 
turbine engines will be assumed as having pressures equivalent to ambient for the purpose of this 
chapter. 
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Ferrous iron (Fe2+) shows the most complex behavior—it has been observed in all three cation sites 

[183]. In practice Fe2+ is most often found in the dodecahedral site (e.g., almandine [184]) and very 

rarely observed in the tetrahedral site. However, some dual occupation in the dodecahedral and 

octahedral sites can be expected [185,186]. Therefore, iron can occupy all three garnet cation sites 

depending on its oxidation state. As there is no strong evidence for vacancies on the oxygen sublattice, 

it is assumed that cation substitutions must be either isovalent or involve a coupled substitution to 

maintain charge neutrality; for example, the substitution of Ca2+ for Y3+ in the YIG dodecahedral site 

would be coupled with a substitution of Si4+ for Fe3+ in the tetrahedral site.  

These site occupation rules allow a constrained composition space to be constructed. Substitution in 

the YAG-pyrope-grossular series and the YIG-khoharite-andradite series are shown in Fig. 7.2(a), 

respectively. The constraint of no oxygen vacancies limits the valid composition space to the plane 

highlighted between each corner, which is shown in Fig. 7.2(b). These Gibbs triangles capture all 

possible substitutions of Ca2+ and Mg2+ in the dodecahedral sites and coupled substitution of Si4+ 

into the tetrahedral sites. The compositional variables x and y can be assigned to the number of Ca2+ 

and Mg2+ ions in the dodecahedral site, respectively, per formula unit. Thus, YAG and YIG can be 

represented by the coordinates (x,y)=(0,0), pyrope and khoharite by (3,0), and grossular and 

andradite by (0,3), Fig. 7.2(b). For simplicity, dodecahedral Fe2+ is not represented in Fig. 7.2 but will 

be similarly assigned the compositional variable v.c Additional compositional variables, z and w, can 

represent the substitution of Mg2+ or Fe2+ ions, respectively, for Fe3+ or Al3+ in the octahedral site; 

note 0≤z,w≤2 as there are two octahedral sites per formula unit. The total extent of Ca2+, Mg2+, and 

                                                             
c The data will later show that the concentration of Fe2+ in the synthesized garnets is generally low. 



 

 197 

Fe2+ (if applicable) substitution is constrained by the three available tetrahedral sites for Si4+ charge 

compensation, i.e., x+y+z+v+w ≤ 3. Therefore, Mg2+ or Fe2+ substitution in the octahedral site (e.g., 

z,w≠0) limits the allowed values of x and y, as depicted in Fig. 7.2(c). The latter represents the full 

theoretical range of garnet solid solution in the Y-CMAS system and the Y-CMFS system excluding 

Fe2+, which would require additional dimensions.  

These composition variables allow the definition of a general formula for yttrium iron/aluminum 

garnets. The simplest case is for the iron-free (v=w=0) Y-CMAS garnet, which can be written as: 

 [Y(3-x-y)CaxMgy][Al(2-z)Mgz][Al(3-x-y-z)Si(x+y+z)]O12 (7.1) 

The addition of iron complicates the formula, but it follows the same general pattern, namely: 

 [Y(3-x-y-v)CaxMgyFe2+
v][Fe3+

(2-z-w)MgzFe2+
w][Fe3+

(3-x-y-z-v-w)Si(x+y+z+v+w))O12 (7.2) 

where composition variables v and w represent Fe2+. A general equation for garnets in the Y-CMFAS 

system can also be written but is complicated by the uncertainty of Al3+ and Fe3+ partitioning between 

the octahedral and tetrahedral sites. For a mixed YIG-YAG composition, the general formula for the 

garnet is: 

 [Y(3-x-y-v)CaxMgyFe2+
v][(Fe,Al)(2-z-w)MgzFe2+

w][(Al,Fe)(3-x-y-z-v-w)Si(x+y+z+v+w)]O12 (7.3) 

where Al3+ is assumed to preferably fill the tetrahedral site but can overflow to the octahedral site if 

the sum of Al3+ and Si4+ exceeds 3 atoms per formula unit (apfu). Conversely, if the concentration of 

Al3+ and Si4+ does not reach 3 apfu, the remainder of the site can be filled by Fe3+. 

The garnet framework of Fig. 7.2(c) and of Equations 7.1–7.3 enable this study to address the 

following questions regarding the solubility of CMFAS cations into YIG/YAG: 
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(i) What are the maximum solubilities of Ca2+, Mg2+, Si4+, and Fe2+ (if applicable) in yttrium 

garnets? 

(ii) What is the feasible extent of Ca2+, Mg2+, and Fe2+ (if applicable) substitution in the 

dodecahedral site? 

(iii) Given that Mg2+ and Fe2+ can occupy both the dodecahedral and octahedral sites, how do 

they each partition between the sites? 

(iv) How does the relative stability and fraction of the garnet phase change with respect to other 

crystalline phases and the liquid at 1400 °C? 

The above questions were addressed in a collaborative study between UC Santa Barbara (UCSB) and 

the University of Minnesota (UMN) to understand garnet formation in the YIG/YAG-CMFAS 

systems. The approach was divided into three different based systems, namely (i) YAG (Y-CMAS), 

(ii) YIG (Y-CMFS), and (iii) mixed Y(3A:I)G (Y-CMFAS) wherein the Al:Fe ratio was 3, set to 

mimic typical ratios of iron oxide and aluminum oxide found in representative silicate melts [187]. 

Results for the YAG system, wherein all cations have a single oxidation state, d were recently published 

by Godbole et al. [127] and served to guide experiments for the more complicated iron-containing 

systems—YIG and Y(3A:I)G—investigated here. 

The core theme of this chapter is how the Fe:Al ratio of the nominal system affects the questions 

posed above in the context of the published YAG results cited. 

                                                             
d In addition to garnet, other relevant silicate phases are complicated by the multiple oxidation states of 

iron. For example, the spinel phase has a nominal composition of MgAl2O4, wherein Fe2+ can substitute 
for Mg2+ and Fe3+ can substitute for Al3+. 
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7.2. Experimental Methods 

7.2.1. Synthesis and heat treatment 

Compositions representing theoretically possible garnets were synthesized following Equations 7.1–

7.3. Namely, each nominal composition can be represented by a combination of x, y, and z which 

were systematically varied to capture the relevant compositional space shown in Fig. 7.2(c).e The 

compositions synthesized within the Y-CMFS and Y-CMFAS systems are shown in Table 7.2. 

Nominal compositions were limited to x+y+z ≤ 2 as previous work on the YAG system had shown 

garnet was often unstable beyond those bounds [127]. 

Each nominal composition was synthesized using reverse co-precipitation (described in detail in 

Chapter 3). Specifically, for this work, precursor solutions of tetra-ethyl ortho-silicate (TEOS 98% 

purity, Acros Organics), high purity nitrates of calcium, magnesium, aluminum, yttrium, and iron 

(all with ≥99.9% purity, Alfa Aesar) were prepared in 200 proof ethanol. The precursor solutions 

were then calibrated to determine the precise concentrations and oxide yields. These precursor 

solutions were added dropwise to solutions containing excess ammonium hydroxide, maintaining the 

pH ≥ 10, to precipitate mixed metal hydroxides. For the compositions containing calcium, 

ammonium carbonate (Acros Organics) was also added to precipitate hydroxide-carbonate mixtures. 

The precipitates were then separated, dried and calcined between 600 °C and 1000 °C (depending 

on the specific composition) to produce oxides. 

                                                             
e Compositions were synthesized assuming all Fe as Fe3+, i.e., v=w=0. Iron reduction occurred on heat 

treatment often resulting in v≠w≠0. 
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Powders were pressed into 6 mm diameter pellets and equilibrated at 1400 °C. Most compositions 

partially melt at this temperature and samples had to be placed in platinum foil boats contained 

within covered alumina crucibles for the heat treatment. In some cases, the melt climbed out of the 

Pt-foil boat containing them, leading to segregation which hindered proper analysis.  These 

problematic samples were placed within a Pt-wire coil, depicted in Fig. 7.3, which provided proper 

containment. Comparative studies varying the heat treatment time revealed 100 h was sufficient to 

reach equilibrium.  All samples were quenched under flowing air to ensure the ex-situ observed 

microstructure was representative of the heat treatment temperature. 

7.2.2. Characterization 

Each equilibrated sample was bisected for phase analysis using X-ray diffraction (XRD) and electron 

microscopy. The XRD portion was crushed in a mortar and pestle for powder diffraction using a 

Panalytical Empyrean diffractometer with a Cu-Kα source. Scans were performed over the range 

10° ≤ 2θ ≤ 75°. Samples for electron microscopy were mounted in epoxy and polished to 0.25 µm for 

backscattered electron imaging in a scanning electron microscope (SEM, ThermoFisher Scientific, 

Apreo-C). Chemical analysis was collected semi-quantitatively using electron dispersive spectroscopy 

(EDS) and fully quantitatively using electron probe microanalysis (EPMA, Cameca SX-100) 

equipped with wavelength dispersive spectroscopy (WDS). The EPMA-WDS analysis was generally 

of higher quality and leveraged geologic standards to calibrate the signal from the unknown samples. 

Multiple (~5–10) spots scans were averaged for each phase in each sample. Beam conditions were 15 

kV at 10 nA.  
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In limited cases a definitive phase identification could not be made owing to a combination of (i) 

small phase fractions yielding low XRD peak intensities, (ii) multiple overlapping XRD peaks, 

particularly common in the silicate phases, affording no high-intensity reflections that could 

definitively be used for identification, or (iii) grain sizes smaller than ~1 µm, which is below typical 

interaction volumes in SEM-EDS and EPMA-WDS. While these issues could be overcome by 

increasingly sophisticated techniques (e.g., transmission electron microscopy, TEM, diffraction and 

EDS), it was generally preferred to gather data for a larger number of samples rather than focusing on 

a more extensive analysis for fewer samples. In a few critical cases, however, TEM diffraction and EDS 

data were collected (ThermoFisher Scientific Talos G2 200X TEM/STEM equipped with 

ChemiSTEM). Suitable lamellae were extracted using a focused ion beam (FEI Helios Dualbeam 

Nanolab 650).  

7.2.3. Garnet site assignment 

The site occupancies of each equilibrium garnet were estimated using the chemical analysis data, 

Table 7.3, to shed light on the partitioning preference of the cations. This assignment affords an 

understanding of, for example, whether Mg2+ ions have a preference between the dodecahedral and 

octahedral sites. The allowed sites for each cation are summarized in Table 7.1 and the relevant garnet 

formulae were given in Equations 7.1–7.3.  

(i) The chemical analysis data was converted from single cation mole percent units into the 

number of atoms per formula unit (apfu) for garnet to fit 8 cation sites.  

(ii) The necessary Fe2+ concentration to maintain charge balance—assuming no vacancies or 

interstitials, as supported by Godbole et al. [127]—was determined by: 
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 [Fe2+] = [Si4+] – [Ca2+] – [Mg2+] (7.4) 

(iii) Cations that can only occupy one site were assigned to that site, viz. all Si4+ was assigned to 

the tetrahedral site and all Y3+ and Ca2+ to the dodecahedral site.  

(iv) The remaining space in the tetrahedral site was filled with Al3+ and/or Fe3+; if the sample 

contained both Fe3+ and Al3+, the latter was assumed to fill the tetrahedral site first.f Any 

excess Fe3+ and/or Al3+ (if applicable) was accommodated into the octahedral site.  

(v) Mg2+ fills the remainder of the octahedral site, then overflows to the dodecahedral site (if 

applicable); if there were insufficient Mg2+ to fill the octahedral site, the remainder is filled 

by Fe2+.  

(vi) The remaining Fe2+ fills the dodecahedral site. The core assumption is that Mg2+ fills the 

octahedral site before Fe2+, which is consistent with the consensus from the geologic 

literature [183].  

This procedure allows for two cross-checks. First, charge balance provides a check that the 

composition is correct; the Fe2+ calculated by Equation 7.4 above should not be negative. Second, the 

dodecahedral site is not “forced” to be full by the above procedure. Therefore, the sum of Y3+, Ca2+, 

Mg2+, and Fe2+ in the dodecahedral site can be checked to ensure the site contains ~3 apfu. The site 

assignment procedure worked well, with errors in the assigned formula typically <1% (e.g., the sum 

of cations in the dodecahedral site may add up to 2.99 rather than 3). 

                                                             
f This assumption is supported by some literature that suggests Al prefers the tetrahedral site [183], but 

the key questions sought by this work can be addressed regardless of Al and Fe preference between the 
octahedral and tetrahedral site. 
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7.3. Results 

The cumulative evidence from XRD, electron microscopy, and quantitative microchemical analysis 

informed phase identification in each sample investigated. The phases identified are summarized in 

Table 7.2, the composition of the equilibrium garnets are listed in Table 7.3, and the cations were 

assigned to sites in Table 7.4 following the procedure of section 7.2.3 above. The nominal 

compositions that formed garnet in the YAG system [127], namely those with x+y+z ≤ 2, also 

formed garnet in the Y(3A:I)G and YIG systems—the only exception was for YIG(020), which did 

not form an equilibrium garnet. However, the solubility patterns of Ca2+, Mg2+, and Fe2+ in garnet 

were relatively different from what had been previously observed in the YAG system. Secondary 

phases were also affected by increasing iron in response to the overall thermodynamics of the system, 

which might, for example, result in changes to the spinel composition (the MgAl2O4 spinel phase 

accepts both Fe2+ and Fe3+). Liquid was present in most samples at temperature (amorphous in 

solidified samples), but spinel, apatite, and yttrium monosilicate were also frequently observed. The 

results will first focus on the observed trends in garnet composition as the Fe:Al ratio of the as-

synthesized compositions increases, then results on the secondary phases will be briefly elaborated. 

7.3.1. Ferric iron and aluminum in garnet 

The concentration of ferric iron (Fe3+) or aluminum in the equilibrium garnet provides insight on 

any preference for one cation over the other within the octahedral or tetrahedral sites. Fig. 7.4 plots 

the concentration of Al3+ vs. Fe3+ in the equilibrium garnets for all three systems (for the data given 

in Table 7.3 and Table 7.4). The concentration of Fe3+ in YIG and Al3+ in YAG has a maximum of 5 

apfu (representing full occupancy of the octahedral and tetrahedral sites). As substitutional cations 
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are added, the amount of Fe3+ in YIG decreases to an observed minimum of 1.59 apfu (31.8% of 

available sites or 19.9% of all cations); the amount of Al3+ in YAG decreases to an observed minimum 

of 1.14 apfu (22.8% of available sites or 14.2% of all cations). In the Y(3A:I)G system, Fe3+ and Al3+ 

will both occupy up to 5 apfu between the octahedral site and tetrahedral site, with Al3+ preferring 

the latter. The minimum observed concentration of Fe3++Al3+ in this system was 1.03 apfu (20.6% 

of available sites or 12.9% of all cations). A key observation is that the equilibrium garnets in the 

Y(3A:I)G system retain a Al:Fe ratio of ~2.93 (the slope of the best fit line in Fig. 7.4), which is close 

to the nominal 3:1 ratio. This suggests neither Fe3+ or Al3+ are preferentially rejected from the garnet 

structure at 1400 °C. 

7.3.2. Concentration of Fe2+ in the equilibrium garnets 

Ferrous iron (Fe2+) was observed throughout garnets of the YIG and Y(3A:I)G systems, Table 7.4. 

The concentration of Fe2+ followed two key dependencies, depicted in Fig. 7.5. First, the 

concentration of Fe2+ typically increased with the Fe3+ concentration in the equilibrium garnet—

there was more Fe2+ in the YIG system than the Y(3A:I)G system and, within each system, the Fe2+ 

concentration increased with decreasing concentrations of Ca2+ and Mg2+. Second, the Fe2+ 

concentration was sensitive to the type of alkali earth in the garnet. Ca-free (i.e., Mg-only, x=0) 

garnets contain the highest concentration of Fe2+, typically 1–5%. Conversely, Ca-only garnets 

contain very little (often no) Fe2+ and the latter was therefore independent of the Fe3+ concentration 

in the garnet. The important implication is that the Fe2+ may be present in significant quantities in 

another phase. Garnets containing both Ca and Mg contain an intermediate amount of Fe2+, 0.4–

1.2%, but the concentration was again dependent on the Fe3+ concentration. The Fe2+ largely 
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occupied the dodecahedral site and rarely occupied the octahedral site at all, Table 7.4. A small 

amount of octahedral occupancy is necessary in some samples, e.g., YIG(010), to maintain charge 

balance and to respect the three apfu occupancy limit of the dodecahedral site. 

7.3.3. Garnet stability in Ca-free samples 

The Ca-free (x=0) samples provide insight into how Mg2+ and Fe2+ partition between the 

dodecahedral and octahedral site and the stability of both cations in iron-containing garnets. The 

Ca-free plane of Fig. 7.2(c) is shown in Fig. 7.6; the vertical axis represents the occupancy of Mg2+ 

and Fe2+ in the octahedral site (i.e., z and w in Equations 7.1–7.3) and the horizontal axis represents 

the occupancy of Mg2+ and Fe2+ in the dodecahedral site (i.e., y and v in Equations 7.1–7.3). The bulk 

(nominal) concentration of Mg2+ in each site is plotted as black dots for each sample. However, the 

equilibrium garnet—which forms alongside other phases that compete for Mg2+—most often 

contains different amounts of Mg2+ in the dodecahedral or octahedral site. Therefore, the grey, green, 

and purple points represent the actual measured composition of the equilibrium garnets formed in 

the YAG, Y(3A:I)G, and YIG systems, respectively. The shift between the nominal composition and 

the equilibrium composition of the garnet is illustrated with arrows connecting the points. To 

facilitate comparison to the iron-free YAG system (with w=v=0), the data is plotted in two ways: 

circles represent the concentration of only Mg2+ in each site and squares represent the concentration 

of Mg2++Fe2+ in each site.  

In the pure YAG system (grey circles in Fig. 7.6), Godbole et al. observed that Mg2+ generally 

preferred to be in the octahedral site over the dodecahedral site [127], which is captured by the 

leftwards and upwards shift in Fig. 7.6. This was especially true for nominal compositions with a high 
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occupancy in the dodecahedral site. For example, the sample YAG(020) has a nominal composition 

of (YMg2)(Al2)(AlSi2)O12, i.e., it would be intended to have 2 Mg2+ apfu in the dodecahedral site. 

Upon equilibration, the measured garnet composition was (Y2.26Mg0.74)(Al1.26Mg0.74)(Al1.54Si1.46)O12 

indicating that, of the 2 apfu intended for the dodecahedral site, 0.74 apfu stays, 0.74 goes to the 

octahedral site, and 0.52 apfu goes to secondary crystalline phases and/or the melt. Conversely, 

samples where Mg2+ was intended in the octahedral site by substituting for Al3+ (e.g., 002) showed 

minimal redistribution between the nominal and equilibrium compositions and effectively no Mg2+ 

entered the dodecahedral site. The implication was the substitution of Mg2+ for Y3+ in the 

dodecahedral site is unfavorable in comparison to substitution for Al3+ in the octahedral site. 

Creating a bounding polygon around the grey circles (and additional data not shown in Fig. 7.6 for 

clarity) highlights the extent of the garnet phase for Mg2+ substitution in the YAG system, 

represented by the grey field within Fig. 7.6. 

The trends described above for Mg2+ are exaggerated as the Fe:Al ratio increases from YAG to 

Y(3A:I)G to YIG. Nominal compositions with z=0 showed a more significant redistribution of Mg2+ 

from the dodecahedral site to the octahedral site. For example, the (010) samples had 1 apfu intended 

for the dodecahedral site (of the 3 dodecahedral apfu); however, the equilibrium garnets showed 

dodecahedral Mg2+ occupation of ~0.54 apfu, ~0.40 apfu, and ~0 apfu for the YAG, Y(3A:I)G, and 

YIG systems, respectively. Notably, garnet was found to be absent altogether for YIG(020), which 

formed only spinel and melt. Considering Mg2+ alone (circles in Fig. 7.6), the bounding polygon 

defined by the purple (YIG) and green (Y(3A:I)G) points falls within that defined by the grey (YAG) 

system, indicating a narrower extent of Mg2+ solubility within the Fe-containing garnets. Considering 
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the concentration of both Mg2+ and Fe2+ (squares in Fig. 7.6) recovers a significant portion of the 

stability field observed for the YAG system. Using YIG(010) as an example again, although the 

sample contains 0 apfu of Mg2+ in the dodecahedral site, the site contains ~0.33 apfu of Fe2+. 

Furthermore, ferrous iron occupied the dodecahedral site even in cases with minimal Mg2+ 

redistribution. YIG(001), for example, showed minimal difference in Mg2+ between the nominal and 

equilibrium garnet compositions, but the latter contained ~0.34 apfu of Fe2+. 

Because the decreased Mg2+ solubility in the dodecahedral site is met with a concomitant increase in 

octahedral solubility, the overall Mg2+ solubility is only weakly dependent on the Fe:Al ratio. The 

maximum solubility of Mg2+ observed in the new iron-containing garnets was ~1.94 apfu (of a 

possible 3 apfu), found in the sample Y(3A:I)G(002).g This is comparable to the value observed in 

the YAG(002) sample, ~1.95 apfu, and a few percent smaller than the maximum observed in the Al 

system, ~2.16 apfu, which occurred for the YAG(0,0.5,2) sample (not investigated in the iron-

containing systems). Note, however, that the solubility of Si4+ in the iron-containing systems was 

elevated relative to the iron-free system due to the additional solubility of Fe2+ in the former. 

7.3.4. Garnet stability in Ca-containing samples 

Observations in Mg-free samples 

The Ca-containing (x>0) samples showed increased Ca and Si solubility in garnet as the Fe:Al ratio 

increased, i.e., the equilibrium garnet compositions in the YIG and Y(3A:I)G were closer to the 

                                                             
g Unfortunately, the measured YIG(002) composition did not charge balance, which is attributed to 

some error with the electron microscope. The total Mg2+ concentration was measured to be ~24 mol%, 
roughly comparable to the other systems. 
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nominal composition than those in the YAG system. The Ca-only (y=z=0) garnet composition shift 

upon equilibrating is shown in Fig. 7.7, which requires only one dimension as Ca2+ can only occupy 

the dodecahedral site. In the YAG system, effectively equivalent amounts of Ca2+ were measured—

~0.88 apfu of the 3 dodecahedral apfu—in the (1.5,0,0) and (200) equilibrium garnets indicating the 

maximum solubility of Ca2+ was reached. This solubility limit was readily surpassed in Y(3A:I)G and 

YIG systems. The maximum observed Ca2+ concentration occurred for the YIG(200) sample, which 

contained ~1.42 apfu. The YAG solubility limit was even exceeded by (100) compositions in the 

YIG and Y(3A:I)G systems, despite having only half the nominal Ca2+. As the samples are free of 

Mg2+ and contain negligible or no Fe2+ (Fig. 7.5) the concentration of Si4+ was approximately 

equivalent to Ca2+. 

The key implication is that Ca-based garnets are more stable in the iron-systems, which subsequently 

decreases the number of secondary phases and their quantity, Fig. 7.7. Garnet is the primary phase in 

(100) for all three systems, but the YAG system contains substantial amounts of apatite and 

anorthite. (Notably, no glass was observed in the quenched sample, suggesting that any melt formed 

during the heat treatment was transient.) The Y(3A:I)G system showed an increased quantity of 

garnet, suggesting its increased stability, and apatite quantity was substantially reduced; furthermore, 

anorthite was absent but glass was observed instead. The YIG system shows garnet as the primary 

phase, with a porous, fibrous, secondary phase that remains unidentified, but is inconsistent with 

apatite.h At (200), the YAG system showed only garnet and glass. The YIG system, comparatively, 

                                                             
h The phase was not present in sufficient quantities to appear in XRD, and the phase’s porosity precludes 

a quantitative chemical analysis. SEM-EDS suggests, qualitatively, that the phase is depleted in Y and Si, 
and enriched in Ca and Fe relative to the nominal composition.  
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consisted of more garnet and the unknown secondary phase. Given the minimal incorporation of 

Fe2+ into the Ca-only garnets (Fig. 7.5), the secondary phase is presumed to be rich in Fe2+. 

Observations in samples containing both Ca2+ and Mg2+ 

In the presence of both Ca2+ and Mg2+, the same trends with increasing Fe:Al ratio elaborated above 

hold; namely, increased solubility of Ca2+ and Si4+, and stronger preference of Mg2+ for the octahedral 

site. The composition of (101) and (110) garnets are plotted as a bar chart in Fig. 7.8 for each system 

studied. The intended (i.e., nominal or baseline) composition, representing the garnet formula above 

the bar chart, is shown in the black bars. The grey, green, and purple bars represent the measured 

composition of the equilibrium garnet for the YAG, Y(3A:I)G, and YIG systems, respectively.  

The concentration of Y3+, Fe3+ and Al3+, Ca2+, and Si4+ in the equilibrium garnets approached the 

nominal concentration as the Fe:Al ratio of the system increased. However, Mg2+ was more strongly 

favored in the octahedral site relative to the dodecahedral site as the Fe:Al ratio increased; the 

implication is that increasing Fe:Al ratio could lead to a shift of Mg2+ away from the nominal 

composition if Mg2+ was intended for the dodecahedral site. The latter point is best illustrated with 

the (110) samples. Whereas the YAG system retained 0.28 Mg2+ apfu in the dodecahedral site, the 

YIG system retained only 0.04 Mg2+ apfu. (This preference for Mg2+ in the octahedral site caused an 

enrichment of Y3+ in the dodecahedral site relative to the nominal composition, but this enrichment 

was also smallest for the YIG system—the latter retained much of its Ca2+ and had a small amount of 

Fe2+.) The (101) samples, conversely, experienced minimal Mg2+ redistribution, especially for iron-

containing samples, as the Mg2+ was intended for the more favorable octahedral site. Whereas the 

YAG system saw 0.21 Mg2+ apfu redistribute to the dodecahedral site, the Y(3A:I)G system saw 0.07 



 

 210 

apfu and the YIG system had no Mg2+ redistribute to the dodecahedral site; this was observed 

concurrently with increasing Ca2+ solubilities, from 0.62 (YAG) to 0.7 to 0.98 (YIG) apfu. The result 

was the YIG(101) equilibrium garnet was nearly identical to the nominal composition. Thus, yttrium 

iron/aluminum garnets prefer Ca2+ over Mg2+ in the dodecahedral site; this preference strengthens 

with increasing Fe:Al of the system. 

The microstructural evolution of (101) samples showed similar trends to the Ca-only samples, 

namely a clear trend towards increased garnet quantity presumably due to the iron-containing 

samples having equilibrium garnets close to the nominal composition, Fig. 7.8. The YAG system 

contained garnet, apatite, spinel, and glass. Conversely, the YIG system was primarily garnet with 

some coarsened apatite grains and very little residual glass. The Y(3A:I)G system shows intermediate 

behavior, but the spinel phase is notably absent indicating it became thermodynamically unstable. 

However, the (110) samples, where a significant Mg2+ redistribution was observed for all systems, 

does not show an overwhelming garnet presence for the YIG system. Instead, both the YAG and YIG 

systems contained garnet, spinel, and glass, with the YIG system showing less glass and larger garnet 

and spinel grains. 

7.3.5. Secondary phase formation 

While the primary focus of this work was on garnet formation, some important trends with 

secondary phases emerged. The key phases observed alongside garnet formation were apatite, spinel, 

olivine, YMS, and liquid, as noted in Table 7.2. 

Apatite, either containing Ca2+ or Mg2+, formed alongside garnet in multiple samples, including 

YIG(002), Y(3A:I)G(100), and the (101) samples for both the YIG and Y(3A:I)G systems. The 
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composition of the apatite formed was generally consistent between systems and nominal 

compositions; instead, changing the bulk composition appeared to primarily change the quantity of 

apatite formed at equilibrium. This point is best illustrated by the (101) samples, shown in Fig. 7.9, 

which also formed apatite in the YAG system [127]. Increasing the Fe:Al ratio of the system had little 

effect on the composition of apatite,i but the quantity of the phase clearly decreased. Likewise, the 

quantity of apatite decreases in the (100) samples from the YAG system to the Y(3A:I)G system, and 

no apatite is observed in the YIG system, Fig. 7.7. The latter consists of large garnet grains, close to 

the nominal composition, with the unidentified porous phase between them. Only the YIG(002) 

sample formed a Mg-apatite, comprised of ~12% Mg2+, 52% Y3+, and 36% Si4+.  

Spinel was observed to form in samples with y≥1, i.e., the (010), (020), (011), and (110) samples. The 

spinel compositions observed in this work contained a significant quantity of Fe2+ in the YIG system, 

9.9–21.9%, which occasionally made up the majority of the divalent cation site. Less Fe2+ was 

observed as the total Fe content decreased, either through increasing the amount of substitution 

cations (x+y+z) or by switching to the Y(3A:I)G system. Overall, however, the spinels contained 

comparable or higher amounts of Fe2+ than the equilibrium garnets that formed alongside. The 

Y(3A:I)G system provided additional insight on the trivalent cation site. The spinels preferred Al3+ 

to Fe3+—the Al:Fe3+ ratio of the (010), (020), and (011) spinels were 6.4, 5.7, and 9.6, respectively. 

This is in direct contrast to the garnet phase, which maintained an Al:Fe3+ ratio of ~3, Fig. 7.4. 

Interestingly, despite the variance in spinel composition across the YIG, Y(3A:I)G, and YAG 

                                                             
i  The apatite composition contained only minor amounts (<1%) of Mg2+ indicating a strong preference 

for Ca2+. 
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systems, the phase forms in roughly equivalent amounts for a given nominal composition. That is, 

increasing the Fe:Al ratio does not appear to systematically change the quantity of spinel present.j 

Olivine was observed in two samples, both in the YIG system, (011) and (021). Notably the 

Y(3A:I)G system did not form olivine for the (011) composition, indicating that olivine may be 

stabilized by increasing the Fe:Al ratio of the system. Although olivine can contain mixtures of Fe2+ 

and Mg2+, olivine formed in the YIG system contained far more Mg2+ (~64%) than Fe2+ (~2.6%) 

indicating a preference for the forsterite olivine endmember.  

Finally, YMS was observed in the (001) and (002) samples across all systems with minimal solid 

solubility. Interestingly, YMS and liquid were not observed in the same samples—indeed, the only 

samples where liquid was not observed or expected to be present at temperature were the (001) and 

(002) samples.  

7.4. Discussion 

The incorporation of Fe3+ and Fe2+ into the garnet phase has important implications on the resulting 

thermodynamics of garnet and secondary phases such as apatite, spinel, and olivine. The results will 

be discussed with respect to the cation site preference in garnet, the impact of increasing Fe:Al ratio 

on secondary phase formation, and the implications for barrier coating-CMFAS interactions. 

                                                             
j The (020) samples are an exception to this. The YIG system contained more spinel than the YAG and 

Y(3A:I)G systems, which is attributed to the YIG system not forming garnet. 
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7.4.1. Cation site preference in garnet 

Many of the key questions regarding the thermodynamic stability of aluminum and iron garnets are 

centered on how the relevant cations partition between the three cation sites and the relative 

preference for each cation in a given site. Within the YAG system, Godbole et al. noted a slight 

preference for Ca2+ over Mg2+ in the dodecahedral site, with observed maximum occupancies of 

~0.88 apfu  and ~0.72 apfu, respectively, out of the 3 dodecahedral sites [127]. The Mg2+ more 

strongly favored the octahedral site, where its solubility was significantly higher at ~1.91 apfu (of 2 

available sites). Analysis of cation site preferences in the YIG and Y(3A:I)G systems is complicated 

by the addition of Fe2+. As the latter competes with Mg2+ and Ca2+, it played an important role in the 

garnet compositions and site preferences. However, the results suggest that the substitutional cation 

preference in the dodecahedral site is Ca2+>Fe2+>Mg2+, whereas the octahedral site prefers 

Mg2+>Fe2+. These points are discussed further in turn. 

First, Mg2+ relocated preferentially from the intended dodecahedral site to the octahedral site, 

regardless of the Ca2+ concentration, more strongly as the Fe:Al ratio increased (e.g., Fig. 7.6). This 

indicates Mg2+ becomes progressively unstable in the dodecahedral site. (This hypothesis is consistent 

with the absence of khoharite, the hypothetical garnet endmember Mg3Fe2Si3O12, from the geologic 

literature [174]. As the present experiments are conducted at ambient pressure, this would further 

destabilize khoharite.) Indeed, whereas garnet is observed for the YAG and Y(3A:I)G (020) 

compositions, the YIG (020), (YMg2)Fe2(FeSi2)O12, does not form garnet at equilibrium, indicating 

a significantly decreased stability of Mg2+ in the dodecahedral site. This may be because Mg2+ is the 

smallest cation (~0.89 Å) capable of fitting into the dodecahedral site (Table 7.1). Given that Fe3+ is 
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larger than Al3+ in both the octahedral and tetrahedral sites by a factor of 1.19–1.25, this may induce 

an energetic preference for larger cations in the dodecahedral site, consistent with large Y3+ and Ca2+ 

occupation of the dodecahedral sites. In practice, the maximum solubility of Mg2+ observed in the 

dodecahedral site decreases to ~0.5 apfu of the 3 available dodecahedral sites in YIG.k Like the YAG 

system, the solubility of Mg2+ in iron-based garnets in higher in the octahedral site, ~1.54 apfu of 2 

available sites. Furthermore, for any given nominal composition, the octahedral solubility of Mg2+ 

typically increases with increasing Fe:Al ratio. The net effect is that the Mg2+ solubility is weakly 

dependent on the Fe:Al ratio (Table 7.3) but more Mg2+ is found octahedrally coordinated (Table 

7.4). 

The lower dodecahedral Mg2+ solubility in the YIG and Y(3A:I)G systems may be due, in part, to the 

availability of Fe2+ as a competing cation. (While some Fe2+ was observed in octahedral coordination, 

Fig. 7.6 and Table 7.4, it overwhelmingly occupied the dodecahedral sites. This suggests Fe2+ is more 

likely to displace Mg2+ to the octahedral site than occupy the octahedral site itself; therefore, the rest 

of the discussion will focus on Fe2+ in the dodecahedral site.) The size of Fe2+ (0.92 Å) is slightly larger 

than that of Mg2+ (0.89 Å), potentially reducing strain in the lattice, especially along the edge sharing 

polyhedral [188]. Indeed, a preference for Fe2+ over Mg2+ in the dodecahedral site is readily observed, 

Fig. 7.6 and Fig. 7.8. For example, the YIG(010) sample rejected all Mg2+ from the dodecahedral site 

and simultaneously replaced approximately one-third of the rejected Mg2+ with Fe2+. Furthermore, 

                                                             
k The maximum Mg2+ dodecahedral site solubility is observed for the YAG (020) composition, which 

does not form garnet in the YIG system. Instead, the maximum observed solubility of 6.3% comes from 
the YIG (011) sample. For comparison, the YAG (011) sample contains 8.2% Mg2+, larger than the 
YIG system. 
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some samples like YIG(001) suggest some Fe2+ is favored in the dodecahedral site regardless of Mg2+ 

occupancy. This sample showed almost no redistribution of its octahedrally coordinated Mg2+ to the 

dodecahedral site, but the latter contained ~0.34 apfu Fe2+ at equilibrium—the nominal 

composition contained 3 apfu Y3+ but 0.34 apfu of it was rejected in favor of Fe2+! The ratio of 

Fe2+:Mg2+ in the dodecahedral site appears to decrease when the Mg2+ concentration in the 

octahedral site exceeds 1 apfu, Fig. 7.6. This is likely because octahedral Mg2+ (z) most significantly 

decreases the total iron concentration (given by Fe5-x-y-2z), thereby reducing the available Fe2+ in the 

system as suggested by Fig. 7.5. Second, this may suggest that Mg2+ in the dodecahedral site is 

stabilized by Mg2+ in the octahedral site, thereby modifying the preference of Mg2+ and Fe2+ in the 

dodecahedral site. However, this is in contrast with the lattice strain previously discussed—Mg2+ in 

the octahedral site is even larger than Fe3+ and Al3+, Table 7.1. Overall, the evidence suggests that the 

dodecahedral site favors Fe2+ over Mg2+ as (i) the Fe:Al ratio in the system increases and (ii) as the 

Mg2+ concentration in the octahedral site decreases.  

The modest preference for Ca2+ over Mg2+ in the dodecahedral site observed for the YAG system 

becomes much stronger as the Fe:Al ratio increases—data in the YIG system overwhelmingly suggests 

Ca2+ is favored. First, the solubility of Ca2+ in the equilibrium garnet, reaching a maximum ~1.42 

apfu (of 3 available sites), is considerably higher than the maximum dodecahedral Mg2+ 

concentration, ~0.5 apfu. Second, samples containing both Ca2+ and Mg2+ retain more Ca2+ (and 

therefore lose less to other phases such as apatite or melt). For example, the (110) samples nominally 

contain 1 apfu of Ca2+ and Mg2+ in the dodecahedral site; after equilibration, however, the 

dodecahedral site contains 0.91 apfu Ca2+, 0.10 apfu Fe2+, and only 0.04 apfu Mg2+. In sum, increasing 
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Fe:Al ratio exaggerates the preference for Ca2+ over Mg2+ in the dodecahedral site (due to the 

increased site solubility of Ca2+ and decreased solubility of Mg2+). When coupled with the increasing 

preference of Fe2+ over Mg2+, the dodecahedral site’s preference of Y3+>Ca2+>Fe2+>Mg2+ is 

established. 

To summarize, the key site preference points are: (i) Ca2+ is the favored substitutional cation for Y3+ 

in the dodecahedral site and this preference strengthens as the Fe:Al ratio of the system increases; (ii) 

Fe2+ is generally found in dodecahedral sites rather than octahedral sites (substituting for Y3+ instead 

of Al/Fe3+), but it is not observed in significant quantities when Ca2+ is present; and (iii) the overall 

Mg2+ solubility is largely insensitive to the Fe:Al ratio of the system; however, Mg2+ more strongly 

favors the octahedral site as the Fe:Al ratio increases such that, in some cases, effectively all Mg2+ 

redistributes out of dodecahedral coordination. 

7.4.2. Iron’s impact on secondary phase formation 

Understanding the thermodynamic competition between apatite and garnet formation is critical to 

improve thermodynamic databases that aid coating design. The results have clarified the role of iron 

with this regard. Apatite, with a defect-free formula of Ca2RE8Si6O26, does not contain iron or 

aluminum in significant (>1%) quantities; therefore, changing the Al:Fe ratio of the system is not 

expected to directly impact apatite formation or its composition. Still, as the composition of the 

garnet phase is affected by the Al:Fe ratio, this has a knock-on effect on the formation of apatite. 

(While the presence of other phases will also influence apatite formation, garnet most directly 

competes for the relevant cations.) 
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Increasing the Fe:Al ratio hindered Ca-apatite formation but slightly favored Mg-apatite. In Ca-

containing systems, increasing the iron concentration in the system increased the Ca2+ and Si4+ 

solubility of the garnet—the net effect was an overall decrease in apatite formation. Conversely, for 

Ca-free (i.e., Mg-only) samples, Mg-apatite formation occurs earlier for the YIG system than the 

YAG or Y(3A:I)G systems. Mg-apatite crystallized in the YIG(002) sample whereas the YAG system 

first formed Mg-apatite for the(0,0.5,2) sample indicating that >2 apfu of Mg2+ is necessary to form 

apatite in that system. This difference between the YAG and YIG systems is attributed to YIG-based 

garnets lower Mg2+ solubility, thereby rejecting more Mg2+ to form apatite. However, note that the 

apatites formed from mixed Ca2+ and Mg2+ samples (e.g., 101) contain <1% Mg2+, indicating that 

this benefit to Mg-apatite formation is unlikely to manifest in barrier coating-CMFAS interactions. 

Iron (as Fe3+ and Fe2+) has further implications on some intrinsic crystallization phases, notably 

spinel and olivine. Spinel, (Mg,Fe2+)(Al,Fe3+)2O4, formation typically occurred in samples where y≥1, 

e.g., (010), (020), (110), and (011), indicating the phase needs both a substantial concentration of 

Mg2+ and Al3+ or Fe3+ to form. For example, (001), while containing the same total Mg2+ 

concentration as (010), has 1 apfu less of Al/Fe due to the nominal placement of Mg2+ in the 

octahedral site. Furthermore, Mg2+ is more likely to occupy the garnet’s octahedral site; therefore, the 

garnet phase formed from (001) rejects less Mg2+ which could otherwise form secondary phases like 

spinel. The one exception to the y≥1 trend was (101), which formed a spinel but only for the YAG 

system. This is likely because Fe-containing (101) garnets were closer to the nominal composition, 

containing more Ca2+, Mg2+, and Si4+, Fig. 7.8, meaning less Mg2+ was rejected to form a spinel phase. 

Olivine, (Mg,Fe2+)2SiO4, was typically observed for samples with high Mg2+ contents, e.g., y+z>2. As 
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this investigation primarily studies samples with x+y+z≤2, olivine was rarely observed However, 

olivine was observed in the YIG(011) sample but not in the YAG(011) or Y(3A:I)G(011) samples. 

The implication is that olivine may be stabilized in the presence of iron, though further investigation 

would be needed to confirm this.  

7.4.3. Implications for coating-melt interactions 

To better interpret the results and their implications on coating-melt interactions, two important 

considerations are necessary. First, siliceous debris ingested into an engine will often contain all 

cations in CMFAS (and possibly more). The results from the compositionally simplified samples 

used in this work must then be couched in terms of the realistic composition of CMFAS ingested 

into the engine. Second, in some senses, the reactive crystallization of garnet follows the inverse the 

framework used in Fig. 7.2—rather than adding Ca2+, Mg2+, and Si4+ to YIG/YAG, Y3+ is added to 

CMFAS via dissolution of the coating. As coating dissolution often represents the rate limiting step 

of reactive crystallization (Chapters 4–6), garnets where a minimum of Y3+ is needed (i.e., where the 

solubilities of Ca2+, Mg2+, Fe2+, and Si4+ are maximized) are the most likely to form in practice. 

However, as the solubility of these substitutional cations in garnet is ultimately limited, garnet 

formation requires a coating with sufficient Y3+ content (or other small rare earth element) and a 

CMFAS with sufficient Fe+Al content. 

The key implication of this work is that garnet formation is more likely for CMFAS with a high Fe:Al 

ratio. Such a melt would be best equipped to crystallize garnet when one considers the relevant 

composition range of CMFAS melts [187]. First, though garnet requires a high Fe+Al concentration 

to form, these constituents are not typically abundant in sufficient concentrations. However, an 



 

 219 

increasing Fe:Al ratio maximizes the solubility of Ca2+, Mg2+, Si4+ in garnet and affords Fe2+ solubility. 

These constituents will both decrease the amount of Fe+Al needed—making garnet formation more 

likely for realistic melts—and decrease the Y3+ required from the coating (Fig. 7.8). Of garnet’s 

substitutional cations, Si4+ will be present in the highest amounts in CMFAS melts. Therefore, the 

extent of substitution is likely to be limited by the available Ca2+ and Mg2+. A high Ca2+ concentration 

(e.g., a high Ca:Si ratio) will help to minimize the amount of Y3+ needed to form garnet. Mg2+ will 

primarily occupy the octahedral site, and therefore help decrease the amount of Fe+Al needed; 

however, the quantity of Mg2+ is also often limited (e.g., <10%) in CMFAS melts. 

A key consideration is the competition between garnet and apatite formation. Thermodynamically, 

garnet more effectively crystallizes CMFAS (per mole of Y3+ dissolved) than apatite, as supported by 

this work and observations in the literature [124,127]. But garnet nucleates slower, often enveloping 

apatite grains. For thermal barrier coatings, where rapid reactive crystallization is critical for coating 

survival, garnet may hinder apatite formation and worsen penetration.l In the YAG system, Godbole 

et al. [127] noted the Al:Si ratio was a key predictor of garnet vs. apatite formation—high Al:Si 

favored garnet and low Al:Si favored apatite. However, this metric becomes less useful as the Fe:Al 

ratio increases. Garnets formed in the Y(3A:I)G and YIG systems had higher concentrations of Si4+ 

and concomitantly lower Al+Fe3+ concentrations. (Indeed, the YIG(101) equilibrium garnet had 

Si≈(Fe+Al), Fig. 7.8.) Therefore, the implication is apatite formation will be further hindered in 

CMFAS with high Fe:Al ratios due to greater competition with garnet. This was readily observed in 

                                                             
l In the short-term garnet is expected to be detrimental. However, longer term garnet could serve as a 

valuable high-temperature phase to crystallize remaining pools of CMFAS atop the coating. 
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the Ca-containing samples, which showed a clear decrease in Ca-apatite quantities as the Fe:Al ratio 

increased.m 

7.5. Synopsis 

Garnet formation was studied in the Y-CMFAS (with 3Al:1Fe) and Y-CMFS systems at 1400°C, 

and the results were compared to equivalent experiments carried out in the Y-CMAS system [127]. 

Yttria is critical to garnet stability in all three systems. The equilibrium garnets studied had no strong 

preference for Fe3+ or Al3+ in the octahedral or tetrahedral sites. However, the Fe:Al ratio directly 

affected the solubility of other cations—most importantly in the dodecahedral site. The key trends 

with increasing Fe:Al ratio were: 

1. Ca2+ solubility in the dodecahedral site increases. Ca-containing garnets were closer to the 

nominal composition. 

2. Mg2+ loses solubility in the dodecahedral site with a concomitant increase in octahedral 

solubility. The overall solubility (i.e., considering both sites) is largely insensitive to the Fe:Al 

ratio. 

3. Fe2+ is present in increasing quantities primarily occupying the dodecahedral site. Less Fe2+ is 

observed in Ca-containing garnets, indicating a dodecahedral site cation preference of 

Ca2+>Fe2+>Mg2+. 

                                                             
m In contrast to this is the fact that Mg-apatites were observed earlier in the YIG system. Ultimately, 

however, this is not expected to be impactful for barrier coating applications. Molten CMFAS typically 
contain more Ca2+ than Mg2+ [187], favoring Ca-apatite formation. Furthermore, the results suggest 
apatite strongly prefers Ca2+ to Mg2+ (e.g., Fig. 7.9). Therefore, in practice, increasing the Fe:Al ratio is 
ultimately expected to decrease apatite formation due to competition with garnet formation. 
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4. Si4+ solubility in the tetrahedral site increases.  

The key trends highlighted above suggest that garnet will be more likely to form in CMFAS as the 

Fe:Al ratio increases, which minimizes the amount of Y3+, Fe3+, and Al3+ required to form the phase. 

These garnets are expected to form at the detriment of other reactive phases (e.g., apatite). Therefore, 

CMFAS with high Fe:Al may be particularly detrimental to TBC infiltration. 
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7.6. Figures and tables 

 
Fig. 7.1: Portion of the garnet crystal structure, including dodecahedral sites (blue, distorted cubes), octahedral 
sites (red), and tetrahedral sites (yellow). Oxygen anions are shown as large white circles. Note the significant 
amount of shared polyhedron edges. Figure adapted from Ref. [188]. 
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Fig. 7.2: Starting with Y3Al2Al3O12 or Y3Fe2Fe3O12, Ca2+ or Mg2+ can substitute for Y3+ in the dodecahedral 
site. However, equimolar substitution of Si4+ for tetrahedral Al3+ or Fe3+ is necessary to maintain charge 
neutrality. This constrains the relevant composition space to the plane of constant oxygen (a) to a Gibbs 
triangle shown in (b). Further substitution of Mg2+ for octahedral Al3+ or Fe3+ (with coupled tetrahedral 
Si4+:Al/Fe3+ substitution) can be represented in a third dimension (c), which represents the relevant 
composition volume for all nominal compositions (Table 7.2). Note that octahedral substitution (z) limits 
the maximum dodecahedral substitution (x,y) allowed. (This framework considers all iron to be Fe3+, i.e., 
nominal compositions were synthesized without considering Fe2+. Upon equilibration, iron reduction occurs 
and Fe2+ can further substitute into the dodecahedral and octahedral sites. This is neglected in this figure as 
two additional dimensions would be required.) 
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Fig. 7.3: Illustration of the coiled wire design to support samples that melted substantially without climb or 
dripping out of the container. The porous structure of the sectioned sample suggests gas evolution during the 
partial reduction of Fe3+ to Fe2+. 
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Fig. 7.4: Concentration of Al3+ and Fe3+ in equilibrium garnets formed across all three systems in the presence 
of different amounts of Ca2+, Mg2+, and Si4+. The equilibrium garnets in the Y(3A:I)G system maintain an 
Al:Fe ratio of ~2.93. This indicates there is no strong preference for Al or Fe in the octahedral and tetrahedral 
sites. 
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Fig. 7.5: Concentration of Fe2+ in equilibrium garnets formed in the YIG and Y(3A:I)G systems. Two key 
trends emerge. First, the Fe2+ concentration depends on the alkali earths present: Ca-only garnets contain little 
or no Fe2+ whereas those containing no Ca (i.e., Mg-only) contain the most. Mixed alkali garnets show 
intermediate Fe2+ concentrations. Second, the Mg-containing garnets show increasing Fe2+ with increasing 
Fe3+. 
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Fig. 7.6: The site preference for Mg2+ and Fe2+ ions is clearly observed in Ca-free samples (the x=0 plane of Fig. 
7.2). Mg2+ largely prefers the octahedral (B) site, as indicated by the upwards and leftwards shift of the arrows. 
This preference became stronger as the Fe:Al ratio increased (i.e., from YAG to YIG). The data for the 
Y(3A:I)G and YIG systems fall within the garnet stability field (grey shaded region) determined in the YAG 
system [127]. However, the former systems incorporate some Fe2+, which unlike Mg2+ largely prefers to occupy 
the dodecahedral (A) site. One notable observation is that garnet was not observed for the YIG(020) 
composition, further emphasizing the octahedral site preference for Mg2+ in garnets with high Fe:Al ratios. 

* Sample does not charge balance (contains more Mg2+ than Si4+). 
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Fig. 7.7: Composition shifts between nominal and equilibrium garnets for the Ca-only (y=z=0) samples, and 
corresponding representative micrographs. (Because Ca2+ can only occupy the dodecahedral site, the 
composition shifts is represented by a number line.) The solubility of Ca2+ was enhanced in the Y(3A:I)G and 
YIG samples relative to the YAG samples—the maximum solubility observed was 10.7% in the YAG system 
and 17.7% in the YIG system. (Unfortunately, synthesis of the Y(3A:I)G(200) composition failed.) The 
increased Ca2+ solubility concomitantly increased the phase fraction of garnet, importantly reducing the 
amount of apatite for the (100) samples and the amount of melt for the (200) samples. 
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Fig. 7.8: The composition of the mixed alkali garnets (101) and (110) formed for all systems. In general, 
increasing the Fe:Al ratio increased the Ca2+ and Si4+ concentrations, with concomitant decreased Y3+, Fe3+, 
and Al3+. The result are garnets closer to the nominal composition (shown in black). Increasing the Fe:Al ratio 
had minimal impact on the total Mg2+ content but did result in a greater shift of Mg2+ from the dodecahedral 
site to the octahedral site, consistent with the Ca-free samples (Fig. 7.6).  
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Fig. 7.9: Apatite compositions formed for the (101) samples and representative micrographs. The composition 
of apatite is largely unaffected by the nominal Fe:Al ratio. However, the quantity of apatite decreased with 
increasing Fe:Al, indicating a decrease in stability.  
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Table 7.1: Cation radii of the different species present in the Y-CMFAS system in coordination of 4, 6, or 8. 
The columns indicate whether the species can occupy specific sites in the garnet crystal structure. 

Dodecahedral  
(A) Site (CN=8) 

Octahedral  
(B) Site (CN=6) 

Tetrahedral  
(T) Site (CN=4) 

Cation Radius Fit Cation Radius Fit Cation Radius Fit 

Ca2+ 1.12 Å Y Ca2+ 1.0 Å N Mg2+ 0.57 Å N 

Y3+ 1.02 Å Y Y3+ 0.90 Å N Fe3+ 0.49 Å Y 

Fe2+ 0.92 Å Y Fe2+ * 0.78 Å Y Al3+ 0.39 Å Y 

Mg2+ 0.89 Å Y Mg2+ 0.72 Å Y Si4+ 0.26 Å Y 

Fe3+ 0.78 Å N Fe3+ * 0.64 Å Y    

   Al3+ 0.54 Å Y    

   Si4+ 0.40 Å N    

* Iron can occupy two spin states, high and low, in 6-fold coordination. The radii listed in the table are 
for high spin. Those for low spin are 0.61 Å for Fe2+ and 0.55 Å for Fe3+. 
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Table 7.2: Summary of nominal compositions investigated in the YIG and Y(3A:I)G systems. The phases 
observed at equilibrium are also provided. 

  Nominal Garnet Composition  

System Coordinate CaO MgO YO1.5 AlO1.5 FeOx SiO2 Observed Phase List 

YIG (000) 0 0 37.5 0 62.5 0 G 

Y(3A:I)G (000) 0 0 37.5 46.87 15.63 0 G 

YIG (010) 0 12.5 25 0 50 12.5 G, Sp, L 

Y(3A:I)G (010) 0 12.5 25 37.5 12.5 12.5 G, Sp, L 

YIG (020) 0 25 12.5 0 37.5 25 Sp, L 

Y(3A:I)G (020) 0 25 12.5 28.12 9.38 25 G, Sp, L 

YIG (001) 0 12.5 37.5 0 37.5 12.5 G, YMS, Per 

Y(3A:I)G (001) 0 12.5 37.5 28.12 9.38 12.5 G, YMS 

YIG (002) 0 25 37.5 0 12.5 25 G, Ap, YMS 

Y(3A:I)G (002) 0 25 37.5 9.37 3.13 25 G, YMS 

YIG (011) 0 25 25 0 25 25 G, Ol, Sp, L 

Y(3A:I)G (011) 0 25 25 18.75 6.25 25 G, Sp, L 

YIG (021) 0 37.5 12.5 0 12.5 37.5 Ol, L 

YIG (100) 12.5 0 25 0 50 12.5 G, Ukn* 

Y(3A:I)G (100) 12.5 0 25 37.5 12.5 12.5 G, Ap, L 

YIG (200) 25 0 12.5 0 37.5 25 G, Ukn* 

YIG (110) 12.5 12.5 12.5 0 37.5 25 G, Sp, L 

YIG (101) 12.5 12.5 25 0 25 25 G, Ap, L 

Y(3A:I)G (101) 12.5 12.5 25 18.75 6.25 25 G, Ap, L 

* This phase remains unknown. It does not appear in XRD and contains significant porosity precluding 
compositional analysis. We presume it crystallized from the melt during the quench. 
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Table 7.3:Measured composition of equilibrium garnets.  

  Equilibrium Garnet Composition  

System Coordinate CaO MgO YO1.5 AlO1.5 FeOx SiO2 
Measurement 

Method 

YIG (000) — — 37.5 — 62.5 — EDS 

Y(3A:I)G (000) — — 37.1 47.3 15.6 — EPMA 

YIG (010) — 9.3 33.4 — 43.2 14.1 EPMA 

Y(3A:I)G (010) — 9.2 31 36.1 13 10.7 EPMA 

Y(3A:I)G (020) — 16.8 30.9 23.6 10.7 18 EPMA 

YIG (001) — 12.9 32.4 — 37.5 17.2 TEM-EDS 

Y(3A:I)G (001) — 11.8 37.2 28.8 10 12.2 EPMA 

YIG (002) — 23.7 33.1 — 20.7 22.5 EDS 

Y(3A:I)G (002) — 24.2 36.9 9.8 4 25.1 EPMA 

YIG (011) — 23.6 29.5 — 21.6 25.3 EPMA 

Y(3A:I)G (011) — 20.9 30.7 19.4 6.9 21.9 EPMA 

YIG (100) 10.9 — 26.5 — 52 10.6 EPMA 

Y(3A:I)G (100) 11.3 — 25.8 38.1 13.6 11.2 EPMA 

YIG (200) 17.7 — 19.6 — 44.8 17.9 EPMA 

YIG (110) 11.4 7.7 24.4 — 36.2 20.3 EPMA 

YIG (101) 12.2 11.5 24.6 — 27.3 24.4 EPMA 

Y(3A:I)G (101) 8.7 12.2 27.5 22.1 8.2 21.3 EPMA 
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Table 7.4: Cation site occupancies of equilibrium garnets following Equations 7.2 and 7.3.  

System 
Coord
inate Equilibrium Garnet Stoichiometry  

  Dodecahedral Octahedral Tetrahedral  

YIG (000) (Y3) (Fe23+) (Fe33+)  

Y(3A:I)G (000) (Y2.97Fe0.03
2+ ) (Fe1.23

3+ Al0.77) (Al3)  

YIG (010) (Y2.67Fe0.33
2+ ) (Fe0.06

2+ Mg0.74Fe1.2
3+) (Fe1.87

3+ Si1.13)  

Y(3A:I)G (010) (Y2.48Mg0.4Fe0.12
2+ ) (Mg0.34Fe0.95

3+ Al0.71) (Al2.14Si0.86)  

Y(3A:I)G (020) (Y2.47Mg0.43Fe0.1
2+) (Mg0.91Fe0.66

3+ Al0.43) (Al1.56Si1.44)  

YIG (001) (Y2.59Mg0.06Fe0.34
2+ ) (Mg0.97Fe1.03

3+ ) (Fe1.62
3+ Si1.38)  

Y(3A:I)G (001) (Y2.98Fe0.02
2+ ) (Mg0.94Fe0.01

2+ Fe0.77
3+ Al0.28) (Al2.02Si0.98)  

YIG (002) (Y2.65Mg0.35) (Fe0.46
3+ Mg1.54) (Fe1.2

3+Si1.8) * 

Y(3A:I)G (002) (Y2.95Fe0.05
2+ ) (Mg1.94Fe0.02

2+ Fe0.04
3+ ) (Fe0.21

3+ Al0.78Si2.01)  

YIG (011) (Y2.36Mg0.5Fe0.14
2+ ) (Fe0.62

3+ Mg1.38) (Fe0.98
3+ Si2.02)  

Y(3A:I)G (011) (Y2.46Mg0.45Fe0.08
2+ ) (Mg1.22Fe0.47

3+ Al0.30) (Al1.25Si1.75)  

YIG (100) (Y2.12Ca0.87Fe0.01
2+ ) (Fe2.0

3+) (Fe2.15
3+ Si0.85) † 

Y(3A:I)G (100) (Y2.06Ca0.9Fe0.03
2+ ) (Fe1.06

3+ Al0.94) (Al2.1Si0.9) † 

YIG (200) (Y1.57Ca1.42Fe0.01
2+ ) (Fe2.0

3+) (Fe1.57
3+ Si1.43)  

YIG (110) (Y1.95Ca0.91Mg0.04Fe02  (Fe1.42
3+ Mg0.58) (Fe1.38

3+ Si1.62)  

YIG (101) (Y1.97Ca0.97Fe0.06
2+ ) (Fe1.08

3+ Mg0.92) (Fe1.05
3+ Si1.95)  

Y(3A:I)G (101) (Y2.2Ca0.7Mg0.07Fe0.0
2+  (Mg0.9Fe0.62

3+ Al0.47) (Al1.3Si1.7)  

* Sample has Mg2+>Si4+, (1.89 apfu vs. 1.8 apfu, respectively). This precludes a calculation of Fe2+ concentration by 
the described site assignment procedure. However, all Fe is accounted for as Fe3+. 

† Sample has Ca2+≥Si4+, precluding calculation of Fe2+ by the described site assignment procedure. However, the 
measured total Fe concentration was greater than the amount of Fe3+ that could fit in the octahedral and 
tetrahedral sites. The excess Fe was set as Fe2+ and assigned to the dodecahedral site. (Further supporting this 
assignment, the measured concentrations of Y3+ and Ca2+ were insufficient to fill the dodecahedral site. Adding 
Fe2+ got the site to within 0.01 apfu or less of the expected occupancy.) 
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CHAPTER 8. CONCLUSIONS 

The primary goal of this investigation was to enhance the fundamental understanding of the kinetics 

and thermodynamics of thermal and environmental barrier oxide interactions with molten silicates. 

The resulting insight would inform the design of novel coating chemistries and architectures to 

improve the temperature capabilities of next-generation gas turbine engines. Experiments were 

designed such that quantitative data could be gathered to enable or improve models predicting the 

thermochemical degradation of coatings—a part of a larger Integrated Computational Materials 

Engineering (ICME) framework. 

One dimensional diffusion couples were used to investigate the dissolution and diffusion rates of 

barrier coating oxides (BOs) into molten silicates, representing the first rigorous quantification of 

these kinetic processes BOs. The dissolution mechanism of BOs was rate-limited by both the rate at 

which atoms are detached from the BO into the melt (uo) and their diffusivity (D) therein. This 

resulted in an initial transient period in the concentration profiles, during which the concentration 

at the BO-melt interface increased with time towards a saturation value. (The critical implication is 

that reactive crystallization—the thermochemical interaction that dictates coating survivability—

will depend on the time required to achieve saturation at the oxide-melt interface.) The duration of 

this transient period was longest for BOs with little or no rare-earth (RE) oxides, including pure 

HfO2 (a candidate EBC material) and 7YSZ (the current industry standard TBC). Conversely, the 

transient period for Gd2Zr2O7 was substantially shorter—both Zr4+ and Gd3+ rapidly saturated the 

interface melt and a substantial amount of crystallization resulted even in the shortest duration 

experiments. 
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The measured concentration profiles were fit to crystal dissolution and diffusion models to quantify 

uo and D for the BOs HfO2, 7YSZ, and Gd2Zr2O7 into the silicate melts C33M9A13S45 and/or 

C24A17S59 primarily at 1300 °C. (7YSZ was also investigated at 1350 and 1400 °C, which enabled the 

Arrhenius parameters for D and uo
a to be determined.) The observed diffusivities were in the range 

of ~0.1–20 µm2/s for Zr4+/Hf4+ and ~0.4–40 µm2/s for Y3+/Gd3+. The resulting diffusivities were 

more sensitive to the melt composition than to the temperature within the conditions tested. 

Isovalent cations diffused at roughly comparable rates, with the rare earths diffusing ~3x faster than 

Zr4+ or Hf4+. (The implication is that the diffusivity is relatively insensitive to the dissolving BO.) 

Conversely, the BO composition had a strong effect on uo; for example, uo for Gd2Zr2O7 was 

estimated to be ~0.8 µm/s, approximately an order of magnitude larger than that of 7YSZ (0.07 

µm/s), which immediately explains the decreased transient time and earlier onset of crystallization 

observed in the former. Melt composition and temperature had a comparable, and intermediate, 

impact on uo.  

Crystallization was observed once the interface melt had saturated in at least one constituent. The 

early stages of crystallization were investigated using SEM and the results were compared to the 

expected thermodynamic response to understand deviations from equilibrium. RE-lean BOs (i.e., 

ZrO2, HfO2, 7YSZ, and HfO2-7YO1.5) were unreactive with the Ca-rich C33M9A13S45 melt but 

formed (Zr,Hf)SiO4 and Ca2HfSi4O12 with the Si-rich C24A17S59 melt. But the quantity of the 

zircon/hafnon was substantially reduced when 7% YO1.5 was present in the dissolving BO, in contrast 

                                                             
a  The Arrhenius behavior for uo was only determined for the C33M9A13S45 melt. 
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with the negligible change predicted by equilibrium CALPHAD calculations performed using 

ThermoCalc. The implication is that small amounts of RE oxide (i.e., those amounts insufficient to 

saturate the melt relative to the amount necessary to form apatite) kinetically impedes reactive phases 

based on Zr4+ or Hf4+ in favor of the arguably easier to crystallize reprecipitated phases. The 

reprecipitated phases, whether forming as a shell around pristine grains or crystallizing 

independently, exhibit a much lower driving force for dissolution and consequently lead to the 

development of a “mushy zone”, which would have poor erosion resistance. In addition, a Y-enriched 

cubic phase was observed in both 7YSZ and HfO2-7YO1.5 which preferentially dissolved into both 

melts and worsened the “mushy zone” development. Low YO1.5 additions would, therefore, be 

deleterious to the thermochemical response of the coating. However, crystallization occurred rapidly 

when the RE-rich Gd2Zr2O7 was dissolved into either melt, with Zr-based reprecipitated phases 

forming before RE-based reactive ones (albeit only slightly). Results with the CAS melt suggest 

metastable phases crystallized and subsequently redissolved in the very early stages. 

The Hf-based silicate phases appear to show enhanced stability over their Zr-based equivalents. A 

Hf-cyclosilicate, Ca2HfSi4O12, was observed at 1300 °C (losing stability by 1400 °C) but the Zr-

cyclosilicate was absent from all experiments, i.e., below 1300°C. Similarly, whereas the quantity of 

ZrSiO4 decreased at 1400 °C relative to 1300 °C, that of HfSiO4 increased, showing nearly complete 

coverage after 60 min. Both HfSiO4 and Ca2HfSi4O12 were well-adhered to the underlying HfO2 and 

shielded the latter from further dissolution into the semi-infinite melt. However, using monoclinic 

HfO2 as an EBC oxide will likely be precluded by issues with microcracking arising from its thermal 
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expansion anisotropy. This is particularly deleterious for non-reactive Ca-rich melts, as these could 

infiltrate the EBC without a mechanism to arrest the flow. 

The quantified rates of D and uo from semi-infinite experiments were applied to finite element 

models to better understand what limits melt saturation within TBC intercolumnar gaps. The 

models indicate that the time until melt saturation (at the gap center) is essentially insensitive to the 

diffusivity or gap width (within the range 0.5–2 µm). The simulated concentration profiles are 

essentially flat indicating that dissolution is limited instead by the interfacial detachment rate, uo. 

Indeed, increasing uo (e.g., by modeling the dissolution of Y2Zr2O7 instead of 7YSZ) substantially 

decreased the infiltrated distance at melt saturation. The effect was strongest for Y3+ as this benefitted 

from a simultaneous increased concentration in the dissolving BO; but the benefit was also 

significant for Zr4+ even though the latter had a substantially lower concentration in Y2Zr2O7. It is 

clear, therefore, that future TBC development must consider uo as a primary design parameter for 

molten silicate resistance. Considering the experimental evidence—both qualitative and 

quantitative—the implication is that TBC chemistries with a substantial RE3+ concentration (or 

other divalent or trivalent cations) will be the most promising. 

The thermodynamics of garnet—a reactive phase with a nominal formula Y3(Fe,Al)5O12—formation 

in the Y+CMF(A)S system was investigated at 1400 °C using precursor-derived powder mixtures 

and standard chemical analysis techniques. The phase exhibits extensive solid solubility and was 

poorly represented in thermodynamic databases, causing significant disagreement between models 

and experiments when garnet was observed experimentally. The work, done in partnership with the 

database developer, will directly improve the accuracy of these predictions, but several important 
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findings were also made. The key conclusion is that garnet formation becomes more likely as the 

Fe:Al ratio of the deposit increases. The latter afforded an increased solubility of Ca2+, Fe2+, and Si4+ 

in the equilibrium garnet. As the divalent cations substitute for Y3+ in the garnet dodecahedral site, 

the implication is that less coating dissolution (the source of Y3+) would be needed to stabilize the 

garnet phase, favoring its crystallization. Simultaneously, the concomitant equimolar substitution of 

Si4+ for Al3+ or Fe3+ (necessary to maintain charge balance) reduces the quantity of FeO1.5 and AlO1.5 

needed to stabilize garnet. As the concentration of FeO1.5 and AlO1.5 in siliceous debris is generally 

low, and SiO2 is generally the majority constituent, the enhanced Si4+ solubility also increases the 

likelihood of garnet formation. Indeed, increasing the Fe:Al ratio of the as-synthesized powder 

significantly increased the quantity of garnet present, often with a concomitant decrease to the 

quantity of apatite. As the garnet phase has slow crystallization kinetics relative to apatite, this may 

reduce the potential to block the penetration channels and worsen the subsequent thermomechanical 

stresses on the coating. 

The increased solubility of Ca2+ with Fe:Al ratio comes with a concomitant decrease to the stability 

of Mg2+ in the dodecahedral site—which in turn increases its occupancy of the octahedral site with 

little change to the overall Mg2+ solubility. Equilibrium garnets containing Ca2+ were also found to 

contain less Fe2+ compared to Ca-free compositions for equivalent amounts of FeOx in the bulk 

composition. Therefore, the substitutional cation preference in the dodecahedral site for Y-based 

garnets is Y3+>Ca2+>Fe2+>Mg2+; this site preference became stronger as the Fe:Al ratio of the bulk 

composition increased. Finally, no strong preference for Al3+ or Fe3+ was observed in the equilibrium 

garnets—these largely retained the Fe:Al ratio of the bulk system composition. The implication is 
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that garnets formed in reactive crystallization will likely retain both Al3+ and Fe3+, in contrast with 

the predictions from current thermodynamic databases. Instead, the Fe:Al ratio of the CMFAS 

deposit will primarily affect the substitution of the other CMFAS constituents (i.e., Ca2+, Mg2+, and 

Si4+) as previously elaborated. 

Outlook 

The work presented in this dissertation has generated considerable insight into the kinetics and 

thermodynamics of barrier coating oxide interactions with molten silicates, but many outstanding 

questions remain. With respect to TBC kinetics, the overarching conclusion is that slow rates of BO 

detachment into the melt represent the major barrier to rapid reactive crystallization. Therefore, 

additional research focused on the kinetics of rapidly dissolving thermal barrier oxides would be 

valuable. Oxides containing a high-proportion of trivalent cations—such as RE-aluminum, RE-iron, 

or pure RE oxides—are of primary interest, which could be deposited as a CMFAS-resistant topcoat 

to an underlying TBC. With respect to EBCs, HfO2 showed promising reactive crystallization in 

acidic melts, but it was unreactive in basic melts and experienced significant microcracking when the 

grain size exceeded ~3 µm. In principle, both issues could be addressed by incorporating a secondary 

phase. Additional efforts identifying an appropriate secondary phase is recommended—the studies 

would need to fully investigate the resistance of the compact to sintering and its resistance to both 

acidic and basic melts. With respect to the kinetic models of the envisioned ICME framework, a 

better understanding of how uo depends on the barrier oxide composition and melt composition is 

critical. Likewise, the demonstrated relationship between diffusivity and melt viscosity would benefit 

from additional confirmation. Both goals would be readily accomplished by dissolution and diffusion 



 

 241 

studies (following the methodology developed in this dissertation) wherein the RE:(Zr,Hf) ratio of 

the BO and melt composition is systematically varied across a diverse and representative space. 

(Dissolving pure HfO2 into a variety of melt compositions would be best suited to understand melt 

composition effects on uo.) The predictive capability of the models themselves could be significantly 

improved by including realistic coating microstructural features (e.g., feathery columns and coating 

tortuosity) and their geometric evolution with time. These features would require more sophisticated 

moving boundaries to treat. The ICME framework would also benefit from further expansion of the 

thermodynamic databases. Interest in HfO2 is increasing, yet the element is wholly absent from the 

current state-of-the-art databases. Instead, ZrO2 is often substituted for HfO2 in the calculations, but 

the concomitant results are often misleading as the two oxides distinctly react when exposed to 

molten silicates. Likewise, the databases would benefit from including YbO1.5, an important RE for 

EBCs that is likely to exhibit different reactive crystallization behavior to YO1.5 (e.g., by more strongly 

favoring garnet formation over apatite). 
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