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ABSTRACT OF THE DISSERTATION 

 

Determining 4D Nuclear Architecture Dynamics of Ligand-Dependent Transcription 

Activation Using Live Imaging Techniques 

 

by 

 

Susan Shubai Wang 

Doctor of Philosophy in Biomedical Sciences 

University of California San Diego, 2021 

Professor Michael Geoff Rosenfeld, Chair 

 

This dissertation discusses the 4D chromosomal dynamics relative to 

subnuclear organelles and transcription hubs during transcription activation, in an 

estrogen-dependent system. The phenomenon of transcriptional bursting has been 

observed across numerous model organisms, where gene transcription does not 

occur continuously over time but rather in periods of high levels followed by periods 

of inactivity. I aim to explore such phenomenon in our estrogen inducible model and 

attempt to decipher the spatial and temporal dynamics associated with transcription 
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burst by using RNA and DNA live cell imaging techniques. In the first chapter, I 

introduce the concept of burst transcription and relevant literature associated with 

bursting and transcription regulation. In the second chapter, I have included a review 

I co-authored on enhancers and its biological and biophysical properties that impact 

transcription regulation. Chapter 3 is where I present the core of my graduate 

research work involving live cell visualization techniques. Lastly, Chapter 4 is another 

paper I assisted on, where we examined how acute E2 enhancer activation results in 

eRNA-mediated phase-separated condensates that allow for cooperative activation 

of the most robust ERα enhancers. 
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Chapter 1: Introduction to burst transcription and regulation 

1.1 Bursting model 

Gene transcription does not occur at continuous and even levels over time, but 

rather in acute periods of high levels of transcription followed by periods of inactivity, 

in a process called burst transcription.  The phenomenon of transcriptional bursting 

has been observed across the full spectrum of model organisms, including 

prokaryotes, yeast, drosophila, c. elegans, mice and humans (Suter et al., 2011), and 

thus appears to be the fundamental mechanism through which transcription occurs.  

Bursting has thus been shown to facilitate dynamic transcriptional responses to 

various stimuli, inducing precisely regulated responses to developmental or 

environmental signals (Berrocal et al., 2020; Bothma et al., 2014; Falo-Sanjuan et al., 

2019; Lee et al., 2019).  Furthermore, cellular transcriptional heterogeneity, which is 

promoted by bursting due to the stochastic nature of bursts between cells, has been 

shown to be key in several developmental processes that include the development of 

drosophila photoreceptors (Wernet et al., 2006), zebrafish retinal neurons (Boije et 

al., 2015), and lineage segregation in mouse embryonic stem cells (Simon et al., 

2018).  Importantly, the bursting model of transcription implies a distinct set of 

regulatory components when compared with the outdated model of continuous 

transcription, and recent evidence has shown that transcriptional bursting is regulated 

through precise spatiotemporal coordination of genes, enhancers, and nuclear-body-

forming coactivators.   

While burst transcription refers to the rather simple concept of an acute period 

of transcription followed by a period of inactivity, the modeling and characterization of 
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bursting have explored multiple properties.  At a simpler level, bursts be 

characterized by a burst frequency, or the rate at which a burst is initiated; and burst 

size, or the amount of transcript produced by each burst.  Burst size can be further 

broken down into burst duration, or the time period in which the transcript is bursting; 

and burst amplitude, or the amount of transcript produced at any one point of the 

burst.  Burst frequency can additionally be characterized by monitoring the duration 

of the off period, which can be used to determine the KON, or the frequency at which 

an inactive locus can transition to an active state.  These properties have in turn been 

used to extrapolate components of transcription that include rates of transcription 

initiation, polymerase loading, and elongation.   

1.2 Methods of burst detection 

Data on bursting using methods that include single-cell RNA-seq (scRNA), 

single-molecule RNA FISH (smFISH), destabilized reporters, or MS2/PP7-fluorescent 

tagging of nascent transcripts.   

Destabilized reporter systems involve the fusion of a protein reporter, typically 

a luciferase or fluorescent protein, to a single bursting gene of interest in either an 

endogenous, randomly integrated, or extrachromosomal context.  Upon 

transcriptional bursting, the reporter will be transcribed, translated, and will then 

provide a read-out of burst activity. Importantly, this reporter peptide has destabilizing 

sequences or mutations that will reduce the half-life of the reporter to produce a more 

direct read-out of the transcriptional burst.   Destabilized reporters typically continue 

to produce signal up to several hours after transcriptional bursting, which makes 

them poorly suited to determine the precise kinetics of most studied active bursting 
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genes, whose burst frequency of less than 1 hour would be obscured by the long 

half-life of the reporter.  Furthermore, unlike smFISH and MS2/PP7-reporter 

methods, destabilized reporters do not provide spatial information regarding the 

burst, making destabilized reporters poorly suited for associating transcriptional 

bursting with other nuclear elements.  Regardless, destabilized reporters do provide 

a relatively easy to generate and clear readout of bursting in low burst frequency 

genes, which can be useful when testing a large number of genes and conditions, or 

screening for burst related phenotypes. 

smFISH involves the in situ labeling of RNA transcripts with multiple, short, 

fluorescently-labelled oligonucleotides, which have the sensitivity to detect single 

transcript molecules with high 3D spatial resolution when imaged.  Bursting events 

are thus detected by smFISH as clear punctate fluorescent foci, whose fluorescent 

intensity can be used to precisely calculate the exact number of transcripts 

composing each burst at that point in time.  While smFISH experiments involve 

cellular fixation and are thus unable to follow a single cell or burst event over time, 

precise bursting kinetics for a gene can be modeled and extrapolated through 

analysis of smFISH bursting data over a population of cells or at different points in 

time relative to a signal.  Furthermore, smFISH can be combined with 

immunofluorescence, DNA-FISH, or other smFISH targets to determine spatial 

relationships between bursting and other nuclear elements. 

scRNA approaches make use of single-cell quantitation of transcripts to 

extrapolate bursting kinetics in a high-throughput, open-ended, whole-genome 

manner, which stands in contrast to the aforementioned methods that only provide 
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bursting information on a single targeted transcript.  As each scRNA-seq experiment 

can capture only a single moment in time, like smFISH, scRNA-seq experiments 

extrapolate bursting kinetics based upon each transcripts’ distribution over a 

population of cells.  These experiments typically make use of SNPs to distinguish 

transcripts between alleles and thus more accurately quantify bursting.  While 

scRNA-seq experiments are unable to provide any 3D context to bursting, their high-

throughput nature allows for the informatics extrapolation of general bursting 

properties, as well as the correlation of bursting properties with genomic and 

epigenomic features. 

MS2/PP7-tagging of transcripts involves the introduction of a series of MS2 or 

PP7 repeats into the transcript of interest, which, upon the bursting of the transcript, 

will recruit fluorescently tagged MS2 or PP7 recognizing coat proteins to the 

transcript of interest and produce punctate foci correlating to the burst of 

transcription.  MS2/PP7 tagging of transcripts provides a very direct readout of 

bursting, allowing resolution of bursting dynamics at minute resolution, rather than 

the hour-resolution timescale of destabilized reporter systems.  The ability of the 

MS2/PP7 system to distinguish individual bursts can be compromised, however, in 

cases of very high burst frequency results in individual bursts merging together into 

single larger extended bursts.  Often observed is cases of close enhancer-promoter 

genomic proximity as seen in drosophila eve reporter systems (Falo-Sanjuan et al., 

2019; Fukaya et al., 2016; Lammers et al., 2020), these partially overlapping bursts 

can still be modeled to extrapolate high confidence bursting kinetics.  However, 

careful controls are needed to ensure that a higher amplitude resulting from peak 
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merging due to increased bursting frequency is not mistaken for increased burst size.  

Furthermore, because MS2/PP7 signal produces clear focus at the locus from which 

it is transcribed, this system can also provide precise 3D spatial quantitation of 

bursting kinetics relative to other nuclear regulatory entities, similar to smFISH. 

Use of these reporter systems has allowed for an understanding of the role of 

burst transcription in various biological contexts, as well as the role of enhancers in 

regulation of bursting. 

1.3 Burst size and frequency 

While considerable evidence has affirmed burst frequency as the primary 

bursting kinetic parameter responsible for transcriptional changes in response to 

certain signaling or developmental stimuli, regulation on burst size has still played a 

considerable role in many signaling contexts.  An MS2-tagged reporter of the Notch 

responsive sygl-1 gene showed a dramatic change in burst duration that directly 

correlated with a clear spatial gradient Notch signaling activity in c. elegans, while 

burst frequency and intensity amplitude showed minimal correlation (Lee et al., 

2019).  Furthermore, use of a mutant that inhibited notch signaling caused a 3-fold 

reduction in burst duration, a 2-fold reduction in burst amplitude, and only a 1.5-fold 

reduction in burst frequency.  The role of bursting in the mediation of Notch signaling 

was explored further in an independent study in drosophila, where changes in 

expression levels of the intracellular domain of Notch (NICD) directly correlated to the 

burst size (both burst amplitude and duration) of 2 genes regulated by 2 distinct 

Notch-activated enhancers (Falo-Sanjuan et al., 2019).  In addition to NICD levels, 

manipulation of transcription factor motifs in the Notch regulated enhancers, including 
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optimization of CSL motif spacing or mutation of the Twist and Dorsal in motifs, 

resulted in further alteration of target gene bursting kinetics, again primarily through 

an impact on burst size.  Similarly, activation of Wnt /β-catenin signaling in HEK293 

cells caused a dramatic increase in burst size of a MS2-tagged Cyclin D1 reporter 

gene through both an approximate 3-fold increase in burst duration and a ~1.5 fold 

increase in burst intensity, though changes in metrics relating to burst frequency were 

also observed (Kafri et al.).  Taken together, these three studies clearly show that 

burst size can contribute to regulation of transcriptional response to stimuli.   

While the aforementioned studies showing examples of Wnt and Notch 

regulating transcription through modulation of burst size all make use of reporter 

systems where the signal responsive element is within 2-3kb of the reporter gene 

transcription start site (TSS), some examples of promoter-based regulation of burst 

frequency have been shown (Nicolas et al., 2018; Senecal et al., 2014; Stavreva et 

al., 2019).  In a study that will be discussed in greater depth later, Stavreva et al. 

made use of an MS2-tagged reporter that showed clear and definitive changes in 

both burst frequency and size in response to promoter-based activation by 

Glococorticoid Receptor.  In a separate study by Nicolas et al. that made use of both 

smFISH and a destabilized luciferase reporter to determine bursting of a circadian 

regulated reporter gene, it was observed that promoter H3K27ac levels correlated 

with burst frequency and not burst size.  This analysis was supported by dCas9 

recruitment of acetyltransferases to the reporter promoter resulting in smFISH 

determined increases in burst frequency, as well as smFISH confirmed correlations in 

burst frequency of 38 mESC genes with H3K27ac and H3K9ac levels in a 5kb 
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window around each genes’ TSS.  Some caution should be given when assessing 

these results, as no mention was given to distinguishing burst duration (a component 

of burst size) from burst frequency, components that could be misidentified without 

proper experimental or analytic control in smFISH data.  Regardless, while the study 

at least suggests an example of promoter control of bursting, it also makes the 

mechanistic observation of the sufficiency of promoter histone acetylation levels in 

regulating burst kinetic parameters. 

In addition to providing more clear evidence of promoter regulation of burst 

frequency, a 2014 study by Senecal et al. provided insight into the types of molecular 

events that could control the different kinetic parameters of bursting.  Using smFISH, 

it was observed that c-Fos stimulation by serum and Zinc result in increased foci 

number with no change in burst intensity in a manner consistent with regulation 

through burst frequency (Senecal et al., 2014).  By combining this stimulation data 

with results obtained by recruiting TALE-targeted activation domains of various 

strengths to the c-Fos loci, the authors were able to model and dissect how different 

transcription factor properties related to changes in specific bursting kinetic 

parameters.  The authors thus concluded that burst amplitude correlated to activator 

domain strength, burst duration corresponded to the duration of transcription factor 

binding, and burst frequency showed dependence upon transcription factor 

concentration.  

1.4 Bursting in a ligand-dependent system 

Further insight into the mechanism by which enhancer and promoter elements 

regulate burst transcription was provided by three independent studies that each 
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made use of nuclear receptor activated transcription.  In the study by Stavreva et al., 

the bursting of the PP7-tagged reporter gene MMTV was modelled in response to 

activation by hormone stimulated Glococorticoid Recepter (GR), which regulated the 

reporter gene through a promoter element (Stavreva et al., 2019).  In Fritzsch et al. 

and Rodriguez et al., the bursting of endogenously tagged gene loci (PP7-tagged 

GREB1 and MS2-tagged TFF1, respectively) was monitored in response to hormone 

stimulated Estrogen Receptor (ER) (Fritzsch et al., 2018; Rodriguez et al., 2019), 

which regulates both genes in large part through the activity of enhancers 

(Deschênes et al., 2007; Nair et al., 2019).  Interestingly, all three studies showed 

relatively similar ranges of bursting parameters, with the GR-promoter regulated 

MMTV having ~5-10 minute bursts with ~30-60 minute off periods, the ER-enhancer 

regulated GREB1 showing ~7-13 minute bursts with ~25-80 minute off periods, and 

the ER-enhancer regulated TFF1 showing ~5-20 minute bursts with ~30+ minute off 

periods.   

While broadly similar in their bursting kinetics, the studies different in terms of 

how manipulations of each system affected burst size and frequency.  In Stavreva et 

al., GR regulated bursting kinetics were altered by changing the hormone used to 

stimulate GR (corticosterone vs dexamethasone) and by different durations of 

hormone stimulation (0-6 hours vs 6-12 hours).  In each set of manipulations, both 

burst frequency and burst duration were significantly altered to relatively similar 

degrees.  To further explore the mechanism behind GR regulation of burst size and 

frequency, the study performed single molecule tracking (SMT) of Halo-tagged GR in 

conjunction with burst tracing of GR stimulated MMTV.  It was then observed that 
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burst frequency corresponded closely to clustered GR binding.  In contrast, the total 

fraction of GR in the bound state in a particular condition correlated with the duration 

of bursting, though it remains unclear exactly how this phenomenon directly 

contributes to a longer burst duration at a given locus.  Taken together, this study 

indicates not only that nuclear receptors are able to differentially regulate burst size 

and frequency in response to different stimuli, but that the regulation of burst size and 

frequency by nuclear receptors may occur through distinct mechanisms. 

In both Fritzsch et al. and Rodriguez et al., bursting kinetics of ER-enhancer 

regulated endogenous reporter genes were altered with different concentrations of 

the ER stimulating hormone estradiol (E2).  Fritzsch et al found changes in E2 

concentration to have the largest bursting kinetic impact on burst frequency, with a 

184 minute OFF-duration in 0 pM E2 decreasing to a 78 minute OFF-duration at 5 

pM E2 decreasing further to a 26 minute OFF-duration at 1000 pM E2.  However, 

burst size was still very significantly regulated by E2 concentration, with 4.9 

extrapolated RNAs/burst at 0 pM E2 increasing to 7.1 RNAs/burst in 5 pM E2 

increasing further to 15.4 RNAs/burst at 1000 pM E2.  In contrast, Rodriguez et al. 

detected no change in burst size at different E2 concentrations, attributing E2 

dependent changes in bursting kinetics entirely to changes in burst frequency, with a 

86 minute OFF-duration at 500 pM E2 compared to a 185 minute OFF-duration at 50 

pM E2.  While the reason for this discrepancy between these studies remains unclear 

it is possible that the higher doses of E2 used in Rodriguez et al. obscured the burst-

size differences observed in E2 regulation by Fritzsch et al.  While Fritzsch et al. did 

not test the 50 pM E2 dose used by Rodriguez, the 20 pM and 100 pM E2 doses 
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used by Fritzsch et al. gave burst sizes of 11.3 and 16.7 RNAs/burst, respectively, 

suggesting that a 50 pM E2 dose may not have appeared significant compared with 

500 pM E2 in terms of change in burst size. 

Taken together, these results strongly suggest that burst frequency and burst 

size, while possibly regulated through different molecular mechanisms, can be 

regulated by both enhancer and promoter elements.  Furthermore, while there were 

some differences in the relative contributions of burst frequence and size in the 

Stavreva GR-promoter model to the Fritzsch ER-enhancer model, the overall 

similarities in bursting patterns and changes in bursting kinetic parameters also 

suggest that the TSS-proximal positioning of a regulatory elemental does not 

fundamentally change the nature of the element from a “burst frequency regulating 

element” to a “burst size regulating element”. 

1.5 Enhancer vs. promoter mediated bursting 

Clear evidence of enhancer control of gene burst frequency was shown in a 

seminal study tracing changes in MS2-visualized gene bursting patterns in response 

to series of enhancer manipulations (Fukaya et al., 2016).  Fukaya et al. made use of 

an MS2-tagged reporter gene controlled by different sets of single or combined 

enhancers that would activate in nc14 of drosophila development.  Different 

enhancers resulted in considerably different levels of total burst transcription output, 

and it was shown that burst frequency accounted for a far greater portion of these 

differences than burst amplitude.  It should be noted, however, that a very consistent, 

though relatively minor, trend was observed of lower burst amplitude being produced 
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by reporters with enhancers that produced less frequent gene bursting, suggesting 

that enhancers may have some degree of control of burst size.  

In a study that modelled MS2 bursting data of the even-skipped gene during 

drosophila stripe development, it was again shown that burst frequency, driven by the 

eve stripe 2 enhancer, accounted for differences in gene expression to a greater 

extent than did burst size (Lammers et al., 2020).  Interestingly, the authors found 

that total duration of the high frequency bursting period varied in a partially 

independent manner from burst frequency, and was similarly important as burst 

frequency in accounting for differences in total transcription levels between cells.  

Using modeling of transcription factor levels to account for independent regulation of 

burst frequency and the duration of the high burst frequency period, the study 

highlights the window of bursting as an additional feature that can be regulated by 

enhancers. 

To complement the extensively studied enhancer control of eve gene bursting 

regulation by the stripe 2 enhancer, a recent study explored eve gene bursting in 

seven stripes controlled by 5 independent enhancers (Berrocal et al., 2020).  The 

study found bursting in all 7 stripes to be controlled in a similar regulatory manner, 

and while the study did find that burst amplitude (but not burst duration) was a 

significant contributor to increased eve expression, burst frequency was once again 

the kinetic parameter most strongly associated with enhancer related increases in 

transcription. 

The role of enhancers and promoters in regulating burst frequency and burst 

size was further examined in a genome wide scale in several scRNA-seq papers. 
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Using allele specific scRNA-seq in mESCs, it was shown that 425 of 7486 biallelic 

bursting genes were shown to have significant differences in burst frequency 

between alleles, while only 2 showed differences in burst size.  The same study then 

performed allele specific scRNA-seq in human primary fibroblasts, and found that 26 

of 2277 biallelic bursting genes showed burst frequency differences, against only 1 

gene showing burst size difference.  While the mutations in cis-regulatory elements 

responsible for these allele specific changes in transcription could associated with 

either enhancers or promoters, the study’s clear association of allele specific 

differences in transcription to burst frequency rather than burst size strongly suggests 

the regulation of burst frequency by cis-regulatory factors may be the more common 

strategy for regulating transcriptional response to developmental and environmental 

stimuli. 

The role of enhancers in this cis-regulation of burst frequency was elucidated 

by a subsequent study linking changes in bursting kinetics to genomic and epigenetic 

regulatory elements (Larsson et al., 2019).  This study found that differences in 

expression between cell types correlated more strongly with burst frequency, echoing 

the earlier study’s implication that burst frequency is a more significant contributor to 

changes in gene expression.  These changes in burst frequency were correlated with 

changes in regulatory enhancers, as shown by differences in enhancer H3K27ac tag 

density correlating with burst frequency.  Additionally, enhancer, but not promoter 

SNPs correlated with these changes in burst frequency and expression.  Conversely, 

the study did find that promoter composition, particularly the presence of TATA and 

initiator elements, did correlate with burst size.  These findings provide further 



13 

support for the paradigm that, while promoters can impact transcription through 

regulation of burst size, transcription is primarily regulated through burst frequency, 

which is in turn controlled largely by enhancers. 

An attempt was made to identify additional factors and pathways implicated in 

the control of bursting kinetics, implicating elongation machinery with regulation of 

bursting kinetics (Ochiai et al., 2020).  While the relative contributions of burst size 

and frequency to overall differences in transcript levels were not thoroughly explored, 

the promoter binding of many key transcriptional regulators, including EP300, ELL2, 

and MED12, was found to correlate strongly with burst size, while binding of other 

regulatory factors, including BRD9 and AFF4, to enhancers was found to correlate 

more strongly to changes in burst frequency.  Interestingly, while the enhancer/factor 

bursting correlations were considerably weaker than those of the promoters, gene 

body enrichment of several elongation-related factors, including AFF4, BRD4 and 

H3K36me3, were strikingly enriched with burst frequency.  This result was strikingly 

consistent with an earlier study again associating H3K36me3 gene body enrichment 

to bursting frequency (Kim and Marioni, 2013).  However, as inhibition of elongation 

showed varying gene- and context-specific effects on burst frequency and size, the 

relationship of elongation to bursting regulation remains an unclear but promising 

avenue for further exploration.  Taken in concert with the context-specific findings of 

the study, including inhibition of PRC2, mTOR, Akt, and MAPK pathways resulting in 

opposing effects on bursting kinetics on different genes, the regulation of bursting 

kinetics in response to various signaling stimuli is likely to be highly complex. 
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One key question raised by such analysis of enhancer and promoter 

regulation of burst transcription is whether a fundamental difference truly exists 

between a promoter or an enhancer in their regulation of burst transcription, or 

whether the differences between the two elements arises only as a function of the 

distance of the regulatory element to the TSS.  Given that promoter-based regulation 

was able to regulate both burst duration (as seen in the Notch and Wnt studies) as 

well as burst frequency (as seen in the c-Fos and GR systems), and that promoter-

based regulation by GR follows incredibly similar mechanics as enhancer-based 

regulation by ER, it doesn’t appear that promoter and enhancer based regulation of 

transcriptional bursting is categorically fundamentally different, though trends may 

exist.  Furthermore, data from the 2016 study by Fukaya et al. strongly suggests that 

distance of the regulatory element to the TSS can have a substantial but not 

fundamental impact on transcription bursting.  When the sna shadow enhancer was 

placed 1.5kb from its MS2-tagged reporter gene, transcription occurred in a long, 

single, continuous bursts that lasted the entirety of the drosophila nc14 

developmental stage in which the shadow enhancer was active.  However, when the 

enhancer was moved 7.5 kb from the reporter’s TSS, clear and distinct bursts were 

instead observed over this same period.  As burst amplitude remained the same in 

both the TSS-distal and proximal arrangements of the enhancer, this change in 

distance thus resulted in either an increase in burst duration or burst frequency, with 

burst frequency appearing somewhat more likely as careful examination of burst 

traces seems to show a periodicity consistent with the original burst duration.  This 

result thus provides evidence that enhancers and promoters may not be 
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fundamentally different in their impact on bursting parameters, but that their 

placement relative to a TSS can have a significant impact on burst transcription. 

1.6 Simultaneous bursting of multiple alleles 

In addition to presenting clear evidence of the ability of enhancers to regulate 

gene bursting frequency, Fukaya et al. also provides data suggesting an enhancer 

can simultaneously activate the bursting of 2 alleles (Fukaya et al., 2016).  This 

determined by placing two different reporter genes, one tagged with MS2 and the 

other with PP7, under control of a single enhancer that was 7.5kb from the TSS of 

each reporter.  The resulting burst traces were highly significantly non-random, 

showed a clear pattern of co-bursting of the two reporters.  Interestingly, while 

insertion of an insulator sequence between one reporter and the enhancer greatly 

diminished the burst frequency of that reporter alone, the infrequent bursts of the 

insulated promoter still showed coordinated bursting with the non-insulated reporter.  

Additionally, co-bursting genes showed competition, as placement of one enhancer 

closer to the promoter resulted in diminishing of burst frequency of the more distal 

promoter while increasing the frequency of the proximal reporter.  

This observation was echoed and expanded upon by transvection studies in 

drosophila, whereby insulator-dependent association of 2 alleles allowed the 

enhancer on one allele to regulate burst transcription of MS2/PP7 labeled reporter 

genes on both alleles (Lim et al., 2018).  In addition to allowing trans-chromosomal 

regulation of burst transcription, bursting of the two alleles was again shown to be 

coordinated in a significantly co-bursting manner and detected competition between 

the enhancer-sharing reporters. However, where Fukaya et al.’s exhibited that 
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competing promoters showed alterations primarily in burst frequency, Lim et al. 

determined that competition between reporters resulted in reduction in burst 

amplitude and a delay in onset of bursting without any detectable difference in burst 

frequency.  Also of note was the relatively equivalent bursting of the cis and trans 

reporters, contrasting with the traditional model of enhancer:promoter relationships 

where the nearest promoter to an enhancer would be strongly favored, and instead 

suggesting a model of dynamic 3-dimensional interaction between enhancer and 

promoter.  The mechanistic reason for the difference between these results remains 

unclear, though, as both systems utilized reporters under control of the same sna 

shadow enhancer, the clearest difference between the studies lies in Lim et al. using 

a transvection system while Fukaya et al. made use of promoters on the same 

molecule of DNA and <7.5kb from the shared enhancer. 

Co-bursting data from transvection experiments was then expanded upon to 

support a model of enhancer-promoter interaction that is fundamentally different from 

the traditional “looping” based model: namely, that enhancers could regulate 

promoters without coming into direct contact as is required by the “looping” model 

(Heist et al., 2019).  Not only were co-bursting MS2-tagged reporter genes an 

average of 200-300nm apart throughout their co-bursting periods, but clear examples 

were identified where bursting reporters were >200nm apart throughout their entire 

burst durations.  These examples suggest that at least one of the co-bursting alleles 

was at least 100nm from the enhancer at its time of bursting, which is a greater 

distance than would be suggested by traditional enhancer:promoter looping models.  

Additionally, it was shown that reporter arrangements producing more spatial distant 
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bursts (~270nm vs ~200nm) actually resulted in higher burst size, raising the 

possibility not only that direct interaction between enhancers and promoter is not 

necessary for bursting, but that greater 3-dimensional space between elements 

within certain limits can actually facilitate bursting.  One caveat behind the latter 

observation, however, is that the larger distance between bursts was observed in a 

reporter construct where 2 co-bursting promoters were placed ~1.5kb on either side 

of an enhancer and in a divergent orientation, while the construct showing smaller 

distances between bursts placed constructs ~8kb on either side of an enhancer and 

in a convergent orientation.  Thus, the differences in intensity between these 

constructs’ bursts could potentially be explained not by the distance between the 

bursts, but by other phenomena including stronger activation due to closer enhancer 

promoter proximity or by interference from converging RNA polymerase complexes.  

Regardless of these remaining questions, this study provides support for a model 

where an enhancer can exert its regulatory impact on a promoter without the two 

elements coming into direct contact. 

Further support for this model of bursting in the absence of direct promoter-

enhancer looping was provided by a study that meticulously characterized the impact 

that the distance between an enhancer and promoter played upon the bursting of the 

promoter (Alexander et al., 2019).  The study made use of tetO/TetR and cuO/CymR 

systems to create a persistent fluorescent genomic label of the Sox2 promoter and its 

enhancer ~100kb away.  Additionally, Sox2 itself was MS2 tagged, allowing for the 

quantitation of bursting relative to the spatiotemporal dynamics of the gene’s 

enhancer and promoter.  While the Sox2 enhancer and promoter persistently 
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remained relatively close to one another, with a mean distance of 339nm and only 

2.1% of measured distances greater than 750nm, no spatiotemporal relationship was 

observed between enhancer-promoter association and Sox2 bursting.  Not only was 

there no observable difference in enhancer:promoter proximity at the time of 

promoter bursting, but alignment of burst traces showed no significant increase in 

enhancer:promoter association up to 25 minutes prior to bursting, and , like in Heist 

et al., examples were shown where bursting occurred when the promoter and 

enhancer were >300 um apart for ~30 minutes preceding and during the burst.  While 

these results cannot entirely exclude the possibility that direct enhancer:promoter 

interaction occurred 30+ minutes prior to bursting, this study provides strong support 

for the model whereby enhancers can regulate gene bursting without direction 

promoter interaction. 

While the data from Alexander et al. indicated that spatial proximity between 

enhancer promoter at distances that averaged 339nm did not seem to affect bursting, 

a complementary study indicated that reaching an ~350nm distance threshold 

between enhancer and promoter was key for activation of burst transcription (Chen et 

al., 2018).  A three part tagging system was developed in Drosophila to monitor the 

distances between an enhancer and a distal activated gene: a PP7-tagged reporter 

gene was placed 142kb from the eve enhancer and linked to the eve enhancer via 

the homie insulator; the endogenous eve gene proximal to and regulated by the eve 

enhancer was tagged with MS2 to function as a proxy for the enhancer position 

during the gene’s active period in nc14; and the parb system was integrated nearby 

the distal enhancer to determine the distal gene’s location in the absence of its 
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bursting.   The authors observe that, upon activation, the distal gene transitions from 

an average distance of ~600nm from the enhancer in the OFF state to an average 

distance of ~350nm in the ON state.  Conversely, the distal promoter transitions from 

an average distance of ~350nm to a distance of ~600nm as it transitions from ON to 

OFF.  Further modeling of the relationship between enhancer:distal-promoter 

proximity and distal-promoter bursting suggested a 3 state model of an OFF state 

with low proximity of >700nm, transitioning to an OFF state with high proximity of 

~385nm, transitioning to an on state of high proximity of ~331nm. 

Taken together, these studies suggest that while enhancer activated bursting 

of a gene requires a general proximity of the two of ~350nm, the direct interaction 

between the two elements does not appear necessary for bursting.  This ability of an 

enhancer to regulate a promoter through proximity can in turn explain the ability of an 

enhancer to regulate multiple genes simultaneously, as has been observed in the co-

bursting of genes regulated by the same promoter. 

1.7 Bursting at transcription hubs 

A possible explanation for the ability of enhancers to regulate burst 

transcription of one or multiple genes without direct looping lie in the ability of 

enhancers to influence the formation and activity of transcriptional hubs, or small and 

transient subnuclear bodies consisting of localized enrichments of transcriptional co-

activators (Cho et al., 2016, 2018; Hnisz et al., 2017; Monahan et al., 2019; Sabari et 

al., 2018).  

Using a methodology that functions like a combination of live-PALM/STORM 

and single molecule tracking (SMT), transient (~5 and ~8 second average lifetimes in 
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human and mouse cells, respectively) 100-200nm clusters of RNA PolII were 

observed throughout the nucleus.  Furthermore, bursting MS2-tagged β-actin was 

shown to associate with these transient clusters, though thorough statistical analysis 

of the significance of the association between the bursts and hubs was not 

performed.  The lifetime of hubs also increased considerably upon stimulation of cells 

with serum, in a manner coinciding with the bursting of serum-responsive β-actin and 

possibly coinciding with a change in burst kinetics that has previously been observed 

upon serum stimulation (Molina et al., 2013; Senecal et al., 2014).   Additionally, the 

authors suggested these transient PolII clusters were implicated in transcription 

initiation rather than elongation given the duration and kinetics of the hubs, as well as 

their insensitivity to elongation inhibitors DRB and flavopiridol.  These small and 

transient hubs thus represent a potential component of burst regulation machinery 

and could also represent a sort of transcriptional hub by which enhancers and 

promoters could associate and interact without direct and sustained looping. 

RNA polymerase II and Mediator are two fundamental factors involved in 

transcription activation, and both have been reported in numerous publications to be 

capable of condensate formation. Mediator is known to contain a large intrinsically 

disordered region (IDR) involved in homotypic protein-protein and heterotypic protein-

RNA interactions responsible for phase separated nuclear compartments(Boija et al., 

2018; Kagey et al., 2010; Manteiga et al., 2019; Shrinivas et al., 2019). Fluorescence 

Recovery After Photobleaching (FRAP) effectively illustrates liquid phase separated 

properties of both Mediator and RNA polymerase II, where 60% of Mediator and 90% 

of RNA polymerase II are exchanged within 10 seconds within clusters(Cho et al., 
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2018). Moreover, 1-6-hexandiol treatment results in a gradual dissolution of both 

Mediator and RNA polymerase II clusters, suggesting that these hubs are 

condensates comprised of Mediator and RNA polymerase II(Cho et al., 2018; 

Manteiga et al., 2019; Shrinivas et al., 2019). Specifically, it has been reported that 

the hypophosphorylated C-terminal domain of RNA polymerase II is interacting with 

the Mediator condensates, and these clusters are concentrated and localized to 

enhancers and promoter regions involved in transcription initiation(Manteiga et al., 

2019).  

Using both live imaging of the MS2 tagging system(Larson et al., 2011; Qin et 

al., 2017; Wang, Su, Zhang, et al., 2016) and intronic FISH, only a fraction of target 

loci is shown to be in direct contact (less than the diffraction limited 300nm) with RNA 

polymerase II and Mediator clusters, though majority are in proximity to these 

condensates (<1um)(Cho et al., 2018). While in proximity, it is possible that the 

density of factors at a particular enhancer locus is what drives compartmentalization 

and that decrease in distance during colocalization, where a threshold of the number 

of cooperative binding events at a particular locus need to occur before robust 

recruitment and assembly of transcription machinery required for activation(Shrinivas 

et al., 2019). It is proposed that, distal clusters may colocalize and “kiss” the 

enhancer-regulated active gene transiently at certain points in time(Cho et al., 2018). 

In support of this model, a study records using single molecule tracking that protein-

protein LCD-dependent interactions between transcription factors only lasts between 

5-20 seconds, and rarely exceed 1 minute, indicating that these transient hubs 

concentrate transcription machinery in an extremely dynamic, multivalent way(Chong 
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et al., 2018). Live visualization via the CARGO system further demonstrates how 

transcription activation may increase enhancer-promoter contact frequencies by 

increasing the probability of stochastic encounters within a chromatin domain rather 

than through the formation of stable enhancer-promoter loops(Gu et al., 2018).  

Given the size of the hubs, data suggests the lack of direct enhancer-promoter 

contact required for transcription activation, and such distances between enhancers 

and promoters may be explained by RNA polymerase II, Mediator, and other factors 

that help bridge that gap. It is also suspected that the presence of larger clusters at 

enhancers may allow these condensates to simultaneously contact multiple 

transcription factories at different enhancers and promoters in a cooperative 

network(Alexander et al., 2019; Cho et al., 2018; Chong et al., 2018; Manteiga et al., 

2019). Compaction of chromatin to allow not only genomic interactions within the 

same domain but also merging of multiple chromatin domains has been reported 

during IgH locus rearrangement in B cell development(Khanna et al., 2019; Lin et al., 

2012; Lucas et al., 2014). During pre-B cell to pro-B cell VDJ recombination, distal 

and proximal V regions in two separate domains merge into a single cloud before 

recruiting DJ and regulatory elements(Jung et al., 2006). Data proposes that coding 

VDJ regions and enhancer-promoter regulatory elements within the newly rearranged 

compartment of proteins and chromatin fibers bounce back and forth in a spring-like 

manner (fractional Langevin motion) to establish genomic interactions. Simulations 

demonstrate that increasing the diffusion coefficient 2-fold only results in a 4-fold 

increase in interaction frequency; however, decreasing the confinement radius during 

chromatin compaction 2-fold results in a 16-fold increase in interaction frequency, 
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suggesting that the size of confinement of the hub largely determines the frequency 

of interactions between regulatory and coding elements(Khanna et al., 2019; Lucas 

et al., 2014). 

We have established that RNA polymerase II, Mediator, and various 

transcription factors with IDRs are capable of forming individual condensates 

localized to enhancer and promoter regions to facilitate transcription activation. 

However, evidence suggests that these clusters may be part of a higher-order level 

of organization and interaction where genomic regions across chromosomes may 

colocalize around non-membrane bound nuclear organelles to shape the global 

genomic organization(Berry et al., 2015; Feric et al., 2016; Mao et al., 2011; 

Quinodoz et al., 2018; Skowronska-Krawczyk et al., 2014; Spector & Lamond, 2011). 

Within the nucleus, only two higher-order inter-chromosomal hubs are found via 

SPRITE, and they are preferentially organized around the nucleolus and nuclear 

speckles. Organization around these two nuclear bodies results in closer spatial 

organization between different chromosomes, and DNA regions within the same hub 

are found to simultaneously colocalize to the same nuclear body to form higher-order 

interactions which is confirmed via DNA-FISH. Gene-dense and actively transcribed 

regions are reported to organize around nuclear speckles whereas gene-poor and 

transcriptionally inactive regions organize around the nucleolus, and colocalization to 

either the nuclear speckle or nucleolus is found to be arranged non-linearly(Quinodoz 

et al., 2018). Though not directly examining the relationship of global genomic 

organization relative to subnuclear structures, numerous reports found that spatial 

organization of chromosomes is functionally important in transcription 
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regulation(Bintu et al., 2018; Gibson et al., 2019; Wang, Su, Beliveau, et al., 2016). 

Super resolution imaging via STORM illustrates that active, inactive, and repressed 

domains have varied levels of intermixing and overlap, suggesting that the degree of 

spatial separation between different domains is highly dependent on the epigenetic 

state(Wang, Su, Beliveau, et al., 2016). These domains may further be categorized 

into A, active, and B, inactive, compartments where they are organized in a spatially 

divided manner, similar to the model proposed by SPRITE. These compartments 

may serve to locally enrich for factors and cofactors that enhance the efficiency of 

molecular processes, and concentration of transcriptional machinery may directly 

cross-link multiple chromatin domains belonging to the same compartment(Bintu et 

al., 2018).  

To further elaborate on the phenomenon of hubs involved in higher-order 

global genomic organization, several studies have argued that, at least in certain 

systems, enhancer-promoter localization to non-membrane bound nuclear bodies is 

necessary for transcription regulation(Khanna et al., 2014; Manteiga et al., 2019; 

Sharma et al., 2007; Skowronska-Krawczyk et al., 2014). In an estrogen-regulated 

system, the most robustly ERα-bound enhancers are found to recruit an array of 

ERα-dependent transcription factors and cofactors, referred to as the MegaTrans 

complex, where many proteins within this complex, such as ERα and GATA3, harbor 

IDRs(Liu et al., 2014). These proteins with IDRs are shown to undergo phase 

separation and form condensates at ERα-regulated enhancers both in vitro and in 

vivo via droplet and FRAP assays using confocal microscopy. Interestingly, estradiol 

treatment results in a decrease in spatial distance between several robustly active 
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ERα-bound enhancers on Chromosome 21, some separated by distances as far as 

27MB apart, again suggesting a level of organization where recruitment of loci spread 

among different chromatin domains are capable of colocalization to the same hub. 

Confocal microscopy analysis reveal that around 80% of ERα condensates are 

located within 400nm of a nuclear speckle, and 1-6-hexandiol effectively attenuates 

the E2-induced proximity of ERα-dependent enhancer loci visualized through FISH, 

indicating that the spatial proximity between MegaTrans bound enhancers require the 

formation of phase-separated condensates through cooperative interactions. It is 

found via intronic RNA-FISH that that two robustly transcribed ERα-dependent 

alleles, TFF1 and NRIP1, 27MB apart are associated with the nuclear speckle and 

are roughly three times more active than alleles not localized to the speckle. 

Moreover, disruption of the nuclear speckle through either 1-6-hexandiol or 

knockdown of splicing components SRSF1 or U2AF1 results in dampened 

transcription of ERα-dependent enhancers that are localized to the speckle, 

suggesting the functional importance of higher-order colocalization and arrangement 

of enhancer condensates to a nuclear body to facilitate robust transcription(Nair et 

al., 2019). It is no surprise that gene active, RNA polymerase II dense regions 

organize around nuclear speckles as several other reports have supported this 

claim(Khanna et al., 2014; Manteiga et al., 2019). Specifically, hyperphosphorylated 

C-terminal domain of RNA polymerase II preferentially interacts with splicing factors, 

forming higher-order hubs. Co-transcriptional RNA splicing can occur, and it makes 

sense that serine2phosphorylated C-terminal domain of RNA polymerase II involved 

in transcriptional elongation may be concentrated and partitioned into condensates 
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formed by splicing factors(Manteiga et al., 2019). A functional transcription 

enhancement of the Hsp70 transgene is also shown when traveled into proximity of 

speckles post heat shock(Khanna et al., 2014). Proteomics reveal more than 150 

different proteins compose the speckle, and is thought to have a core acting as the 

storage granule for RNA processing components. Surrounding that core is a network 

of perichromatin fibrils where localization of condensates at that periphery is 

suspected to occur to facilitate transcription activation(Mao et al., 2011; Spector & 

Lamond, 2011).  

The matrin3 network is another non-membrane bound nuclear compartment 

shown to serve functional importance in transcription regulation upon colocalization 

with target regions. Pit1, the POU-homeodomain transcription factor necessary for 

differentiation of three cell types in the anterior pituitary in mice and humans, binds 

many enhancers and is found to interact with the matrin3 network via mass 

spectrometry. DNA-FISH shows more than 65% colocalization of Pit1-bound 

regulatory elements occupying the same compartments as matrin3. When Pit1 

associated factors β-catenin and SATB1 are knocked down, only 35% colocalization 

exists between target locus and matrin3. GRO-seq of double knockdown of these two 

factors surprisingly shows that all 991 Pit1-enhancer bound target genes are 

downregulated, indicating the role of β-catenin and SATB1 in facilitating the 

association of Pit1 with the matrin3 network that allows for transcription robustness. A 

naturally occurring mutant of Pit1, R271W, is fully expressed at similar levels as WT-

Pit1 and capable of binding its cognate enhancers yet results in failed differentiation 

of the three cell lineages during pituitary development. The R271W mutation 
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specifically fails to bind β-catenin and SATB1, which in turn disrupts the ability of Pit1 

to interact with the matrin3 network. Interestingly, the addition of a protein domain 

responsible for association with matrin3 can rescue matrin3 colocalization, and thus 

restore target gene expression(Skowronska-Krawczyk et al., 2014). This study is in 

further support of the model where higher-order organization and colocalization to a 

subnuclear compartment may be essential for transcription activation.  

While the functional relationship between enhancers and transcription hubs 

remains unclear, there are various lines of evidence that suggesting these hubs may 

play a key role in enhancer activation of bursting, and raise the question of whether 

enhancers may play a causal role in the formation of these hubs.  At a circumstantial 

level, the observation that the distance of enhancer-gene proximity needed for 

bursting is very similar to the approximate radius of observed transcription hubs, is 

highly suggestive of a functional association between the two elements, especially 

when considering the high degree of correlation between these hubs and enhancer 

produced RNA bursts.   A computational study which suggested that clustering of 

enhancers in a superenhancer would greatly facilitate recruitment of sufficient 

localized concentration of transcription co-activators as to induce liquid-liquid phase 

separation of the clustered activators and promote bursting (Hnisz et al., 2017), and 

the observation that disruption of enhancer recruited OCT4 disrupts MED1 cluster 

(Boijja et al., 2018) or observance of nuclear receptors to form clusters at hormone 

stimulated bursts (Stavreva et al., 2019) further implicates enhancers as having a 

causal role in the formation of transcriptional coactivators.  The transient nature of the 
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PolII clusters observed by Cho et al., 2016, is also consistent with the transient 

nature of bursting.   

Also compelling, though entirely theoretical, is the potential of an enhancer 

induced transcriptional hub to explain the model of enhancer regulation of gene 

bursting in the absence of direct enhancer promoter looping.  By initializing or 

activating transcription within a ~300-400nm transcriptional hub through recruitment 

and locally concentrating transcriptional co-activators, an enhancer would be thus 

able to induce transcription without coming into direct contact with a regulated gene.  

Furthermore, this model would explain several observed co-bursting phenomena, as 

multiple promoters could be burst from a single transcriptional hub without the steric 

hindrance that would be expected to occur from a single enhancer coming into direct 

contact with 2 promoters simultaneously. 

Ultimately, however, this potential relationship between enhancers, bursting, 

and transcriptional hubs needs to be examined experimentally.  Fortunately, the 

monitoring of bursting kinetics with high spatiotemporal resolution through MS2/PP7 

tagging should allow for the modeling of gene bursting relative to transcriptional hub 

formation to determine what sort of relationship between the two exists.  

Furthermore, these MS2/PP7 tagging approaches can theoretically be applied to 

enhancers directly so as to directly determine the relationship between enhancer 

bursting, hub formation and composition, and target gene bursting. 
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Chapter 2: An enhancer’s tale: cell biological and biophysical strategies of 

transcriptional regulation 

2.1 Abstract 

Gene control by transcriptional enhancers is one of the dominant mechanisms 

behind the cell-type and signal-specific transcriptional diversity in metazoans. Intense 

research over the past four decades has not only provided surprising insights into the 

ever-increasing complexity of eukaryotic gene regulatory programmatic networks but 

has also revealed important principles underlying cell-type specification, tissue 

homeostasis, and the genetic basis of disease conditions. Multidisciplinary efforts in 

the past decade have provided novel insights into enhancer-mediated gene control. 

Real-time imaging and genetic approaches shed light on the role of RNAs and 

intrinsically disordered regions of proteins in enhancer complex assembly and the 

molecular basis of in vivo functions of enhancers.  Biophysical experiments reveal the 

role of biomolecular condensate and the cell biological basis of enhancer activation. 

Here we review the outcome of these efforts, which challenges several conventional 

paradigms of enhancer functions. We will also outline major challenges that need to 

be tackled next.   

2.2 Introduction 

Spatio-temporal control of gene expression is crucial for precise 

developmental programs, cell-type specification, and cellular responses to the 

environment. Transcription regulators predominantly interact with regulatory genomic 

elements like promoters and enhancers to precisely orchestrate gene activation and 

repression in response to signaling cues. Promoters flank the transcription start sites 
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of all genes, both in unicellular and multicellular organisms and recruit general 

transcription machinery to facilitate basal activation of the genes1,2. Enhancers recruit 

cell-type specific or signal-activated transcription factors and co-factors to activate 

transcription from promoters from distant genomic regions3,4.   

Even after four decades since the initial discovery5, and with extensive 

research, our understanding of enhancer biology is far from complete. For instance, 

there is still no clear consensus on how many functional enhancers exist in different 

cell types in metazoans. Numerous next-generation sequencing based efforts have 

provided invaluable insights into the genetic and epigenetic features of enhancer 

elements6,7. Elevated levels of H3K27ac, H3K4me1/28-10, and higher levels of 

chromatin binding of proteins such as p300 acetyl transferase11 and the mediator 

complex12 are some of the commonly used epigenetic features to define putative 

enhancer elements. Most of these regions with enhancer-like features also tend to be 

nucleosome free open chromatin13,14. Based on these criteria, the human genome is 

reported to have close to a million regulatory elements15. How many of these 

elements have in vivo regulatory activity is not yet known.  Epigenetically defined 

enhancers do not always exhibit in vivo enhancer activity16, and conversely, genomic 

regions with no known enhancer-like feature may have regulatory potential17,18. The 

lack of robust assays to test the context-specific in vivo enhancer activity limit the 

accurate estimation and validation of functionally active enhancers in the biological 

context. For the purpose of this review, we use the term enhancers to refer to cis-

regulatory elements that have epigenetic features of the putative enhancers. We also 

interchangeably use the terms “enhancer strength” or “enhancer robustness” to refer 
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to the regulatory potential of the enhancers based on the level of eRNA transcription 

from these loci or in the case of signal-activated enhancers, the fold-induction of 

mRNA from the closest putative target genes.  

Another area of active debate is how meaningful are the epigenetic features 

used to define the putative enhancers. For example, from the analysis of thousands 

of genomics data sets, we appreciate several commonalities between enhancers and 

promoters. High throughput chromatin conformation capture studies and genome 

perturbation analyses reveal that promoters, in addition to controlling the downstream 

target genes, also engage in long-distance interaction with other promoters19 and 

behave as enhancers by activating transcription of neighboring genes17,20,21. On the 

other hand, like gene promoters, enhancers are also found to be active transcription 

units producing a class of non-coding RNA known as enhancer RNA (eRNA)22,23. As 

a result of these findings, genomic regions with regulatory activities are now 

commonly being referred to as cis-regulatory elements (CRE). Interestingly, many 

signal-regulated DNA binding transcription factors bind preferentially oy enhancers, 

casing their activation temporally preceding the subsequent activation of their 

cognate gene promoter.    

The overall objective of this review is to highlight the aspects of enhancer 

biology for which we have yet to find answers, and how some emerging concepts 

help to potentially fill this gap. Advances in real-time imaging, genome editing, and 

biophysical techniques have expanded the availability of tools to better understand 

the physical and thermodynamic principles driving three-dimensional gene regulation. 

We will discuss the outcome of these multidisciplinary efforts that challenge several 



40 

conventional paradigms of enhancer functions and shed light on the cell biology of in 

vivo enhancer function.  Finally, we give a brief overview of the aspects of enhancer 

biology that need immediate attention and will propose strategies to address these 

questions.   

2.3 Enhancer-promoter communication 

How enhancers control gene expression from far away genomic loci is still 

largely an enigma. In recent years, the gene regulation field has made use of 

advancements in super-resolution microscopy and live cell imaging tools to study 

transcription factor dynamics and visualization of enhancer-promoter (E-P) 

communication in live cells 24. Single molecular tracking (SMT) of transcription 

regulators and the real-time imaging of genomic loci have been used to study the 

dynamics of transcription complex assembly and genomic interactions. Here we will 

review the key insights gained from these experiments. 

Enhancer control of gene bursting kinetics: Transcription does not occur at 

constant levels over time, but rather in acute bursts, a phenomenon that has been 

observed across the full spectrum of model organisms, including prokaryotes, yeast, 

Drosophila species, C. elegans, mice and humans25-27. Bursting has been shown to 

facilitate precisely regulated responses to developmental or environmental signals28-

31. Both live imaging and RNA-FISH experiment data indicate that enhancers can 

increase transcription rate either by increasing the frequency of the gene bursting 

(Burst frequency)28,32-35 or by increasing the amount of nascent transcript through the 

high concentration of the transcription machinery (burst size)30,3638 (Fig. 2.1 a, b). For 

example, the dynamics of enhancer-regulated burst transcription activity were directly 
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examined by a study that imaged the mRNA of a gene (TFF1) induced by the hormone 

estrogen in a human breast cancer cell line35. TFF1 exhibits minimal activation in the 

absence of estrogen, but hormonal stimulation significantly increases the frequency of 

transcriptional bursts to a rate of approximately one burst every hour. The role of an 

estrogen receptor-regulated enhancer in activating burst transcription was then 

confirmed, as deletion of the cognate enhancer led to a reduction in the burst frequency 

from ~66 minutes to ~126 minutes.  These studies establish enhancer regulation of 

gene transcription through bursting, suggesting that the interaction between enhancers 

and gene promoters is a highly dynamic process.  Consistent with this, live 

visualization of E-P dynamics demonstrates a positive correlation between 

transcription bursting and enhancer mobility39, lead to the proposal that increased 

enhancer and promoter mobility may facilitate enhancer activation of gene burst 

transcription by increasing the stochastic frequency of E-P interactions.  In contrast, 

underscoring the uncertainty regarding the precise mechanism of E-P communication, 

several studies that predominantly used conformation capture-based approaches in 

developmental model systems suggest that E-P interactions are preestablished40,41. 

The genes and corresponding enhancers are present in close spatial proximity early 

in the developmental program. We speculate that at the mechanistic level both the 

developmental and the signalactivated enhancers would operate with similar kinetics 

with increased activity-dependent mobility and interaction. In both developmental and 

signal-induced gene programs, gene regulation occurs primarily through RNA PolII 

pause release42-44 and several enhancers activate gene expression by PolII pause 

release44,45.     
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Communication through looping: The current models of spatial gene regulation 

is mostly based on the data obtained from high throughput derivatives of chromatin 

conformation capture (3C) technologies46. These data together suggest that 

enhancers and promoters exhibit complex one-to-many or many-to-many looping 

patterns and that the majority of enhancers are functionally linked to a single target 

promoter 47,48. In contrast to these results, live-cell imaging studies indicate that an 

active enhancer in a topologically associated domain (TAD) has an opportunity to 

contact many promoters inside the domain, presumably due to the Brownian motion of 

the enhancer DNA49. Although multiple studies using the genomics and statistical 

approaches have helped in the identification of enhancers and their target genes50-52, 

the precise mechanism behind the specificity of E-P communication is largely 

unknown.  

Several models have been proposed to explain the mode of communication 

between enhancers and their cognate promoters53 (Fig. 2.1 c, d). According to the 

looping model, the enhancers loop over to the promoter regions as a result of 

extrusion of the intervening sequence. A number of proteins have been shown to 

facilitate E-P contacts:  

CTCF and Cohesin: The cohesin complex, a ring-shaped protein complex 

involved in chromosomal architecture54, has been shown to associate with 

transcription co-factors such as Mediator complex,  to establish cell-type specific E-P 

contacts55,56 (Fig. 2.1c). Cohesin co-occupy the chromatin with another architectural 

Zn-finger protein CTCF, suggesting a co-operative role for these proteins in 

chromatin architecture through a mechanism that involves loop extrusion57,58. The 
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cohesin complex is loaded as a ring on the chromatin and extrudes the DNA through 

its ATP-dependent motor activity until it collides with CTCF59. Although CTCF is 

predominantly associated with the formation of large chromatin domains through its 

insulation property, a number of studies also suggest its role in E-P looping through 

binding at convergent sites60,61. According to one study, approximately 60% of the 

most active gene promoters in a given cell type are typically occupied by CTCF62, 

although at a much lower level compared to TAD boundaries.  In the case of 

estrogen hormone-induced gene activation, mutation of the CTCF sites in the 

preferred target promoter resulted in the re-targeting of the enhancer to the next best 

CTCF-bound promoter located in the same contact domain, even though it was not 

the closest with respect to linear distance. A CTCF mutant (Y226A/F228A) defective 

for cohesin interaction failed to promote such enhancer retargeting, thus clearly 

indicating a role of CTCF-cohesion complex in signal-dependent E-P contact62. 

However, while the near-complete depletion of cohesin and CTCF has a huge impact 

on the 3D organization of the genome, its impact on enhancer-promoter looping and 

gene transcription varies depending on the cell types, depletion strategies, and 

assays used to map the interaction63-65. It is also possible that the cohesin complex 

may function beyond its role in chromatin looping, for example as a molecular 

platform to assemble transcription machinery66.  

LDB1 and YY1: One mechanism of E-P contact through looping is achieved by 

molecular bridging through protein homodimerization. LDB1 is one such protein that 

is suggested to enable E-P looping through homodimerization of molecules bound to 

enhancer and promoter regions (Fig. 2.1c). In support of this model, forced looping of 
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beta-globin locus control region to the fetal β-globin promoter, using the 

selfassociation domain of LDB1, in primary human erythroblasts increases the 

bursting frequency for the β-globin gene67,68. Chromatin occupancy data suggest that 

in a large fraction of erythroid genes known to engage in enhancer contact through 

LDB1 do not recruit cohesin to these sites suggesting that cohesin is not required for 

LDB1 anchored E-P contacts69. YY1 is another example of a protein that facilitates E-

P contact through homodimerization70. It is possible that the ubiquitously expressed 

proteins like cohesin and YY1 facilitate tissue-specific E-P interaction through their 

association with cell type-specific transcription regulators69,71. Studies have also 

indicated the role of RNA in oligomerization of chromatinbound architectural proteins 

such as CTCF72,73 and transcription factor YY1 (Fig. 2.1d)74. Deletion of RNA-binding 

domain of CTCF disrupted the expression of ~500 genes and a subset of topological 

boundaries75. It is not clear whether this gene regulatory effect is mediated through 

transcriptional enhancers, although the deregulated genes tend to be located closer 

to the disrupted chromatin loop. Similarly, the enhancer-binding of YY1 is mediated 

through local RNA interaction74. Taken together, these findings strongly suggest a 

role for RNA in concentrating transcription machinery at enhancers and sites of active 

transcription (Figure.1d).   

Approximately 40% of enhancer elements skip intervening gene loci to interact 

with preferred target promoters19,76. This suggests a high degree of specificity in E-P 

interactions. Further, there are several examples for pre-existing E-P loops, and a 

significant fraction of these promoters contain a paused RNA Pol II 40,77. In these 

instances, the promoters are already primed for activation, potentially through their 
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association with the enhancers. A secondary event, such as signal activation or 

change in topology, is needed for the full activation of the gene46. Together, these 

results support the view that direct E-P interaction, possibily mediated by chromatin-

bound proteins, is needed for transcriptional activation. Although several proteins and 

mechanisms have been implicated in the E-P communication, it is likely to be a cell-

type and context-dependent event. Using a novel nucleosome-resolution chromatin 

conformation strategy78,79, a study showed minimal roles for proteins such CTCF, 

cohesin complex, and YY1 in the short-term maintenance of E-P interaction that is 

already established66. This suggests the involvement of distinct machinery in the 

establishment and maintenance of the E-P interactions.  However, as discussed 

below, emerging evidence from imaging studies indicates that physical E-P contact 

may not be a universal requirement for enhancer action.    

Gene activation without looping: While stable E-P looping is the conventional 

model explaining enhancer-promoter interactions, many recent live-imaging studies 

produce a more complex picture of enhancer-promoter communication. Simultaneous 

visualization of two different reporter genes tagged with either MS2 or PP7 viral RNA 

hairpins in Drosophila embryos 33 shows a high frequency of coordinated bursting of 

the reporter genes linked to the same enhancer, thus providing evidence that one 

enhancer can simultaneously target multiple target genes. Using a similar approach, 

another study reveals that during the process of interchromosomal regulation of 

homologous genes (transvection), a shared enhancer co-activates homologues 

genes in both cis and trans-chromosomes37. Further studies using this transvection 

system reveal that although enhancer and promoter come into relative spatial 
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proximity in an activity-dependent manner, relatively large distances (300-400nm) 

separate the co-activated genes and the enhancers36. Live-imaging of transcriptional 

activation of a reporter gene by the endogenous evenskipped enhancers, separated 

by a genomic distance of 150 kb, shows that the reporter gene transitions from an 

average distance of ~600nm from the enhancer in the “off” state to an average 

distance of ~350nm in the “on” state. While this study indicates that the enhancer and 

promoter come in closer proximity during activation, the 350nm proximity needed for 

E-P activation is a distance far exceeding that which would be expected by the 

looping model (Fig. 2.1f) 80.  Furthermore, this interaction was on average maintained 

for the duration of gene activation, which in this system was approximately 40 

minutes.    

A meticulous visualization effort examining the spatial dynamics of Sox2 

enhancer and promoter reports gene bursting in the absence of direct promoter-

enhancer looping 81. This study uses tetO–TetR and cuO– CymR systems 

(Supplementary Table 1) to create a persistent fluorescent genomic label of the Sox2 

promoter and its enhancer. Additionally, the Sox2 transcript itself is MS2 tagged, 

allowing for the simultaneous visualization of bursting and E-P movement. While the 

Sox2 enhancer and promoter persistently remain relatively close to one another 

(mean distance of 339nm), no spatiotemporal relationship was observed between 

Sox2 transcription and E-P proximity. Along the same lines, DNAFISH based 

measurement of spatial distance between Shh and its neural enhancers suggests 

that during transcription the enhancer and the target gene move farther away 82. The 

ability of an enhancer to regulate a promoter without physical contact can, in turn, 
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explain the ability of an enhancer to regulate multiple genes simultaneously, as has 

been observed in the co-bursting of genes regulated by the same enhancer33. These 

data from live-cell imaging, together with a number of studies using genome-wide 

approaches, strongly suggest complex multi-way enhancer mediated gene control 

without direct E-P contact83-85. This could be an appealing model for the regulation of 

a large number of genes that need to be coordinately regulated in various 

developmental programs (Fig. 2.1f).   

While several molecular studies and 3C based analysis support a looping 

mechanism for E-P communication, live-cell imaging studies largely favor gene 

activation without stable E-P loops. The major reason for this discrepancy could be 

the technical differences between 3C technologies and microscopy approaches86-88. 

As almost all 3C based tools rely on proximity ligation and are thus limited to 

detecting very close genomic interactions that can be tethered with the crosslinking 

agents, these methodologies are largely agnostic to the >200nm E-P proximities 

observed in the FISH and live imaging studies33,80-82. On the other hand, live-imaging 

approaches are generally low throughput with the examination of one or two alleles at 

a time. Therefore, the generalization of the observations in microscopy is challenging.    

Even with considerable evidence supporting the idea that E-P regulation can 

occur without direct looping, there remain several questions regarding the 

mechanism by which this regulation occurs. What are the molecular events 

underlying transcription bursting? How do enhancers regulate promoter bursting at 

proximities greater than 200nm? Many upcoming technologies such as single-cell Hi-

C methodologies 89,90, non- proximity ligation approaches for studying genome 
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organization91,92, high throughput microscopy 93,94, and super-resolution live cell 

microscopy95 will need to come together to better understand the mechanism of E-P 

interactions (Supplementary Table 1).   

2.4 Assembly and architecture of enhancers 

The majority of the cell-type specific and signal-specific transcription programs 

are controlled by a relatively small fraction of enhancers with superior regulatory 

potential, characterized by higher transcriptional activation in reporter assay 

increased expression levels of proximal genes, and high eRNA transcription96-98. We 

will discuss two conceptually related strategies to explain such elevated regulatory 

function of these enhancer elements. It is also important to note that the most active 

configurations of the enhancers are not necessarily the optimal configuration for the 

biological functions99 and we will discuss the organization features of enhancers that 

help to maintain transcription at biologically optimum levels.   

 Enhancer strength through spatial clustering: Informatics analysis suggesting 

that clustered transcription factor binding sites are indicators of cis-regulatory 

elements100,101 has previously been experimentally validated in the β-globin Locus 

control region (LCR) and other similar enhancer elements 102,103. Genome-wide 

studies further illustrate that the clustered enhancer pattern is a common feature of 

most of the key cell-type-specification genes that are master regulators of gene 

expression programs both in ESCs and differentiated cells 97,104,105. Such enhancer 

clusters, typically spanning approximately 820kb, are occupied by DNA-binding 

transcription factors, and are referred to as super enhancers or stretch 

enhancers105,97. These enhancer domains have an unusually high composite density 
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of cell type specific master regulators and mediator proteins and can engage in 

cooperative spatial association85,106. In certain instances, mutations in one of the 

constituent enhancers result in the deactivation of the entire super enhancer domain 

107-109. Conversely, nucleotide polymorphisms or disease mutations creating a novel 

transcription factor binding can be sufficient to create a super enhancer de novo 110. 

These studies suggest the role of cooperative interactions in super enhancer 

formation111 (Fig. 2.2 a,b). The co-operative interactions could be either additive or 

synergistic in nature112. An additive response refers to a linear relationship between 

the transcriptional activation of target genes and the number of the interacting 

enhancers. The additive regulation is observed when the enhancers function 

independently of each other and can contribute to target gene transcription 

individually107,113,114(Fig. 2.2a). These enhancers can tolerate the loss of individual 

elements and typically regulate the genes expressed in a cell type specific, and the 

developmental stage independent manner112,114-116. Synergistic enhancers on the 

other hand depend on each other to elicit a switch-like response in the target gene 

expression107,109,111 (Fig. 2.2b). Genes that need to be regulated with a rapid “on” or 

“off” kinetics, such as those regulated in response to acute signaling programs or 

those expressed in cell-type specific manner during differentiation would benefit from 

a synergistic mode of enhancer regulation112. One possible mechanism of enhancer 

synergism could be transcriptional complex condensation that facilitates multi-

enhancer association (discussed below). However, the precise kinetics of the 

transcriptional synergy from enhancers are not fully understood. Together, these 
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results demonstrate that spatial clustering of enhancer elements facilitates the 

superior regulatory potential of the super enhancers.  

 Enhancer strength without spatial clustering: It is likely that cooperative spatial 

clustering of individual enhancers is not the only mechanism for achieving higher 

regulatory potential. For instance, even among super enhancers, there is ample 

evidence showing that the deletion of individual enhancers in a super enhancer 

domain does not always impact the regulatory potential of the super 

enhancers107,113,114 which indicates that bioinformatically declared super-enhancers 

do not always possess superior regulatory potential. In addition, ~15% of 

bioinformatically defined super enhancers in mESCs are not clustered but contain 

only a single strong enhancer elements117. There are many examples of enhancers 

with high regulatory potential containing a single enhancer element. For example, in 

breast cancer cells, β-estradiol stimulation results in the activation of hundreds of 

non-clustered enhancers with very high levels of eRNA transcription and higher 

recruitment of chromatin regulators96. However, based on the bioinformatic criteria 

used for defining super enhancers, such as high H3K27Ac modification, or MED1 

recruitment97, only <30% of these enhancers overlap with super enhancers118. In 

addition to the typical transcription machinery recruited on the enhancers, these 

enhancers also feature binding by a large protein complex, called Megatrans 

complex, that is mostly composed of other transcription factors such as, GATA3, 

AP2ɣ, RARα, YAP/TEAD, and the architectural protein complex of condensins (Fig. 

2.2c)118-120. Interestingly, many of these transcription factors can still be recruited to 

these regions even with the deletion of their DNA-binding domains, suggesting that 
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these factors are recruited through protein-protein interactions rather than protein-

DNA interactions. Thus, a significant fraction of Megatrans-bound enhancers 

represent a cohort of functional enhancers that accomplish superior regulatory 

potential by bringing together a large ribonucleoprotein complex as a result of high-

affinity binding of a single transcription factor118,121. Such enhancers that are mostly 

activated in response to ligand stimulation or cell differentiation also elicit a switch-

like response shown by synergistic clustered enhancers122-124 (Fig. 2.2 b, c). There 

are many important questions that remain to be answered. How do certain enhancers 

acquire superior regulatory potential with the initial binding of a single transcription 

factor? How does such a large multidomain complex assemble within minutes, if not 

seconds, of initiation of ligand-induced signaling program? One possibility is that the 

high-affinity binding of a single TF might lead to increased chromatin resident time 

and eventual recruitment of a large transcription factor complex. Super resolution live 

cell imaging studies might provide an answer with regard to this phenomenon.  

Grammar of functional enhancers: While the above-mentioned mechanisms 

explain how enhancers can recruit large transcriptional complexes to elevate the 

target gene expression, an important role of enhancers is the optimized gene 

expression in a larger dynamic range in a cell-type specific manner. Sequence 

features of enhancer elements referred to as “enhancer grammar125”, such as the 

affinity, number, spacing, and orientation of the transcription factor binding sites 

within the regulatory elements, play a crucial role in gene activation at the biological 

level. Based on the features of transcription factor binding motifs two main models 

have emerged126. The “enhanceosome model” refers to the specific sequence and 
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orientation of transcription factor binding site127,128. The “billboard model” on the other 

hand is refers to the flexible sequence, but just requires the specific combination of 

the transcription factors binding to the enhancer129.  

It is very likely that enhancers follow diverse organizational and grammatical 

rules that are adopted over the course of evolution.  The rigid enhanceosome model, 

mostly based on the IFN-β enhancer127, requires precise arrangements and 

orientations of their composite transcription factor binding sites for the proper activity. 

In contrast, genome-wide analysis of conserved cis-regulatory sites in mouse and 

human embryonic stem cells (ESCs) reveals that on average these sites contain 12.6 

conserved transcription factor binding motifs130. Functional validation of these sites 

indicates that a more relevant feature that determines the enhancer activity would be 

the diversity of the transcription factors recruited to the enhancer loci131. These 

findings together favor a billboard model for a large fraction of developmental 

enhancers. While flexibility and less rigid grammatical rules favor organismal 

evolution, the rigid grammar may be a favorable feature for precise and predictable 

gene control in response to signaling events or during the developmental transition.   

The importance of “grammar” in developing organisms is demonstrated by a 

study on fibroblast growth factor (FGF) responsive enhancer for the gene Otx-a in the 

invertebrate chordate Ciona intestinalis embryos99.  The optimal in vivo expression of 

Otx-a in the neural plate is dependent on the low-affinity binding sites for GATA and 

ETS transcription factors (Fig. 2.2d). A 3 bp insertion between GATA and ETS 

amplifies the Otx-a expression but results in aberrant expression of Otx-a in ectopic 

tissues. Almost all other spacing modifications significantly reduce the Otx-a 
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expression. Similarly, clustered low-affinity binding sites for the hox family protein 

Ultrabithorax are required for the tissue-specific expression of the target gene 

shavenbody in the Drosophila embryo132. These studies together indicate the 

‘suboptimal’ organization of the enhancers are evolutionarily selected for the 

restrictive expression of genes at biologically optimum levels.  In addition to the 

primary DNA sequence, the chromatin context such as distance to the cognate 

promoter, the surrounding chromatin state, association with nuclear 

microenvironments such as membraneless nuclear compartments133, and the trans-

recruitment of transcription factors to the enhancer regions 118,134 should also be 

considered in defining the enhancer grammar. However, so far there are only a 

handful of studies that have been able to predict and experimentally validate 

enhancer function based on such expanded enhancer grammar definition. The 

increasing breadth and depth of genome-wide functional assays and computational 

approaches will lead to significant advances in our understanding of enhancer 

grammar.  

In summary, data from imaging and genomics studies reveal a complex 

picture of enhancer-mediated gene regulation. In order to unravel the underlying 

principles of the rapid kinetics of transcription complex assembly and the spatial 

organization of multi-way gene regulatory programs, we need to reconsider the 

current paradigms of enhancer activation. These questions insinuate the role of a 

complex nuclear environment in dictating genome organization and gene regulation 

and call for further examination of the cell biological basis of gene regulation and 

nuclear organization.  
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2.5 Enhancers as membraneless organelles 

Compartmentalization of biomolecules is required to carry out intracellular 

biochemical processes. While membrane-bound organelles such as the endoplasmic 

reticulum and Golgi apparatus have been prototypical examples for cellular 

compartments, recent findings indicate that macromolecules involved in specialized 

cellular functions can be partitioned into mesoscale assemblies called “biomolecular 

condensates” without being confined by lipid bilayers135. Studies over the past few 

years have shown that many of these membraneless organelles are assembled 

through the physical process of liquid-liquid phase separation (LLPS). In this 

thermodynamically driven process, in response to changes in physical parameters, a 

homogenous mixture of macromolecules spontaneously “demixes” into two distinct 

compartments of high concentration and low concentration 136. Emerging data 

indicate a crucial role of this thermodynamic process in gene regulation and 

enhancer functions (Supplementary File1).   

Compartmentalization of enhancer apparatus: Early nascent RNA labeling and 

visualization experiments reveal that active transcription sites form distinct foci that 

are enriched for the elongating form of RNA Pol II137,138. These “transcription 

factories” are found to co-localize the co-expressed genes139,140. In vivo visualization 

of transcription factors and cofactors also reveal an activity-dependent spatial 

clustering of transcription regulators 141-144. As described above, most active 

enhancers are characterized by high densities of transcription factors, co-factors, 

RNA PolII complex, and RNA molecules. Based on these in vitro results and the 

other puzzling features of enhancer biology described earlier, it is proposed that the 



55 

super enhancers are assembled following the principles of phase separation145. In 

vivo evidence in support of this model comes from live-cell imaging and biophysical 

experiments revealing that fluorescently labeled endogenous MED1, BRD4, various 

transcription factors, and RNA PolII subunit form structures that exhibit the physical 

properties of biomolecular condensates such as rapid exchange kinetics, fusion, and 

wetting properties146-148. In vivo, real-time imaging studies reveal that MED1 clusters 

colocalized with PolII clusters, and these structures are sensitive to the inhibition of 

transcription and also to aliphatic alcohol 1,6-hexanediol146, which dissolves several 

membraneless compartments in a transient manner149. Further studies showed that 

several other transcription regulators also form ‘transcriptional condensates’ in the 

nucleus, which include signal-activated transcription complexes148,150-153, RNA 

PolII154,155, and PolII pause release machinery 156,157. Altogether these in vitro and in 

vivo data suggest that the previously described transcription factories correspond to 

the phase-separated compartments at the enhancer and promoter loci158. An 

important question is what are the molecular features and biophysical forces driving 

the assembly of transcriptional condensates?    

IDRs and RNAs in enhancer complex assembly: In addition to the well-

structured DNA binding domains (DBDs), TFs also harbor activation domains that are 

mostly composed of low complexity domains (LCD) characterized by over-

representation of one or few selected amino acids (ADs)159-161. The cellular events 

leading up to full enhancer activation in response signaling events involve a plethora 

of chemical reactions and molecular interactions. The initial phase of transcription 

factor-DNA interaction is highly dynamic with very low resident time on DNA.  Pioneer 
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factors gain initial access to the nucleosome-bound DNA and facilitate the sequence-

specific binding of the transcription factor. The direct transcription factor-DNA 

interactions mostly involve electrostatic interactions and van der Waals forces 162 

(Fig. 2.3a). The precise molecular events leading to megadalton-sized enhancer 

complex observed in super enhancers or signal-induced enhancers is not clear. 

Here, we speculate that assembly of large transcriptional complexes involves several 

more steps in addition to transcription factor-DNA interaction. Chromatin-bound 

transcription factors recruit classic transcription machinery composed of RNA Pol II 

and various co-factors to initiate eRNA transcription. This stage involves low-affinity 

multivalent interaction between IDR regions of transcription factors and co-factors 

and is mediated through several types of chemical bonding163 (Fig. 2.3b). In those 

enhancers with high-affinity binding of transcription factors or clustered super 

enhancers, elevated local eRNA act as a scaffold to interact with transcription 

complex to further stabilize it into dynamic biomolecule condensates (Fig. 2.3c) (Also 

see Box.1). In condensates, the component disordered domains engage in relatively 

non-specific transient interaction and exist in a fuzzy interface164,165. The alternate 

view is that the LCDs are engaged in specific structured interactions with certain 

LCDs even forming labile, reversible cross-β polymers 166-168. It is likely that the 

condensates are assembled through a combination of both high-affinity and low-

affinity interactions.  

RNA molecules can also promote condensate assembly by intermolecular 

RNA-RNA interactions or by acting as a scaffold to enrich the local concentration of 

multivalent RNA-binding proteins 169,170. RNAs can enhance the phase separation 
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potential of proteins with IDRs by direct binding171,172. Sites of active transcription 

might provide the proper milieu for the condensate assembly through this process 

due to the high local concentration of RNA and several proteins harboring extended 

Serine/Arginine repeats such as splicing factors SRSF family of proteins173,174. There 

are several well-documented examples where longnoncoding RNAs (lncRNA) 

interacting directly with canonical and non-canonical RNA binding proteins to 

influence gene regulation and genome organization175-178. Consistent with these 

findings, a growing number of examples demonstrate that RNAs are not only a 

product of transcription but also play active regulatory roles. For example, several 

DNA binding transcription factors and co-regulators also efficiently bind to RNAs179. 

Transcription factors such as FUS180, YY174,181,182, CTCF72,73,75, BRD3183, and 

transcriptional cofactor MED1184 directly interact with RNA. This interaction enhances 

their chromatin recruitment and transcriptional activation. eRNAs can also bind 

directly to transcription regulators and act as a condensate scaffold at the 

enhancers74,185 (Box.1). In addition, the roles of chromatin-associated RNAs and 

retrotransposon repeat RNAs in enhancer activity, gene regulation and chromatin 

architecture are just beginning to be unraveled176,186,187.  

2.6 Puzzles, solutions, and new concepts 

An important feature of the enhancers that has come into focus recently is the 

rapid kinetics of assembly of mega-Dalton-sized transcription complexes on signal-

activated super enhancers 118,120,123,188. How do transcription factors and cofactors 

search and find the target sites with rapid kinetics? How do enhancers control gene 

expression even while separated by a spatial distance of ~300nm81,82? These 
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important and fundamental questions still largely remain unanswered. Based on 

imaging and biophysical findings discussed here we take significant liberty to 

speculate and propose few models to answer some of these questions. These 

models can be tested with the available and emerging technologies.  

Mechanisms of long-distance genomic interactions: In those cases where 

there is no evidence of looping, how does the E-P communication works? How E-P 

specificity is achieved? Super-resolution live cell imaging revealed that PolII and 

mediators form stable clusters with a mean size of 300nm, 146 raising the possibility 

that transcription factories or condensates, may act as nuclear platforms mediating 

longdistance genomic interaction139,189, and therefore, E-P contacts (Fig. 2.4a). 

Surface tension driven movement and fusion of artificially created condensates have 

been predicted to contribute to the chromatin architecture190. Due to the similarities in 

the functional activity of enhancers and promoters98,191, particularly those activated in 

response to a signaling program, we speculate that complexes assembled at 

enhancers and cognate promoters would be compositionally, not quantitatively, 

similar to facilitate droplet fusion, as seen in the case of in vitro and in vivo 

homogenous condensates192(Fig. 2.4a). E-P condensate fusion increases the 

concentration of transcription machinery at the promoter and increase transcription.  

Although the vast majority of enhancers and their cognate genes are located 

in the same genomic domains (TADs or insulated neighborhoods) 193,194, there are 

many instances of long-distance genomic interactions beyond the confines of the 

TADs. Genes, that are even located on different chromosomes, that are coregulated 

by signaling programs such as TNFα and β-Estradiol, have shown to engage in 
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signal-induced spatial associations 96,153,195-199. Similarly, super enhancers activated 

in a cell-type specific manner also can engage in long-distance interactions 

83,84,200,201. The mechanism of inter-TAD or inter-chromosomal interactions is not 

easily explainable by conventional models. In olfactory receptor neurons, the 

cooperative inter-chromosomal interaction of the olfactory receptor enhancers is 

mediated through looping factor LDB1 recruitment by transcription regulators Ebf and 

Lhx2202,203 (Fig. 2.4b). Enhancers are also found to form extensive networks during 

mesenchymal differentiation and seem to stabilize the TF binding of interacting 

enhancers, suggestive of high-density clustering of gene regulatory machinery201.   

The ligand-induced spatial proximity of enhancer is abolished by eRNA 

depletion96,153,199, and the aliphatic alcohol 1,6-Hexanediol, which is known to disrupt 

the assembly of several phase separated membraneless organelles153. These 

studies together suggest a possible role of RNP condensates in the establishment of 

enhancer networks and the genome-wide coordination of transcriptional programs. 

Similar to the condensate coalescence model proposed above for the E-P 

interactions, the enhancers activated by the same signaling programs are also likely 

to assemble compositionally transcriptional condensates and would be able to 

interact with each other in a surface tension-driven manner190. (Fig. 2.4b). Ongoing 

efforts on SMT approaches aimed towards simultaneous visualization of the in vivo 

labeled eRNA, mRNA, and transcription factors would help answer this question. 

Multitasking by nuclear organelles: The eukaryotic cell nucleus contains a 

large number of membraneless compartments with diverse biological functions163,204. 

Several studies have demonstrated that actively transcribed genes and enhancers 
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are known to engage in cooperative interaction on nuclear speckles153,205-208. 

Techniques such as SPRITE92 and TSA-seq91, that probe the genome organization 

without proximity ligation reveal that the human genome is compartmentalized 

around nuclear speckles and nucleolus in an activity-dependent manner209. The 

actively transcribed genomic regions are segregated near nuclear speckles, while the 

majority of the transcriptionally inactive regions are associated with nucleoli. Other 

studies have found that disruption of the nuclear speckle through either 1-6-

hexanediol or knockdown of splicing components SRSF1 or U2AF1 results in 

dampened transcription of genes and enhancers that are localized to the speckle. A 

poorly characterized nuclear assembly built around matrin3 protein, a DNA-RNA 

binding protein with diverse biological function210, is another such non-membrane 

bound nuclear compartment shown to contribute to transcription regulation upon 

colocalization with target enhancers211 (Fig. 2.4c). Pit1, the POU-homeodomain 

transcription factor necessary for the differentiation of progenitor cells in the anterior 

pituitary, binds many enhancers and recruits them to the matrin3 network through 

interaction with protein partners, SATB1 and β-catenin. A point mutation in Pit1 

blocks its interaction with β-catenin and SATB1, which prevents the activation of Pit1 

target enhancers due to failure to recruit to Matrin3 (Fig. 2.4c). Artificial tethering of 

the transcription machinery to matrin3 network by fusion of mutant Pit1 with matrix 

attachment regions such as SAF/SAP domains resulted in the rescue of the 

enhancer activation and gene expression, suggesting the critical role of subnuclear 

localization in gene expression and alternate functions of membraneless 

compartments211. While nuclear speckles are generally considered to be storage 
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factories for splicing machinery212 and the nucleolus is primarily responsible for 

ribosomal RNA transcription and ribosomal assembly213,214, these and several other 

studies215-218 together support the model that subnuclear compartments and nuclear 

proteins may be playing multiple roles for transcription activation programs.   

Another example of molecular multitasking is the case of transcription factors 

functioning as co-regulators on enhancers in a DNA-binding independent manner. 

(Fig. 2.4c). Transcription factors can be recruited to enhancer complex indirectly 

through tethering mechanisms. Indirect binding is defined by open chromatin 

conformation and ChIP-seq signal for the transcription factor of interest but without 

the consensus motif features118,219-221. It is also difficult to distinguish the possibility of 

indirect co-operative binding of transcription factors on the enhancer sites where they 

also bind directly. Single molecular imaging of LCD from transcription factor FET and 

another transcription factor Sp1 provide many insights into the dynamics and 

specificity of IDR in transcription complex assembly and also transcription factor 

tethering222. The transcription factor- LCDs form distinct nuclear puncti that recruit 

RNA-PolII machinery and exhibit dynamic internal molecular exchange. While the 

FET LCDs engage in self-interaction, they did not interact with Sp1 LCD, indicating 

the sequence specificity in disordered domain interaction. Interestingly, the 

pathogenic proteins formed through the fusion of DNA binding domain of FLI and IDR 

of another transcription factor EWS are retargeted to microsatellite repeats, which is 

distinct from the endogenous targets recognized by wildtype FLI protein223. This, and 

a number of other pieces of data support the role of IDRs in genomic targeting of 

transcription factors by DNA-binding independent mechanisms150,153,224,225. The 
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structural and motif features in the IDR that give the specificity to such interactions 

are still not clear.    

Regulatory roles of enhancer-bound condensates: In addition to establishing 

biophysical and thermodynamic principles of transcription complex assembly, do 

transcriptional condensate offer any new gene regulatory mechanisms?  A number of 

findings suggest that enhancer-bound condensates might be involved in gene 

regulation in previously unappreciated ways. For instance, RNA can act as negative 

modulators of transcription as a result of electrostatic repulsive forces226. In this 

scenario, in contrast to complex coacervation that results in electrostatically driven 

assembly of the condensates174, an electrostatic repulsive mechanism, known as 

reentrant phase transition, would drive condensate disassembly226. While complex 

coacervation is mediated through positively charged protein domains and RNAs drive 

condensate assembly, higher RNA concentration has been shown to drive 

condensate disassembly and vacuole formation through a charge inversion 

mechanism227. It is possible that reentrant phase transition could be the underlying 

biophysical principle for transcriptional bursting, where-in increased transcription, as 

observed as bursting, is mediated through condensate assembly (Fig. 2.5a). This 

high transcriptional activity is abrogated as a result of condensate dissolution with a 

high local concentration of RNA, therefore acting as a potential feedback regulatory 

mechanism. Consistent with this model, both mRNA and eRNA can modulate 

assembly and disassembly of mediator condensates, with low levels of RNA favoring 

condensate assembly and higher levels resulting in its dissolution 228. Simultaneous 

live-cell super-resolution imaging of endogenously labeled transcription complex and 
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RNA would be needed for proper in vivo validation of this model.  The physical 

properties of condensates can vary depending on the post-translational 

modifications229, disease mutations230, and local concentration solvent 

molecules231,232. Material properties of transcriptional condensates were also found to 

correlate with transcriptional activation. With an increase in the duration of stimulation 

with the hormone estrogen, the physical property of the ER  puncti changes from 

liquid to gel-like consistency with a corresponding decrease in enhancer activation, 

measured with eRNA transcription level(Fig. 2.5b)153. While pathological mutations 

have been shown to result in maturation and solidification of the 

condensates230,233,234, this report suggests that altered material states could also 

have a regulatory role in ligand-induced enhancer activation.   

2.7 Future perspectives 

Four decades of research on enhancer biology have provided a wealth of 

insights into regulatory biology of development, health, and diseases. Advances in 

genomics tools will continue to identify novel chromatin features of enhancers. 

CRISPR-based genetic perturbation strategies have already begun to identify 

functional enhancers in multiple cell types. However, our understanding of the 

molecular mechanisms of enhancer function is still rather rudimentary. We are listing 

here four areas where we have major gaps in knowledge and how the emerging 

technologies would help to close that gap.   

Cataloging of functional enhancers: Epigenetic approaches have identified 

millions of “enhancerlike” cis-regulatory elements. But epigenetics features are only 

surrogate marks for regulatory activities. There are several questions that remain to 
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be addressed as part of these cataloging efforts. How many of them have regulatory 

functions in vivo? How do genomic variations in enhancers cause diseases? How to 

identify the targets of enhancers? There are many exciting technologies that would 

help to answers these questions at least partially (Supplementary Table 1). Cas9-

directed genome editing, the most revolutionary technology of the past decade, helps 

to manipulate the genome with incredible precision and throughput235. High 

throughput genome and epigenome editing strategies offer great promise towards 

comprehensive cataloging of regulatory elements236-238. Loss of function screen by 

NHEJ-mediate deletion or dCAS9 fused to inhibitory domains such as KRAB239, 

histone demethylase-LSD1240, and gainof-function studies using VP16, or p300-

dCAS9 fusion have been successfully employed to identify regulatory elements in the 

genomic regions of interest. Assays such as Mosaic-seq241 and Targeted Perturb-

seq242 that combine epigenome editing with single-cell transcriptomics offers efficient, 

highconfident mechanisms to detect the regulatory potential of selected enhancers at 

single-cell resolution. Although still expensive to apply at genomic scales, iterations 

of such strategies would clearly help to validate functional enhancers identified 

through epigenome marks.   

An equally important problem is the functional validation of disease-associated 

single nucleotide polymorphism (SNPs) at the enhancer elements. A large fraction of 

disease associated SNPs is concentrated at the enhancers243-246. But only a few of 

these SNPs were functionally validated to have a phenotypic impact. Cas9-mediated 

saturation mutagenesis would be a useful high throughput strategy to detect 

regulatory SNPs in gene regulation247. Through genome-wide enhancer networks 
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(discussed earlier), potentially mediated through transcriptional condensates, it is 

possible that mutations on a given enhancer could have a much broader impact that 

might have a subtle but additive effect on disease development and therapy (Box.2). 

Yet another important area in the cataloging effort should be the identification of the 

direct enhancer targets. Currently, the enhancer targets are assigned based on an 

informatically detected correlation between epigenomic and transcriptomic signature 

between enhancers and neighboring promoters248,249, a correlation between non-

coding variants and gene expression level across population250, and by overlapping 

Hi-C loop information with annotated enhancers and promotes251,252. Enrichment 

strategies of Hi-C approaches are being used to obtain deeper sequencing of 

selected genomic regions such as ChIA-PET76, Hi-ChIP253, PLAC-seq254, Capture-

HiC255, and Micro-C66.  

Imaging transcription to study the thermodynamics of gene regulation: 

Transcriptional condensates assembled through IDR interaction is an attractive 

system to study the thermodynamics of gene regulation and genome organization 

(Supplementary file1) However, this model is in no way beyond any caveats. A vast 

majority of biophysical studies on condensates are performed on in vitro constituted 

systems with minimal compositional complexity. Complex in vivo environments can 

also influence the physical properties of condensates and the ability of 

macromolecules to co-partition256, which can lead to conflicting in vitro and in vivo 

observations. Many widely used “condensate diagnostic parameters” are not rigorous 

and are mostly qualitative in nature (condensate shape, size, fusion, etc.)257,258. More 

rigorous in vivo data is needed to better understand the biophysical principles driving 
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the transcription complex assemblies. Regardless of the underlying physical 

principles, overwhelming evidence supports the spatial clustering of transcription 

factors, co-factors, and RNA PolII in actively transcribed loci. There are several 

important questions that remain to be answered. Do the condensates from different 

enhancers fuse as liquid droplets or do they maintain their identity? How does the 

molecular information transfer between condensates? How does the condensate 

model help to explain E-P specificity? It is clear that the term “disorder” does not 

equate to a total lack of structures. IDR domains are interspersed with short linear 

motifs (SLiMs) that can engage in highly specific interactions.  

Biophysical and computational approaches have been applied to predict the 

phase behavior of IDR domains259. Such methodologies once applied to characterize 

and classify the low complexity domains of transcription factors will significantly 

expand our understandings of the physical principles driving the assembly of unique 

transcription factor complex. Another exciting possibility is the ability of transcription 

factor IDRs to specifically interact with cellular metabolites and small molecules. A 

recent study demonstrates that in vitro assembled MED1-IDR condensates 

concentrate several therapeutic small molecules and target them to enhancer 

regions260. If this phenomenon is relevant in the complex in vivo environment, it will 

render transcription machinery as an effective therapeutic target and also as a direct 

sensor of cellular metabolic states.   

The main tool that would be used to address the mechanism of enhancer 

activity would be advanced imaging technologies. A high temporal and spatial 

resolution offered by super-resolution live imaging technologies promises to fill major 
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gaps in our understudying of E-P communication and biophysical features of 

transcriptional condensates24,95. Improved fluorescent chemistry and new 

computation tools would be needed for the simultaneous examination of TF 

dynamics, E-P interactions, and live imaging of transcription. The multiplexed FISH 

approach combined with super-resolution microscopy has been applied recently to 

visualize the architecture of an entire human chromosome94. Combined with 

visualization of RNA transcript and live cells, these approaches promise to overcome 

the low throughput nature and resolution limit of classic DNA FISH method 94,261. 

Visualization of transcription is an area of active research that is limited by both the 

technologies available to label a transcribing locus without affecting transcription and 

also the live imaging tools at sub-diffraction limits. Our understanding of the 

transcriptional process and enhancer function will remain as only an approximation 

until these technologies mature.  
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2.8 Figures 

Figure 2.1. Mechanisms of enhancer-promoter interactions and control of gene 
burst kinetics: (a, b) Enhancers control gene expression through controlling the 
bursting kinetics. The stronger enhancer clusters or those enhancers recruiting large 
transcription complex can increase the RNA output of target genes by either 
increasing the burst frequency or burst amplitude  (c) Cohesin loading at the 
enhancers through transcription cofactors (E.g., Mediators) facilitate E-P loop 
formation that might also involve CTCF (d) Proteins such as LDB1 and YY1, known 
to engage in homo-dimerization also can lead to stable E-P interaction and gene 
activation in certain genomic loci by associating with enhancers and cognate 
promoters (d) RNA mediated oligomerization of proteins can a facilitate enhancer 
function. Classic architectural protein CTCF undergoes oligomerization through RNA 
interaction. CTCF RNA-binding is required for the looping interactions of a fraction of 
genes. Transcription factor YY1 is tethered to enhancers through interaction with 
eRNAs.   
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Figure 2.2. Organizational principles of functional enhancers. Co-operative 
enhancer interactions could be either additive or synergistic (a) In additive 
interactions, participation of each enhancer element (E1E4) results in a linear 
increase in transcriptional output. T1, T2, T3 represent target mRNA quantitation. 
(b)In synergistic enhancer interactions, there is a switch-like response in 
transcriptional output once the number of interacting enhancers (E1-E4) and the 
interaction frequency crosses a threshold level. This strategy yields a minimal 
activation below the threshold level interaction and maximal response after the 
threshold level is reached. T4, T5 and T6 represent the level of transcription with 
indicated enhancer topologies (c) In addition to clustered enhancers, high-affinity 
binding of a single transcription factor could also populate megadalton-sized 
enhancer complex assembly. The pioneer factor (E.g., FOXA1) keeps the chromatin 
open to facilitate rapid signal-induced recruitment of transcription factors. An example 
of this mechanism is illustrated with a well-studied case of estrogen (E2)-induced 
enhancers. In response to E2, estrogen receptor  (ER ) bind to a single enhancer 
and recruit megadalton-sized transcriptional complex potentially through low-affinity 
multivalent interactions. In addition to the classic co-activators, these enhancers 
recruit a large cohort of transcription factors potentially through protein domain 
interaction. At a proteomic level, both the clustered enhancers and non-clustered 
enhancers are occupied by similar machinery and may exist as ribonucleoprotein 
complex composed of transcription regulatory proteins and non-coding RNAs such as 
locally transcribed eRNA. eRNAs can also be modified through methylation which 
plays a functional role in enhancer activity. The blue hill and valley plot represent 
histone modification on the active enhancers (d) Signal-activated enhancers that 
nucleate the enhancer complex with ligand-induced binding of a single transcription 
factor can also elicit a switch-like response to target gene expression with minimal 
transcription before stimulus and maximal transcription post-stimulus (e) In Ciona 
embryos, the neural plate specific minimal enhancer for the gene Otx-1 is 69 base 
pair sequence composed of three GATA and two ETS binding sites (the 5’ GATA-
ETS motifs are shown here). The wild-type (WT) sequence is suboptimal for 
regulatory potential. Mutating transcription motifs for high-affinity binding (indicated 
by red star) OR addition of 3bp spacing between binding motifs for optimal spacing, 
alone can significantly elevate the reporter gene expression compared to WT, but this 
confirmation will result in expression of the reporter gene in the ectopic neural plate. 
Simultaneous modifications leading to both increase transcription factor binding and 
optimal spacing amplify the gene expression not only in neural plates but also in 
several other ectopic tissues. These data demonstrate that suboptimal confirmation 
of certain enhancers might be evolutionarily favored to restrict the expression of 
developmental genes to specific tissues.  
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Figure 2.3. Molecular interactions underlying full activation of enhancers: A 

large number of molecular interaction events have to happen in space and time to 

activate an enhancer. (a) In acute signaling programs, pioneer factors gain access to 

nucleosome-bound enhancers and the resultant open chromatin is occupied by 

sequence-specific transcription factors in a ligand-dependent manner. These 

interactions are largely stochastic and highly dynamic. The resident time of 

transcription factors on the DNA in this stage is very low. DNA-protein interactions 

mostly involve electrostatic interactions and van der Waals forces. (b) Once the 

transcription factor binds to the cognate sequences, it will act as a nucleating factor 

to recruit transcription machinery, which includes co-factors and RNAP PolII, through 

protein-protein interactions. Emerging data suggest the role of low-affinity multivalent 

interactions between intrinsically disordered regions of transcription factors and 

cofactors in this process. Mutational and biophysical studies have revealed the role of 

cation-pi, pi-pi, hydrophobic interactions, and more structured interactions involving 

cross-beta structures. We speculate that this complex will initiate the transcription of 

eRNAs at a lower rate. (c) In a subset of enhancers, that are either clustered 

enhancers or enhancers with high-affinity chromatin binding of transcription factors, 

elevated local concentration of eRNA would act as a scaffold to bring together 

multiple components, potentially through complex coacervation and assembly of the 

enhancer complex as condensates. Post-transcriptional modifications of eRNAs, 

such as m6A modification, might play a crucial role in this stage. 
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Figure 2.4. Condensates in chromatin interactions. (a) Compositionally similar 

condensates assembled at the enhancers and promoters (e.g.: transcription complex 

seeded by same signaling programs) might facilitate fusion between E-P 

condensates, and potentially the transfer of regulatory molecules from enhancer to 

promote (b) Long-distance intra- and inter-chromosomal enhancer associations might 

be facilitated by condensate interactions similar to the model proposed for E-P 

interaction. Olfactory receptor enhancer cooperativity is shown here as an example. 

The interacting enhancers are bound by transcription factors Lhx2 and Ebf, which in 

turn recruit Lim Domain Binding protein 1, LDB1, that is known to facilitate E-P 

contact through dimerization. It is not clear whether LDB1function as s looping 

protein in these enhancers. Chromatin restructuring through condensates might be 

driven by surface tension-driven forces. (c) The role of nuclear structures in enhancer 

function is illustrated with the example of Growth Hormone (GH) receptor enhancer 

bound by the POU-homeodomain transcription factor Pit1. In mouse pituitary, 

tethering of Pit1-bound enhancers to the nuclear matrin-3 rich network in association 

with protein Satb1 and β-catenin is requiring for enhancer activation. A naturally 

occurring point mutation in humans PIT1 (R271W), causing combined pituitary 

hormone deficiency, prevents Pit1 association with Satb1 and β-catenin, which leads 

to failure of enhancer activation due to disrupted enhancer association with the 

matrin-3 network. Fusion of mutant Pit1 with “matrix attachment regions” such as 

SAF/SAP domains resulted in the rescue of the enhancer activation and gene 

expression by artificially tethering the enhancer to the subnuclear structures. 
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Figure 2.5. Regulatory roles of transcriptional condensates. (a) Condensate 

assembly and disassembly can be mediated through negative charge build-up 

correlated with the local concentration of RNA. The eRNAs, even at low 

concentration serve in the early phase of transcription initiation to favors enhancer 

complex assembly and condensation. With continued enhancer and target gene 

activation, the increased concentration eRNAs can result in the dispersion of the 

transcription complex due to charge repulsion resulting from an accumulation of the 

negative charge (b) The material property of the enhancer condensate varies in 

relation to the duration of the signal-dependent transcriptional activation. This is 

illustrated with the example of an enhancer complex assembled with estrogen 

stimulation in human breast cancer cells. With acute ligand-stimulation, the 

condensates assembly behaves as dynamic liquid with a rapid exchange of 

molecules in the condensates, whereas with chronic stimulation the material property 

of the condensate changes to a gel-like state with a reduced exchange of molecules 

between transcriptional condensates and the surrounding medium. The molecular 

basis of this transition in the physical state is not yet understood. 
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Chapter 3: Single cell live imaging: visualizing 4D nuclear architectural 

dynamics of ligand-dependent transcription activation  

3.1 Background 

Nuclear receptors have been widely established as regulators of gene 

transcriptional programs critical for development and physiological functions. The 

precise program of gene expression underlying these functions is dictated by cis 

genomic regulatory elements known as enhancers. The dominant model for their 

mechanism of action on promoters and transcriptional activation involves the concept 

of “looping” of enhancer and proximal-promoter sites through cooperative clustering 

of transcription factors (TF) and coactivators. Estrogen receptor α (ERα) functions by 

translocating to the nucleus upon ligand binding by 17β-estradiol (E2), leading to the 

activation of its bound enhancers and the activation of their associated target genes, 

and thus impacting chromosomal conformation in 3D nuclear space1-22. 

ChIP-seq data of ERα upon E2 stimulation in MCF7 human breast cancer cells 

reveals ~31,000 ERα binding sites genome wide. Of these sites, ERα binds to ~8500 

EREs located in enhancers1-5, of which the ~1300 most robust enhancers adjacent to 

E2-upregulated coding genes cause increased enhancer-promoter looping in 

mammary cell regulatory transcriptional programs5-21. To focus the investigation on 

any potential functional relationships between robust ERα-bound enhancers located 

at great linear genomic distances within a chromosome, preliminary experiments 

initially focused on the landscape of ERα enhancers and coding target genes located 

on Chr21 in MCF7 breast cancer cells as a model. Chr21 harbors 132 ERα-bound, 

H3K27Ac, H3K4me1-marked enhancers amongst the total of 479 enhancers. Of 
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these enhancers, 39 showed the signature of particularly robust, E2-dependent 

enhancers, including recruitment of ERα and p300, a key protein associated with 

active enhancers, in comparison to the remaining 93. There is an apparent complex 

of additional DNA-binding transcription factors and coactivators selectively recruited 

in trans required for activation of these most functionally active estrogen-regulated 

enhancers and subsequent target gene activation, referred to as the MegaTrans 

complex22. ChIP-seq data revealed that only these 39 enhancers strongly recruit 

MegaTrans factors GATA3 and AP2 upon E2 treatment, as well as pioneer factor 

FOXA1, RNA Polymerase II (RNA PolII), MED1, BRD4, and condensin. These data 

correspond to the idea that some enhancers act as “hotspots” to recruit factors that 

coordinate downstream transcription, with TFF1e1 and NRIP1e3 enhancers being 

the most robust and thus have been selected as candidates for live cell imaging to 

help determine the dynamics and spatiotemporal kinetics of 4D nuclear architecture 

upon estrogen-induced transcription activation.  

It has been widely reported that gene transcription does not occur 

continuously over time, but rather in acute periods of high levels followed by periods 

of inactivity23. That process of bursting is now the predominant model of transcription 

activation. With our live imaging techniques, we aim to answer several questions: 1. 

Do we see transcriptional bursting in our model system? 2. If we do observe 

transcription bursting, how do the DNA motions and associations correspond to that 

burst activation? 3. Are there various phases in estrogen receptor signaling, and thus 

changes in transcription activation kinetics, in response to nuclear receptor 
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activation? 4. Lastly, what are the spatial and temporal dynamics of gene activation 

relative to its associations with subnuclear organelles and transcription factors? 

3.2 Results 

RNA live visualization reveals burst transcription dynamics during acute 

versus chronic phase post estrogen stimulation. To truly understand the 

mechanisms underlying acute enhancer activation, we require a technique that 

allows for visualizing functional spatiotemporal kinetics at the level of single cell 

nuclei in real time. We have established microscopy platforms for tagging 

endogenous gene transcripts with 24xMS2 repeat sequences. The MS2 tagging 

system consists of transcribed MS2 sequences, which fold into RNA hairpin 

structures that bind MS2 coat proteins (MCP) with high specificity and affinity24-27. 

The ideal gene loci for MS2 cassette integration must have high transcriptional levels 

and targeted regions must be removed from known regulatory features to prevent 

disruption of gene regulation upon integration of the cassette. To increase the 

efficiency of CRISPR-based insertion of these repeats into the 3’ UTR of ER-

induced genes TFF1 and NRIP1, our HDR donor construct includes either a 

Puromycin tag or a sortable Halo tag immediately upstream of the stop codon and 

the repeats (Fig. 3.1a), permitting an ~80% positive rate for correct insertion. 

Subsequent selection of single clonal lines containing stable integration of MCP 

fused to YFP (MCP-YFP) is done via flow cytometry to gate for an ideal, 

homogeneous expression level with minimal background to achieve a high signal to 

noise ratio. For validation of correct MS2 integration at target loci, we have performed 

sequential imaging of the E2-induced RNA transcript and DNA FISH, employing a 
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gridded slide overlay for alignment. We see a >90% overlap of NRIP1 and TFF1 DNA 

FISH dots to their respective transcribed MS2 signal (Fig. 3.1b). For the remainder of 

this chapter, we will focus on the NRIP1 loci. 

Using the Zeiss 880 Airyscan confocal microscope, we are able to obtain 

super-resolution (~130nm) movies of the dynamics of ER-regulated gene loci 

NRIP1 in real time, acquiring every 2 minutes to visualize the time of initial response 

to E2, the duration of the sustained burst, the time at which the signal dissipates, 

burst frequency, and the interval preceding another burst. We note an “immediate” 

onset of bursting upon E2 treatment, with a median burst length of 9.2 minutes (Fig. 

3.2a). We observe a statistically significant increase in burst frequency in the time 

window of 20min-140min that we will refer to as the acute phase, followed by a lower, 

sustained burst frequency for the subsequent 8 hours which we will refer to as the 

chronic phase (140min+) (Fig. 3.2b). We have classified the initial 20 minutes of the 

movie as the “pre-acute” phase, as we notice a lag in response to estrogen 

stimulation following treatment. Moreover, we see a statistically significant increase in 

the interval between bursts (OFF period) during the chronic phase in comparison to 

the acute phase (Fig. 3.2c). Taken together, these observations indicate that acute 

estrogen stimulation increases the burst frequency of estrogen-inducible target loci. 

The burst frequency reaches a lower, sustained steady state once the cell enters the 

chronic phase of estrogen stimulation. 

High temporal resolution of live DNA kinetics reveals increased mobility 

following estrogen treatment. To further elucidate the spatial and temporal kinetics 

of the target NRIP1 loci, we proceed to generate an endogenously tagged DNA 
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visualization stable cell line with a 144xCuO repeat array. To do so, we have 

acquired a more stable, mutant version of the CuO array which is effectively 

knocked-in to the region of interest via integrase integration technology28. We first 

stably integrate 60bp of a Bxb1 landing pad at target loci via CRISPR-cas9. After 

successful screening of the landing pad insertion, we co-transfect the donor plasmid 

containing the CuO array along with the Bxb1 integrase that will recognize, cut, and 

integrate the array at the site of the landing pad (Fig. 3.3a). Subsequent stable 

integration of the CymR repressor fused to either a fluorescent protein (mTurquoise2 

or mKate2) or Halo-tag shows clean and robust signal of tagged DNA loci in all cells 

within a single clonal population (Fig. 3.3b).  

Timelapses with rapid acquisition (12s) of DNA dynamics are again achieved 

using the Zeiss 880 Airyscan microscope. We have divided each timelapse into three 

phases, using the parameters defined previously via RNA visualization: 0-20min for 

pre-acute, 20-140min for acute, and 140min+ for chronic. Interestingly, we not only 

observe that the mobility of NRIP1 DNA locus increases following estrogen treatment 

(Fig. 3.3c), but that mobility continues to increase as the cell transitions from the 

acute to the chronic phase (Fig. 3.3d). We wonder if this change in DNA mobility 

upon estrogen stimulation is linked to the change in burst frequency during acute 

versus chronic transcription activation. One hypothesis would be that the change in 

burst frequency would explain why we see differential DNA mobility during different 

phases post E2 treatment. However, we do not expect the gene to be predominantly 

bursting so transcription activation alone would not explain the increase in mobility 

following estrogen stimulation. If the transcription activation is not occurring at a high 
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level, then any motion associated with bursting would be masked by the motion 

during the OFF period. Thus, another possibility would be that the increase in DNA 

mobility we witness is reflective of the overall activation the cell undergoes post 

estrogen stimulation. This hypothesis would be consistent with previous findings in 

the field, where activation triggered by developmental signals results in a higher DNA 

mobility that would account for both bursting during an ON period and scanning 

during an OFF period29. Current findings, however, have not been able to further 

characterize DNA dynamics to distinguish motion in response to transcriptional 

activation versus general activation throughout the cell. To fully investigate this 

question, we need to generate clonal lines that allow for dual DNA and RNA 

visualization. 

Simultaneous RNA and DNA live visualization gives insight into 

spatiotemporal dynamics of DNA motions corresponding to burst 

transcription. To establish clonal lines that allow for dual RNA and DNA 

visualization, we need to knock-in the 24xMS2 repeat cassette into the 3’ UTR of 

NRIP1 that already contains a 144xCuO array, using the CRISPR-based HDR donor 

technique as previously described. We are able to successfully build these dual 

DNA+RNA clonal lines in the 144xCuO NRIP1 DNA line that retains the CymR-Halo 

signal. We have noticed that the Halo-tag is less likely to form artefactual aggregates 

when combined with the MCP-YFP. Additionally, we are able to visualize the Halo-

tag using JF647 ligand, which minimizes bleed-through into the YFP channel in 

comparison to a red fluorescent protein or dye. We use the preestablished DNA 

visualization signal of our NRIP1 locus to screen for clonal lines that have integrated 
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the 24xMS2 repeats into the same allele to allow for dual visualization of DNA + RNA 

at the target locus. 

We are able to acquire 4-hour timelapses with a high temporal resolution (12s) 

that simultaneous track RNA bursts with MCP-YFP and DNA motion with CymRHalo-

JF647, using the Zeiss 880 Airyscan microscope. Strikingly, our analysis shows that 

the mobility of NRIP1 is slower during a burst, and that there is a statistically 

significant increase in displacement of NRIP1 in the period following a burst (Fig. 

3.3e). In other words, we are able to distinguish a difference in DNA dynamics during 

a burst when the locus is ON and transcriptionally active versus post-burst when the 

locus is OFF. This evidence suggests that the change in DNA mobility previously 

discussed is not just representative of the overall activation induced by E2, but rather 

directly reflects the change in burst frequency we witness during RNA visualization. 

The increase in burst frequency and thus transcription activity during the acute phase 

from our RNA visualization data corresponds to longer periods of DNA maintained in 

the less mobile state. This explains why we not only see an overall increase in 

displacement upon estrogen stimulation from DNA visualization, but we observe the 

highest mobility of NRIP1 during the chronic phase when bursting frequency is 

maintained at a lower sustained state.  

That restricted motion during a burst may be due to interactions with 

transcription factors, coactivators, and/or subnuclear organelles within a condensate 

and/or at a transcriptional hub. Current findings have reported that there is a radius of 

confinement of around 300-400nm where enhancers, genes, and factors that 

concentrate within that bubble are able to interact and regulate transcription through 
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proximity rather than direct contact30-36. When the locus is no longer transcriptionally 

ON, the DNA may be scanning in space to recruit a new set of factors for its next 

burst event, and thus less restricted in motion. 

Acute versus chronic estrogen-stimulated effects relative to subnuclear 

organelles. Repositioning of specific chromosomal loci with respect to nuclear 

structures has been correlated with their transcriptional activity in some cases. 

Several nuclear sub-structures such as the nucleoli, PML bodies, SC35 granules, 

matrin3 network, and the polycomb complex have been reported to have functional 

impacts on nuclear organization and dynamics37-41. Multiple publications have 

examined preferential interaction and colocalization of various factors involved in 

transcription regulation, such as RNA polymerase II, around subnuclear organelles 

such as the nucleolus and SC35 granules. To screen for subnuclear organelles that 

may have a functional impact on our DNA and RNA dynamics, we have performed 

immuno-DNA of both TFF1 and NRIP1 relative to subnuclear structures (Fig. 3.4a) 

and noticed a significant increase in proximity of both genes to the periphery of both 

SC35 and Matrin3 upon E2 induction. For all immuno-DNA and RNA FISH data, the 

observed phenomenon is a composite of all analyzable TFF1 and NRIP1 alleles, with 

more than 400 cells per condition. Interestingly, we find the biggest increase in 

proximity to SC35 to occur in the acute phase, whereas that biggest shift towards 

Matrin3, especially for NRIP1, to occur during the chronic phase (Fig. 3.4 b, c). The 

SC35 data is further supported by immuno-RNA FISH of TFF1 (Fig. 3.4d), which 

convinced us to further examine whether localization at SC35 granules has a 

functional impact on transcription activation.  
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In line with immuno-DNA and RNA FISH data, live cell RNA visualization of 

tagged NRIP1 allele via 24xMS2 in conjunction with virally transduced SC35 shows a 

significant shift away from the periphery of SC35 during the chronic phase of 

estrogen induction (Fig. 3.4e). That increase in distance away from the periphery of 

SC35 correlates with the decrease in burst frequency observed during the chronic 

phase, suggesting that induced proximity to SC35 during the acute phase may be 

mechanistically important for that increase in gene activation and thus burst 

frequency. Moreover, SC35 is non-membrane bound and has been reported to be a 

phase separated structure. Perhaps recruitment to a SC35 hub would allow for 

retention and stability of associations required for transcriptional activation. To further 

explore the concept of retention and stability, possibly through phase separation and 

condensate formation, we require single molecule tracking (SMT). 

Single molecule tracking of estrogen receptor examines the differential 

biophysical properties of transcriptional states of a gene. To complement our 

DNA and RNA-tagging studies, we have performed SMT of wild-type ER to test the 

hypothesis that the majority of ER binding at the strongest, acutely activated, 

MegaTrans enhancers such as NRIP1 primary occurs in a phase separated 

condensate. We have used Halo-tag to label both endogenous and virally 

transducible ER, and have performed 5ms exposure HILO imaging using the Nikon 

Sterling microscope to determine different clusters of bound and unbound ER 

molecules in response to acute and chronic ligand treatment, all consistent with 

literature (Fig. 3.5a).   
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By using two different forms of clustering approaches, Gaussian Mixture 

Models (GMM) and Agglomerative Hierarchical, we are able to group ER molecules 

into six clusters based on diffusion coefficient, sub-diffusivity (or alpha value), radial 

diffusion coefficient, radius of confinement, average displacement, and duration of 

binding within a 250nm radius. Interestingly, both clustering algorithms identified a 

similar cluster of ER molecules as being most enriched in the acute E2 condition, and 

this cluster is characterized by having the lowest diffusion coefficient of all the 

clusters (Fig. 3.5b). We suspect that this fraction of ER molecules reflects the RNA 

and DNA visualization data where we see increased burst frequency during acute 

activation and thus lower mobility relative to that of chronic activation. 

Recent findings in the field have reported two distinct states with limited 

mobility. There is the chromatin bound state and a confined state42. For the bound 

state, there will be heterogeneity in residence times due to variation in response 

elements with different motif strengths. On the other hand, the confined state will 

contain heterogeneity in effective binding affinities due to IDR-mediated protein-

protein interactions. Hence, both follow a power law distribution in their dwell times. 

The difference is that the dwell time of components in the confined population is 

much longer than that of the bound population because of the high local 

concentration of transcription factors at specific genomic sites that results in a greater 

number of interacting partners. ER is known to have an intrinsically disordered region 

(IDR), and capable of forming phase-separated protein-protein interactions. If the 

acute-specific ER cluster reflects the DNA bound fraction, it should be the most 

restricted in motion while bound and then be freed when unbound. However, our 
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SMT data shows that although that population of molecules has the lowest diffusion 

coefficient, it varies in sub-diffusivity as reflected by the range in alpha we observe. 

Instead, we propose that this fraction of ER molecules is retained in a phase 

separated condensate localized at ER-dependent genomic sites, and that lowest 

diffusion we witness is an indication of a densely concentrated condensate. 

To further test the hypothesis that our acute-specific ER cluster is held in a 

condensate at specific genomic loci during transcription activation, we have treated 

our endogenously tagged ER cell lines with 1,6-hexandiol, a compound known to 

disrupt phase-separated structures. Strikingly, we observe that we have a loss in our 

restricted fraction of ER molecules during 1,6-hexandiol treatment that is only 

observed during acute E2 treatment (Fig. 3.5c). This would suggest that the 1,6-

hexandiol effectively disrupted our hypothesized condensate at ER-dependent 

genomic sites, which has resulted in our acute-specific ER cluster to no longer be 

restricted in motion. Together, our data suggests that during a transcriptional burst, 

the DNA along with its associated factors are restricted and stabilized in a 

condensate to allow for activation. That phenomenon is especially evident in the 

acute phase following estrogen stimulation, where we observe an increase in burst 

frequency as well as an enrichment in the confined fraction of ER molecules. 

3.3 Discussion 

The phenomenon of burst transcription has been previously witnessed and 

reported in various model systems ranging from Drosophila to mammalian cells. 

Insight into DNA motion and dynamics during transcription activation has also been 

discussed. However, very little has been reported and is known regarding the precise 
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kinetics of DNA motion relative to transcriptional bursting. Here, we provide evidence 

that DNA motion is restricted during a transcriptional burst, and that restriction is 

released following transcription activation.  

A previous publication found that activation of a gene or enhancer resulted in 

increased mobility of DNA. Unfortunately, that article only performed DNA 

visualization and thus is not able to further examine and distinguish the kinetics of 

DNA movement in response to a general activation following a developmental signal 

versus transcription activation. When examining DNA kinetics alone, we also observe 

that same phenomenon of increased mobility upon transcription activation, when 

induced by estrogen treatment. Of course, without pairing DNA visualization with live 

RNA bursting, it is reasonable to conclude that transcription activation results in 

increased DNA mobility. However, when we do dual visualization of DNA + RNA of 

our estrogen dependent NRIP1 locus, we are able to find that mobility is increased 

following a burst, and that while the gene is transcriptionally bursting, the DNA is 

actually less mobile. One may suspect that difference in mobility between burst and 

post-burst intervals to be easily masked by the greater difference one may expect in 

mobility between overall active versus inactive states of a cell. And that is exactly 

what we notice in our DNA visualization data, where we see a significant increase in 

displacement following estrogen stimulation in general. However, what is not 

expected is that further increase in mobility during the chronic phase of estrogen 

treatment. The DNA + RNA dual visualization data helps elucidate that phenomenon. 

We know from our RNA burst data that burst frequency significantly increases during 

the acute phase immediately following estrogen treatment. That would suggest that 
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the DNA is maintained in that low mobility state for longer periods of time compared 

to the DNA that is in the chronic phase when bursting is sustained at a lower 

frequency. Together, we find that not only is burst frequency higher during the acute 

phase of estrogen stimulation, but that frequency is reflected in the DNA dynamics. 

We propose that the restricted mobility in DNA we witness during burst 

activation may be explained by its retention in a condensate or transcriptional hub. 

The existence of a condensate or transcription hub at the gene-enhancer locus is not 

foreign to the field. Recent findings have reported that homotypic and heterotypic 

interactions exist between low complexity domains (LCDs), and such interactions are 

suspected to transiently enrich transcription factors, possibly in the vicinity of target 

enhancers, to increase factor occupancy at target loci. This transient concentration of 

factors at a hub locally may play a critical role in the coordination of gene activation in 

defined spatiotemporal patterns. Various subnuclear organelles have been reported 

to functionally impact transcriptional activity, and SC35 in particular show striking 

DNA and RNA immuno-FISH results that suggest colocalization to its periphery upon 

estrogen stimulation. We are able to replicate that result live through RNA 

visualization, where we see an induced proximity to SC35 in the acute phase relative 

to the chronic condition. We suspect that increase in proximity to SC35 is functionally 

important in the transient retention of our DNA during burst activation, to allow for 

concentration of essential transcription factors and coactivators for transcription to 

occur. Once the burst is over, the DNA is free to scan for its next burst event. That 

induced proximity during the acute phase in particular helps explain the higher burst 

frequency we witness in our RNA visualization data and the decreased mobility of 
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DNA in the acute phase relative to the chronic phase. Though, this model relative to 

SC35 granules does not completely explain the conclusions in current literature 

where it has been reported that the concentration of factors required for transcription 

regulation occurs in a hub of around 300-400nm. SC35 granules are too big to fit that 

profile. Thus, we suspect there to be multiple orders of organization and restriction. 

We propose that although we have localization of our gene loci to SC35 granules, 

that localization may still be less restrictive than, for example, retention in a de novo 

condensate comprised of transcription factors and coactivators such as MED1, 

BRD4, P300, and Pol II, all of which have been reported to exist in phase-separated 

structures36,43-46. 

Finally, we are able to identify a unique cluster of ER molecules specific to the 

acute phase of ER activation via SMT to further support the hypothesis of retention in 

a condensate during transcription regulation. ER is known to have an intrinsically 

disordered region (IDR), and capable of forming phase-separated protein-protein 

interactions. If this cluster of ER molecules is the bound fraction resulting in 

transcription activation, then we should observe the highest restriction due to direct 

binding to DNA. Instead, we see variable restricted motion with the lowest diffusion 

coefficient, suggesting that this fraction of acute-specific ER molecules is in a 

confined state interacting with a high concentration of factors, thus resulting in its low 

mobility. Thus, we suspect that cluster of ER molecules to be the molecules retained 

in a condensate during transcription activation and are confined to the DNA locus to 

trigger burst activation. This fraction of ER molecules is immediately lost upon 1,6-

hexandiol treatment, a compound known to disrupt phase-separated condensates. 
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This evidence supports the notion that the DNA is restricted in mobility during 

transcription activation and is retained in a phase-separated condensate that allows 

for recruitment and concentration of essential factors that trigger a burst.  

3.4 Future directions 

Because we propose that transcription activation occurs in a condensate 

where the DNA motion is restricted and that essential transcription factors and 

coactivators are retained and concentrated within the hub, we are curious to find 

whether there are various levels of organization and hub formation. We currently 

observe a shift towards SC35 during acute activation relative to chronic induction. 

Because we do not have three color visualization of DNA + RNA + SC35, we are 

unable to determine if the DNA is still at an induced proximity when the gene is off. If 

that induced proximity is retained, then that would suggest that a shift towards the 

periphery of SC35 is only a general trend during estrogen stimulation. Even when the 

target locus is off and scanning for its next burst activation, it remains close to SC35. 

That would indicate that retention at a SC35 granule is a higher level of organization 

than, for example, retention at a hub specific to the burst event.  

Evidence for the interaction of multiple transcriptional regulatory and 

responsive elements at hubs of clustered transcriptional activators is observed by 

several additional studies, which showed the formation of nuclear puncta consisting 

of transcriptional co-activators such as BRD4 and MED136,46-47. In our endogenously 

tagged MED1 cell lines, we too witness punctate foci consistent with what has been 

reported in literature. Our next step will be to develop three color visualization of not 

only our DNA + RNA + SC35 but also DNA + RNA + MED1 and any other potential 
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transcription factors such as BRD4 and P300 that could functionally be involved in 

the formation of a condensate at gene locus de novo to orchestrate transcription 

activation. 
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3.4 Figures 
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Figure 3.1. Schematic of RNA visualization technique. a. RNA visualization via 

stable integration of 24xMS2 hairpin repeats at target locus using HDR donor plasmid 

integration strategy for efficient tagging of gene transcript 3’ UTR region. b. DNA-

FISH validation of E2-induced NRIP1 24xMS2 tagged RNA transcript using a gridded 

slide alignment and overlay technique.   
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Figure 3.2. 
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Figure 2.1. RNA visualization of transcriptional bursting. a. RNA visualization of 

NRIP1 locus reveals median ON duration of transcription bursts to be 9.2minutes. b. 

Long-term overnight timelapses reveal 3 phases of burst dynamics: 0-20min for pre-

acute, 20-140min for acute, and 140min+ for chronic. We observe an increased burst 

frequency during the acute phase, and a sustained lower frequency in the chronic. c. 

There is an increase in OFF duration during the chronic phase relative to the acute 

phase. (* = p<0.05, ** = p<0.01, *** = p<0.001, **** = p<0.0001)  
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Figure 3.3. DNA RNA dual visualization of mobility relative to transcriptional 

bursting. a. Schematic of DNA visualization of NRIP1 locus via 144xCuO array 

knock-in at target loci using integrase technology. b. Single clonal lines with stable 

CymR expression in either mTurquoise2, mKate2, or Halo, demonstrating 

homogenous, robust punctate signal of DNA-tagged NRIP1 locus. c. Displacement of 

NRIP1 tracks of minus E2 versus plus E2 treated MCF7 cells imaged at 12s intervals. 

We observe a statical significant increase in mobility following estrogen stimulation, 

evaluated with a paired T-test. d. 12s movies reveal an increase in mobility not only 

from minus to plus E2, but a further increase in mobility in the chronic state, when 

divided into defined minus, 20-140min acute, and 140min+ chronic intervals. e. DNA 

and RNA dual visualization, taken at 12s intervals, show a statistically significant 

decrease in mobility during transcriptional bursting. (* = p<0.05, ** = p<0.01, *** = 

p<0.001, **** = p<0.0001) 
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Figure 3.3 
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Figure 3.4. Acute versus chronic dynamics localized at subnuclear structures. 

a. Three-color immuno-DNA FISH of TFF1 relative to SC35 and Matrin3 network 

show colocalization. b. Cumulative distribution of the distance of TFF1 to the 

periphery of SC35 and Matrin during minus E2, acute E2, and chronic E2 states, 

based on immuno-DNA FISH. c. Cumulative distribution of the distance of NRIP1 to 

the periphery of SC35 and Matrin during acute E2 and chronic E2 states, based on 

immuno-DNA FISH. d. Cumulative distribution of the distance of TFF1 to the 

periphery of SC35 during acute E2 and chronic E2 states, based on immuno-RNA 

FISH. e. Three-color, live cell RNA visualization of 24xMS2 tagged NRIP1 locus 

relative to SC35 during acute and chronic phase post estrogen treatment reveals 

induced proximity to SC35 during the acute phase.  
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Figure 3.4.  
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Figure 3.5. Biophysical insight into transcription dynamics via single molecule 

tracking. a. Still frame of a single molecule tracking movie acquired at 5ms 

exposures of endogenously Halo-tagged ERα. b. Gaussian Mixture Models (GMM) 

and Agglomerative Hierarchical clustering methodologies to help group ER molecules 

into six clusters based on defined parameters. Both algorithems identified a similar 

cluster of acute-specific ER molecules characterized by the lowest diffusion 

coefficient of all the clusters. c. 1,6-hexandiol treatment shows loss of acute-specific 

E2 population of restricted molecules. 
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Figure 3.5. 
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Chapter 4: Phase separation of ligand-activated enhancers licenses 

cooperative chromosomal enhancer assembly 

4.1 Abstract 

A crucial feature of differentiated cells is the rapid activation of enhancer 

driven transcriptional programs in response to signals. The potential contributions of 

physicochemical properties of enhancer assembly in signaling events remain poorly 

understood. Here, we report that in human breast cancer cells, the acute 17β-

estradiol (E2)-dependent activation of functional enhancers requires assembly of an 

eRNA-dependent ribonucleoprotein (eRNP) complex exhibiting properties of phase 

separated condensates. Unexpectedly, while acute ligand-dependent assembly of 

eRNPs resulted in enhancer activation sensitive to chemical disruption of phase 

separation, chronically activated enhancers proved resistant to such disruption, with 

progressive maturation of eRNPs to a more gel-like state. Acute, but not chronic, 

stimulation resulted in ligand-induced, condensin-dependent changes in spatial 

chromatin conformation based on homotypic enhancer association, resulting in 

cooperative enhancer activation events. Thus, distinct physicochemical properties of 

eRNP condensates on enhancers serve as determinants of rapid ligand-dependent 

alterations in chromosomal architecture and cooperative enhancer activation. 

4.2 Background 

Enhancers serve as critical regulatory elements for transcriptional programs by 

directing development, homeostasis, and disease states1,2. Clusters of enhancers 

located within a relatively small genomic region, known as super-enhancers3,4 or 

stretch enhancers5, exhibit more regulatory potential than individual enhancers by 
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acting in a cooperative fashion6-8. The underlying mechanism for the enhancer 

function and cooperativity of super-enhancers has been proposed to be the physical 

process of liquid-liquid phase separation (LLPS)9,10. LLPS is characterized by 

spontaneous demixing of a homogenous solution into two phases of high and low 

concentrations, and has been attributed to the assembly of several membraneless 

organelles11-13. In support of this model, intrinsically disordered regions (IDR) of 

transcriptional cofactors associated with clustered enhancers in embryonic stem cells 

(ESC) are capable of liquid phase condensation at active super-enhancers14,15. Key 

tissue-specific transcription factors also undergo phase separation in vitro and 

condensate formation in vivo on super enhancers16. Recent studies have also linked 

low complexity (LC) activation domains of transcription factors, co-factors, and RNA 

Polymerase II, with gene regulation17-21.   

Other characteristics of enhancers that may be explained by LLPS model of 

enhancer assembly are the extent and rapidity of their response to specific signals. 

For example, 17β-estradiol (E2) can coordinate genome-wide transcriptional 

programs through acute, signal-induced activation of enhancers that exhibit minimal 

basal activity22,23. In response to E2, robust enhancers bound to estrogen receptor α 

(ERα) transcribe high levels of enhancer-RNAs (eRNAs)23-26, which are a class of 

long noncoding RNA transcribed from the core of functionally active enhancers27,28. A 

key feature of the most robust E2 responsive enhancers is the recruitment of an ERα-

dependent, megadaltonscale protein complex, referred to as the MegaTrans 

complex25. This complex is characterized by trans-recruitment of DNA-binding 

transcription factors such as GATA3, RARα/γ, AP2γ, c-Jun, cFos, STAT1, FOXA1; 
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and enzymatic machinery including DNA-Dependent Protein Kinase (DNAPK). 

Interestingly, many components of this complex harbor IDRs, consistent with the 

overrepresentation of low complexity sequences in the activation domains of 

transcription factors29,30. The resulting high local concentration of eRNA together with 

a complex composed of several transcription factors would appear to provide a 

conducive microenvironment for the assembly of eRNA-dependent ribonucleoprotein 

(eRNP) condensates that effectively regulate signal inducible transcription.   

Assembly of transcription machinery as biomolecular condensates on most 

active enhancers raises several interesting questions. For example, is there a 

distinction in the biophysical properties of the transcription complex condensates 

assembled at enhancers with respect to the duration of ligand and/or signal 

activation? Do phase-separated condensates facilitate alterations of 3dimensional 

chromosomal architecture? What is the functional implication of this process in signal 

induced transcriptional programs?  Here, we report that the most robust E2-

responsive enhancers recruit several proteins harboring IDRs that can undergo LLPS 

both in vitro and in vivo. Unexpectedly, the acutely activated enhancers, but not 

those exposed to chronic stimulation by ligand or constitutively activated enhancers, 

exhibit assembly of eRNP condensates with physicochemical properties of dynamic 

liquid droplets. The dynamic nature of eRNPs is linked to signal-induced proximity 

and cooperative activation of enhancers separated by vast genomic distances. 

4.3 Results 

MegaTrans enhancer proteins form phase-separated liquid droplets. 

Estrogen signaling activates 7,000-8,000 enhancers genome-wide, out of which 1248 
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are exceptionally active, based on eRNA transcription and regulatory potential23,25,31. 

These exceptionally active enhancers are characterized by E2-dependent recruitment 

of high levels of ERα, RNA PolII, MegaTrans components (e.g. GATA3, FOXA1, and 

AP2γ) 25,31,32, MED1 and P300 (schematics in Fig. 4.1a, Supplementary Fig. 1a, 

Supplementary Table 1), and by higher induced chromatin openness when compared 

to weak ERα-bound enhancers (Supplementary Fig. 1b). These robustly E2-activated 

enhancers are referred to here as MegaTrans enhancers. Sequence analysis of 

protein components of the complex bound to MegaTrans enhancers (termed 

MegaTrans complex) revealed that several (namely GATA3, ERα, RARA, FOXA1, 

AP2γ, SMC4), contain stretches of amino acids predicted to form intrinsically 

disordered regions (IDRs) (Supplementary Fig. 4.2a). Consistently, these MegaTrans 

components were precipitated from nuclear lysates in the presence of biotinylated 

isoxazole (b-isox), a compound known to precipitate proteins containing LC domains 

or IDRs33 (Fig. 1b). GATA3, a central component in the assembly of the MegaTrans 

complex25, harbors the highest percentage of disorder among the analyzed proteins 

(Supplementary Fig. 2a) and was consistently precipitated with the lowest 

concentration of b-isox (Fig. 4.1b).  

The presence of IDRs in MegaTrans components suggests that they may form 

phase-separated condensates. To investigate this possibility using prototypic 

MegaTrans components, we purified ERα and GATA3 as holoproteins fused to MBP 

and mixed each protein with 5% PEG, a crowding agent. Confocal microscopy 

imaging of these mixtures revealed the formation of micron-sized droplets 

(Supplementary Fig. 2b). In contrast, such droplets were not observed with MBP 
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alone under identical experimental conditions. Both GATA3 and ERα condensates 

exhibited typical characteristics of phase-separated liquid droplets, such as spherical 

aspect ratio (Supplementary Fig. 2c) and propensity to coalesce (Supplementary 

Video 1, 2).   

 To further probe the fluid properties of the condensates, we employed 

fluorescence recovery after photobleaching (FRAP)34 as a tool to study protein 

diffusion within droplets. For FRAP experiments, we used a total protein 

concentration of 7-10 μM, ~1% of which were labeled with fluorescent dyes35. Both 

GATA3-MBP and ERα-MBP droplets showed almost full recovery (≥ 90%) of 

bleached fluorescence within 100-400s, suggesting that the condensed protein 

phases are viscous liquids36 (Fig. 4.1 c, d). The difference in recovery kinetics 

between GATA3-MBP and ERα-MBP droplets (t1/2 of 100 ± 6s vs. 24 ± 2) is likely due 

to the distinct nature and strength of weak multivalent interactions37, as the two 

proteins possess very different amino acid sequences and structures. Additionally, 

when GATA3-MBP and ERα-MBP were mixed together in vitro, two-color confocal 

microscopy analysis revealed that they are enriched and coexist in a single, phase-

separated condensate, with the concentration of ERα considerably higher in the 

interior of the GATA3 droplet than at the dispersed phase (Supplementary Fig. 2d).  

 In order to examine the in vivo phase separation capability of the IDRs of 

GATA3 and ERα, we employed the optodroplet assay, a light activated system to 

study IDR mediated condensation in cells38. IDRs of both GATA3 and ERα fused to 

mCherry-Cry2 demonstrated efficient clustering and droplet formation upon blue light 

stimulation and exhibited liquid droplet fusion behavior in HEK293 cells 
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(Supplementary Fig. 2e-g and Supplementary Video 3, 4). Cry2-mCherry alone 

showed no clustering activity under the same exposure settings (Supplementary Fig. 

2e, Supplementary Video 5). These results support the notion that the IDRs of 

GATA3 and ERα are capable of forming phase separated droplets in vivo.   

Because GATA3 and ERα are robustly recruited to MegaTrans enhancers 

upon stimulation by E2, we asked whether enhancer-bound MegaTrans holoproteins 

could also undergo clustering in vivo. To visualize such clusters, we fused ERα with 

monomeric-mCherry at the N-terminus and expressed the fluorescently labeled 

protein in MCF7 cells. Live-cell imaging revealed acute assembly of nuclear ERα foci 

within 1 min after E2 treatment in ~80% of the cells (Fig. 4.1e and Supplementary 

Video 6), with an average of 121±25 distinct foci per nucleus, whereas no ERα foci 

were observed before E2 treatment. We obtained identical results using ERα labeled 

with mTurquoise, a different monomeric fluorophore (Supplementary Video 6). To 

examine the physical association of these E2-dependent ERα condensates with 

MegaTrans enhancer targets, we performed RNA FISH experiments on cells 

displaying ERα-mCherry foci. RNA FISH using probes targeting TFF1 introns, which 

is ~9 kb from the corresponding MegaTrans enhancer, appeared in close proximity to 

ERα foci (Supplementary Fig. 3.a, b). In contrast, the transcribing loci of DYRK1A, 

which does not depend on E2, appeared at a much greater distance from ERα foci 

(Supplementary Fig. 3.a, b). These data support the hypothesis that at least a subset 

of ERα foci develops in proximity to MegaTrans enhancers. We next examined the 

physical properties of ERα foci that formed after 1 h E2 treatment, with a median 

radius of ~0.96 μm. FRAP experiments revealed fluorescence recovery with half-life 
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of 15.6 ± 1.07s (Fig. 4.1f, Supplementary Fig. 3c) and apparent diffusion coefficient 

Dapp of ~0.04 μm2/s. The Dapp value is an order of magnitude lower comparable to 

previously reported in vivo FRAP data on transcription related proteins that form 

biomolecular condensates15,39, potentially reflecting the difference in the dynamics 

with which ERα binds directly to consensus motifs in chromatin.   

We next explored the possible involvement of IDRs in the function of 

MegaTrans enhancers in vivo. To probe the role of the IDR in GATA3, we expressed 

either the wild type protein or a mutant form lacking the IDR (a.a 2-250, a length 

characteristic of transcription factor IDRs) in MCF7 cells where endogenous GATA3 

had been depleted by targeting its 3ʹUTR with shRNA (Supplementary Fig. 4.3d, e). 

The E2-dependent activation of MegaTrans enhancers was then observed by 

measuring the expression of their eRNAs by qRT-PCR. We found that the loss of E2-

mediated activation of MegaTrans enhancers and their target genes was effectively 

rescued by expression of WT GATA3, but not by the mutant protein lacking the IDR 

(Fig. 4.1g, Supplementary Fig. 3f).   

Together, our data demonstrate that GATA3 and ERα, two key components 

recruited to the MegaTrans enhancers, are capable of phase separating in vitro and 

in vivo, forming functional condensates with distinct fluid dynamics at MegaTrans 

enhancer loci.  

Phase separation underlies enhanceosome assembly at acutely induced 

enhancers. The association of MegaTrans enhancers with functional phase-

separated condensates led us to wonder whether such condensates play a role in 

enhanceosome assembly and thus enhancer activity. To address this question, we 
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first examined eRNA transcription in the presence of 1,6-hexanediol (1,6-HD), an 

aliphatic alcohol that disassembles phase-separated ribonucleoprotein (RNP) 

granules and membraneless structures by disrupting weak hydrophobic 

interactions40,41. qRT-PCR analysis revealed that 1,6-HD considerably reduced E2-

induced eRNA expression from selected MegaTrans enhancers, while no effect was 

observed by the similar aliphatic alcohols 2,5-hexanediol (2,5-HD) or 1,4-butanediol 

(1,4-BD), which have minimal impact on the phase behavior of disordered 

proteins40,41 (Supplementary Fig. 4a).   

To gather genome-wide data, we performed GRO-seq analysis on MCF7 cells 

that were treated first with 1,6-HD or 2,5-HD for 5 min and then with E2 for 30 min. 

The inhibitory effect of 1,6-HD on eRNA transcription was almost exclusively limited 

to the MegaTrans enhancers, with no effects on transcription from weak ERα 

enhancers or non-ERα-bound enhancers (Fig. 4.2a), in agreement with MegaTrans 

enhancers ranking amongst the most active enhancers in E2-treated cells23,24. These 

results suggest that 1,6-HD inhibited the functional assembly of the MegaTrans 

complex. To examine whether 1,6-HD could also disrupt the function of 

preassembled MegaTrans complex, the cells were treated first with E2 for 1 hr, thus 

ensuring MegaTrans assembly25, and then with 1,6-HD for 5 minutes. This 

experimental design also resulted in specific suppression of MegaTrans-bound 

enhancer transcription (Supplementary Fig. 4b), suggesting that 1,6-HD may disrupt 

the function of fully assembled MegaTrans complex. Suppression of E2-activated 

transcription was also evident at target coding genes of MegaTrans enhancers 

(Supplementary Fig. 4c).   
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In order to examine the impact of 1,6-HD on assembly of MegaTrans on 

chromatin, we performed ChIP-seq experiments. While ERα was still effectively 

recruited to MegaTrans enhancers following 1,6-HD treatment (Fig. 4.2b), other 

MegaTrans component assembly was significantly disrupted, as evidenced by 

impairment of GATA3 and AP2γ recruitment to the complex (Fig. 4.2 c,d). Therefore, 

1,6-HD specifically disrupted the assembly of the trans-recruited complex. Similar 

results were also observed for RARα on two examined MegaTrans enhancers 

(Supplementary Fig. 4d). Western blot analysis on control and 1,6-HD-treated 

samples, both stimulated with E2, revealed no impact of these treatments on cellular 

levels of ERα, GATA3 or AP2γ (Supplementary Fig. 4e). Exposure to 1,6HD for 5 min 

also resulted in dramatic reduction in the number and signal intensity of induced ERα 

mTurquoise foci (Fig. 4.2e), suggesting that these assemblies are also disrupted in 

parallel with transcriptional impact. These results indicate that phase separation 

dependent on hydrophobic interactions plays a role in the assembly of the 

MegaTrans complex and in acute activation of E2stimulated enhancers.  

 The inferred involvement of phase separation with MegaTrans enhancers 

suggests the possibility that 1,6-HD sensitivity and LLPS are general properties of 

rapidly induced, signal-dependent enhancers. To test this hypothesis, we examined 

two other signaling programs that induce rapid activation of enhancers upon 

stimulation: TNFα-mediated activation of NF-kB–bound enhancers in MCF7 cells42 

and Kdo2-lipid A (KLA)–stimulated Tlr-4 enhancers in mouse macrophage 

RAW264.7 cells43. TNFα-induced activation of NF-kB–dependent enhancers in MCF7 

cells was sensitive to 1,6-HD, which affected only the most active NF-kB–dependent 
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enhancers, with no effects on other enhancers, including those regulated by E2-

stimulation (Fig. 4.2f). Similarly, the rapid, KLA-mediated activation of potent 

enhancers in mouse macrophage RAW264.7 cells was abrogated by treatment with 

1,6-HD (Fig. 4.2g). Interestingly, eRNA transcription from other robust enhancers that 

are basally active was actually elevated in response to 1,6-HD (Fig. 2a, f, g and 

Supplementary Fig. 4b, third group in each panel). Together, these data reveal that 

the initial, signal-dependent nucleation of enhanceosome complexes on potent, 

acutely activated enhancers, but not on basally active enhancers, represents an 

assembly process that is sensitive to 1,6-HD and thus likely driven by phase 

separation.  

Phase separation underlies long-distance interactions and cooperative 

activation of acutely induced enhancers. Since phase-separated condensates are 

prone to interacting through coalescence44,45, we asked whether the putative phase 

separation events affecting MegaTrans enhancers might promote spatial interactions 

between those enhancers. We investigated E2-induced changes in chromosomal 

architecture by examining potential long-range intra-chromosomal interactions of 

enhancers located on human chromosome 21 (Chr.21), which harbors multiple 

MegaTrans enhancers (Fig. 4.3a). We first performed Hi-C on ERα-positive MCF7 

cells. Contact maps at 1Mb resolution with ~500 M assignable sequence reads 

revealed no effect of E2 on A/B compartments or boundaries of topologically 

associated domains (TADs) (Supplementary Fig. 5a), but suggested an enrichment 

of interactions between broad and genomically distant regions on Chr.21 

(Supplementary Fig. 5b). To study enhancer interactions with greater precision, we 
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performed 4C-seq experiments using a viewpoint on TFF1e. These experiments 

revealed E2-induced interaction between the TFF1 and the DSCAM-AS enhancer 

regions, which are separated by 1.9 Mb and located in two different TADs 

(Supplementary Fig. 5c), suggesting that homotypic long-distance interactions may 

be a feature of MegaTrans enhancers.   

 We systematically examined other E2-induced changes in chromosome 

conformation along Chr.21 using DNA-FISH to quantitate pairwise distances between 

multiple enhancer regions. E2 treatment for 50 min resulted in subtle (5–17%) but 

consistent decrease in median spatial distances between several MegaTrans 

enhancer loci on Chr.21, separated by 1.9–27 Mb, as evidenced by comparing 

cumulative distance distributions and median spatial distances (Fig. 4.3 b,c, 

Supplementary Fig. 6a,b, c and Supplementary Table 2). In contrast, no E2-induced 

proximity was observed between MegaTrans enhancers and genomic regions devoid 

of ERα binding (CP26 and TFF1, CP26 and NRIP1, in Supplementary Fig. 6c), 

suggesting that E2 specifically affects the spatial proximity of MegaTrans enhancers.   

 To examine the kinetics of such changes, we assessed the proximity of two 

regions by comparing their spatial distance to a cutoff value that depends on the 

genomic separation of those regions (Supplementary Fig. 6d and Supplementary 

Note). There was ~3 fold increase in the fraction of TFF1 and NRIP1 enhancer 

regions, separated by a genomic distance of 27Mb, reaching spatial proximity (<600 

nm) within 5 min of E2 stimulation (Fig. 4.3d). The rapid kinetics observed for E2-

induced proximity of specific ERα enhancers separated by vast genomic distances 

suggests a model of homotypic enhancer association driven by coalescence of 
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ligand-induced enhancer condensates. Our experiments also revealed an 

asynchrony of transcriptional responses within 15 min of E2 treatment, as RNA FISH 

data using intronic and exonic probes of TFF1 and NRIP1 demonstrated that only 20-

30% of cells have active transcription (intronic probe) of these genes at a given time 

point, but ~55-75% of cells showed mature transcript (exonic probe) over the 15-

minute period of stimulation (Supplementary Fig. 7a–c). This supports the notion that 

the small changes in spatial proximity could be functionally relevant and is consistent 

with the relatively lower frequency of active transcriptional events observed.     

Functional consequences of E2-induced proximity of MegaTrans 

enhancers. In order to assess the functional consequences of the E2-induced 

proximity between MegaTrans enhancers, we investigated the relationship between 

spatial proximity and transcriptional activity of their targets. The transcriptional 

activation of NRIP1, as quantified by measuring the fluorescence signal intensity of 

intronic RNA-FISH probes, was inversely related to its spatial distance from TFF1 

(Fig. 4.3e, f). A similar relationship was observed for other ERα target pairs, such as 

NRIP1DSCAM-AS1 and DOPEY2-TFF1 (Fig. 4.3f, Supplementary Fig. 7d, e and 

Supplementary Table 3), suggesting that E2-induced proximity of MegaTrans 

enhancers is correlated with cooperative activation of coding targets. To explore 

whether this induced proximity might require LLPS at the enhancers, we tested the 

impact of 1,6-HD on their spatial proximity. Indeed, 1,6-HD effectively attenuated the 

E2-induced proximity of NRIP1 and TFF1 enhancer regions (Fig. 4.3g), suggesting 

that the spatial proximity between MegaTrans enhancers depends on cooperative 
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homotypic interactions requiring eRNP complexes with the properties of phase 

separated condensates.    

Previous observations have suggested that such functionally important 

interactions between loci might involve their colocalization in subnuclear 

structures46,47. For example, enhancer and gene activation in cell lineage 

determination require interaction of a POU domain lineage-determining factor with 

the Matrin3 network48 and possibly with the interchromatin granule (ICG)46,47,49, which 

is also a phase-separated RNP condensate50,51. Accordingly, we investigated the 

relation between ICGs and MegaTrans enhancers. RNA-FISH using intronic probes 

revealed that the actively transcribed NRIP1 and TFF1 alleles associated with ICGs 

were ~3 times more active than the alleles not associated with ICGs (Supplementary 

Fig. 8a, b). Moreover, the transcriptional robustness of NRIP1 was significantly higher 

when both NRIP1 and TFF1 were associated with the same ICG (Supplementary Fig. 

8c, d), suggesting that association through ICGs may facilitate the cooperative 

activation of MegaTrans enhancers. Interestingly, knockdown of SRSF1 or U2AF1 

(Supplementary Fig. 8e), two ICG-associated splicing proteins52,53, resulted in 

attenuated transcription of eRNAs from MegaTrans enhancers (Supplementary Fig. 

8f, g). Next, we evaluated the association of E2induced ERα foci with ICGs by co-

expressing SC35 (SRSF2)-RFP and ERα-mTurquoise in MCF7 cells and inducing 

the formation of ERα foci by E2 stimulation. Microscopic analysis revealed that, 

among the observed ERα condensates, ~80% were located within 400nm of an ICG 

(Fig. 4.3h and Supplementary Fig. 8h), providing evidence for the spatial proximity of 

E2 induced ERα foci and MegaTrans enhancers with ICGs.   
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These results indicate that phase separation events at enhancers, coupled 

with proximity to ICG condensates, underlie E2-induced alterations to chromosomal 

architecture and cooperative activation of distant MegaTrans enhancer loci.  

eRNA and condensin recruitment are required for E2-induced MegaTrans 

enhancer proximity. A key feature of active regulatory enhancers, as exemplified by 

E2-stimulated enhancers, is production of eRNAs that are functionally important for 

target gene regulation23,28,54,55. Because a large proportion of phase separated 

biomolecular condensates are assembled as RNP complexes13,51,56, we asked 

whether the observed phase separation events at MegaTrans enhancers involve the 

formation of eRNA-containing RNPs. To test whether MegaTrans eRNAs affect the 

assembly of MegaTrans components, we performed ChIP experiments in E2-treated 

cells after knocking down TFF1e eRNA with an antisense oligonucleotide (ASO) 

(Supplementary Fig. 9a). Depletion of TFF1e eRNA abolished recruitment of 

MegaTrans components GATA3, RARα, and AP2γ to TFF1 enhancer region in 

response to E2, with no impact on the primary transcription factor, ERα (Fig 4.4a). 

This result is reminiscent of the disruption of the assembly of trans-recruited 

MegaTrans components, but not direct DNA binding of ERα, by 1,6-HD (Fig. 4.2 

b,c,d) and supports a role for eRNAs in recruiting MegaTrans components. Moreover, 

E2 stimulation of the eRNAdepleted cells failed to induce proximity between the 

NRIP1 and TFF1 regulatory regions (Fig. 4.4b and Supplementary Fig. 9b), 

suggesting that MegaTrans eRNAs are also required for E2-induced proximity of 

MegaTrans enhancers.   
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To test whether eRNAs affect MegaTrans enhancers by altering the properties 

of phase-separated protein droplets, we mixed in vitro transcribed, fluorescently 

labeled TFF1e eRNA with purified ERα-MBP or GATA3-MBP fusion proteins, in the 

presence of 5% PEG and 200 mM NaCl. FRAP experiments revealed that TFF1e 

eRNA, but not control RNA, shortened the recovery time (t1/2) of GATA3-MBP fusion 

protein droplets by ~50% (100±6s to 52±6s, comparable bleaching ROI) (Fig. 4.4c, 

Supplementary Fig. 9c, d). FRAP kinetics for ERα-MBP droplets also was reduced in 

the similar conditions (Fig. 4.4d, Supplementary Fig. 9e). These results suggest that 

the diffusion properties of phase-separated MegaTrans components are specifically 

affected by eRNAs transcribed from MegaTrans enhancers.  

To further elucidate the interplay between eRNAs and MegaTrans enhancers, 

we directed our attention to condensins. This choice was motivated by previous 

report that both condensin I and II complexes, but not cohesin, are robustly recruited 

to ERα enhancers in an E2-dependent manner in interphase MCF7 cells31. Here, 

analysis of ChIP-Seq data revealed a strong E2-dependent recruitment of both 

NCAPG (a condensin I subunit) and NACAPH2 (a condensin II subunit) to 

MegaTrans enhancers, but only minimal recruitment to weak ERα-bound enhancers, 

non-ERα-bound enhancers (Supplementary Fig. 9f). Moreover, ChIP of condensin 

components following depletion of eRNAs from TFF1 and NRIP1 enhancers 

(Supplementary Fig. 9g) significantly reduced the recruitment of NCAPG and 

NCAPH2 to those enhancers (Fig. 4.4e), indicating that their recruitment to the 

MegaTrans enhancers is eRNA-dependent. Thus we asked whether condensins 

might serve as components of a phase-separated eRNP complex that induces 
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proximity of MegaTrans enhancers upon E2 stimulation. Interestingly, SMC4, a 

component of the condensin complex, harbors an evolutionarily conserved IDR at its 

N-terminus (Supplementary Fig. 2a) and was precipitated by biotinylated isoxazole 

(Fig. 4.1b), supporting the potential participation of the condensin complex in phase 

separation events at MegaTrans enhancers. Moreover, following depletion of NCAPG 

or NCAPH2 (Supplementary Fig. 9h), FISH analysis revealed a significant reduction 

in E2-induced proximity between NRIP1e and TFF1e (Fig. 4.4f and Supplementary 

Fig. 9i). In contrast, depletion of cohesin subunit RAD21 produced only minimal 

effects (Fig. 4.4f and Supplementary Fig. 9i), suggesting that selective condensin 

recruitment to MegaTrans enhancers may be required for longdistance homotypic 

association. These results are consistent with the recently established ability of 

condensin to multimerize57. Furthermore, analysis of previously reported GRO-seq 

data after depletion of either NCAPG or NCAPD331 revealed that eRNA synthesis 

was specifically reduced at MegaTrans enhancers (Fig. 4.4g), suggesting a feed-

forward effect of condensins on eRNA expression. Thus, in addition to their known 

roles in mitosis and meiosis58, gene regulation59-61, and chromatin architecture61,62, 

condensins also appear to facilitate long-distance homotypic enhancer association 

and cooperative activation of eRNP complexes at robust E2-regulated enhancers.   

Chronic stimulation by E2 alters visco-elastic properties of MegaTrans 

enhancers and their effects on chromosomal architecture. The observation that 

disruption of transcription by 1,6-HD was restricted to signal-induced enhancers and 

did not affect constitutively active enhancers (Fig. 4.2 a, f, g and Supplementary Fig. 

4b, third group in each panel) suggested a possible distinction in physicochemical 
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properties between acutely and chronically activated enhancers. To investigate this 

possibility, we reasoned that continuous stimulation of MegaTrans enhancers by E2 

for a prolonged period of time might impart those enhancers with biophysical 

properties resembling those of RNP complexes at constitutively active enhancers. 

We thus chronically activated MCF7 cells by culturing them in E2-containing medium 

for 14-16 hrs. GRO-seq meta-analysis of cells treated with 2,5-HD or 1,6-HD after 

prolonged treatment with E2 indicated that the active MegaTrans enhancers were no 

longer sensitive to 1,6-HD (Fig. 4.5a). Thus, chronic enhancer activation would 

appear to alter the biophysical properties of eRNPs at MegaTrans enhancers, 

compared to acute activation. These data, along with the lack of impact of 1,6-HD on 

constitutively active enhancers, also argue against an indiscriminate inhibition of 

transcription by 1,6-HD.   

ChIP assays revealed a comparable level of recruitment of MegaTrans 

component RARα at TFF1e and NRIP1e enhancers after short-term (30 min) and 

long-term (14h) E2 treatment (Supplementary Fig 10a). In contrast, GRO-seq data 

revealed that the level of induction of E2 target genes by chronic E2 treatment, 

although significantly higher than basal level, was lower than the induction by acute 

treatment of the ligand (Supplementary Fig. 10b). This suggests that 1,6-

HDinsensitive MegaTrans assembly was not as transcriptionally competent as the 

complex assembled upon acute stimulation. To test the ligand responsiveness of 

complexes after long-term treatment, we treated the 14 hrs E2-stimulated cells with 

one more dose of E2 for 1hr. GRO-seq analysis between these two conditions 

revealed only minor differences in the transcription level (Supplementary Fig. 10c). 
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These data further support the idea that MegaTrans enhancers after long-term 

activation are not as transcriptionally competent as short-term activated enhancers.   

This finding motivated us to explore the effects of prolonged E2 stimulation on 

the biophysical properties of eRNP assembly. We induced ERα-Turquoise foci in 

MCF7 cells by short-term (30 min) and long-term (16 hrs) treatment with E2. FRAP 

analysis revealed a significantly slower recovery of photo-bleached foci after long-

term treatment in comparison to short-term treatment with E2 (Fig. 4.5b and 

Supplementary Fig. 10d). The time constants derived from these two conditions were 

also significantly different (Fig. 4.5c), suggesting distinct physicochemical properties 

imparted by different activation regimen. We further examined the distinction between 

acute and chronic phase separation events in vitro by mixing GATA3, ERα, and in 

vitro transcribed TFF1e eRNA. The FRAP kinetics of the resulting droplets were then 

measured at 5 min, 90 min, and 180 min after the assembly. Consistent with the in 

vivo observations, the rapid FRAP kinetics observed upon immediate droplet 

formation of this ternary mixture in vitro was diminished at 90 min and dramatically 

slowed at 180 min (Fig. 4.5d). In addition, immediately assembled droplets were 

more sensitive to 1,6-HD when compared to the mature droplets (Supplementary Fig. 

10e). These data are consistent with an alteration in the visco-elastic properties of 

eRNP condensates at MegaTans enhancers after long-term E2 treatment and 

support a model in which the eRNP complex progressively transitions from a fluid to 

a more viscous gel-like or solid state.   

We asked whether chronic E2 stimulation might also affect induced enhancer 

proximity observed after acute stimulation. We determined the spatial proximity of 
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MegaTrans enhancer loci using DNA FISH probes targeting two different enhancer 

pairs, TFF1e/NRIP1e and TIAM1e/DSCR3e. We found that the spatial proximity 

observed after 50 min of E2 treatment was no longer observed after 16 hrs treatment 

(Fig. 4.5e), indicating that chronic activation abolishes E2-induced proximity of 

MegaTrans enhancers. This is consistent with the GRO-seq data indicating the 

attenuated transcriptional response after long-term E2 stimulation (Supplementary 

Fig. 10c).   

These data indicate the importance of the physicochemical properties of 

MegaTrans condensates in the functional behavior of ERα enhancers, highlighting 

the distinction between acute and chronic E2 stimulation with respect to 

transcriptional activation and chromosomal architecture.  

4.4 Discussion 

Here, we provide evidence that acute enhancer activation by E2 ligand and 

other signaling pathways results in eRNA-mediated RNP assembly displaying 

properties of phase-separated condensates at the most robust ERα enhancers. This 

assembly is apparently required for cooperative activation of these enhancers based 

on homotypic enhancer interactions spanning multiple TADs, altering chromosomal 

architecture. It has recently been discovered that phase separated condensates can 

exert forces on their associated chromatin, causing two distal telomere loci to be 

brought into close proximity45. We propose that the strongest Mega-Trans enhancers 

such as NRIP1e and TFF1e can bring their genomic loci into proximity with other 

Mega-Trans enhancers using a similar mechanism. Optimal cooperative activation of 

these enhancers is further augmented by the ability of the enhancer loci to interact 
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with ICGs, which are also membraneless RNP condensates50,51 (Supplementary Fig. 

8a,b), thereby potentially increasing local cofactor concentration and retention time. 

The observed effect of 1,6-HD on disruption of ligand-induced MegaTrans enhancer 

proximity and activation strongly suggests that the MegaTrans eRNP complex is also 

a condensate organized by hydrophobic interactions.   

A striking observation in this context is that constitutively active enhancers or 

MegaTrans enhancers chronically stimulated by E2 did not show comparable 

sensitivity to inhibition by 1,6-HD. This reduced sensitivity is consistent with less 

dynamic ERα foci in vivo and eRNP condensates in vitro after prolonged stimulation, 

suggesting an “ageing” mechanism that is reminiscent of the time- and concentration-

dependent physicochemical transition observed with RNA-binding proteins63,64. The 

consequence of such an altered state is that chronically stimulated enhancers no 

longer exhibit ligand-induced spatial proximity and cooperativity across the 

chromosome. At a functional level, these enhancers are transcriptionally less active, 

compared to the acutely activated state, and are not responsive to further stimulation.   

Drawing a parallel from recent findings on the surface tension driven 

coalescence of genomic loci45, we speculate that the physical force driving the long-

distance signal-induced enhancer proximity is the liquid surface tension of the 

MegaTrans condensates, a property that might be lost as condensates undergo 

transition to a more solid and less dynamic state over time. Interestingly, the liquid-to-

solid transition of the RNA-binding protein FUS has been compared to the process of 

protein crystallization, whereby the metastable liquid phase triggers nucleation of a 

higher order assembly64. We also consider the possibility of a conformational 
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transition or the sampling of different conformations and interactions of the protein 

and RNA components over time. We therefore propose that ligand-activated, newly 

formed eRNP structures behave as metastable liquid droplets, governed by weak 

protein-protein, RNA-RNA, and protein-RNA interactions, which, upon prolonged 

activation, may mature to a thermodynamically favorable, less fluid, “hydrogel-like” 

state33,63-65(Fig. 4.6).  

An issue that has remained unresolved is how eRNAs might alter the physical 

properties of condensates assembled on enhancers.  Intriguingly, in addition to its 

requirement for full assembly of MegaTrans enhancers, we have found that eRNA 

promotes a more dynamic liquid-like state in GATA3 condensates in vitro (Fig. 4c). 

We propose that this eRNA-dependent increase in fluidity may assist in the 

coalescence of phase separated enhancer condensates, not only across multiple 

TADs, but also with subnuclear structures such as ICGs. In summary, our model 

(Figure 6) features temporal changes for the physicochemical properties of ligand-

dependent MegaTrans eRNP condensates: at first, these condensates exhibit 

dynamic cooperative spatial association, capable of altering chromosomal 

architecture at a global level, but they eventually solidify into independent, auto-

regulatory transcriptional crucibles that have lost homotypic interaction properties. 
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4.5 Figures 

Figure 4.1. Acutely active E2-responsive MegaTrans enhancers concentrate a 

protein complex that can undergo phase transition. a. Schematic representation 

of the ERα/MegaTrans complex recruited to E2-activated enhancers, which transcribe 

eRNAs and recruit the condensinI/II complexes. b. Western blot analyses showing 

that ERα, several MegaTrans components and condensin component SMC4 are 

precipitated by biotinylated isoxazole (b-isoxazole). FUS and GAPDH are used as a 

positive and negative control, respectively. c,d. FRAP data on phase-separated 

droplet formed in vitro by purified recombinant GATA3-MBP (c) and ERα-MBP (d). 

Top, charts show individual data points represented by dots, lines represent fitting to 

an exponential model to estimate the half-time of recovery. Bottom, representative 

images of in vitro droplets before and after photobleaching. e. Fluorescence 

microscopy images of a representative nucleus from MCF7 cells transfected with 

ERα-mCherry, before (-E2) or after (+E2, 5 or 15 minutes) E2 treatment f. Mean 

intensity and photobleaching-normalized fluorescence of ERα-mTurquoise foci in E2 

treated MCF7 cells relative to pre-bleaching signal. Error bars represent S.E.M. of n 

≥10 cells per time point. g. Levels of eRNA from indicated enhancers, measured by 

RT-PCR, from MCF7 cells depleted of endogenous GATA3 and expressing either 

WT or IDR-deleted GATA3 (GATA3-IDR mut), after 1h E2 stimulation. shCTL 

indicates non-targeting control shRNA. The IDR (aa 2-250) is shown in schematics 

on top. Results are shown as individual data points (circles), mean ± s.d (lines). P-

value calculated with unpaired Student’s t-test. Data are representative of three 

independent experiments.   
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Figure 4.2. Effect of phase-separation inhibition on acute enhancer 

transcriptional activation a. Meta-analysis of genome-wide GRO-seq data for 

enhancer activity in cells treated with 2,5-HD or 1,6-HD and E2. Enhancers are 

classified as MegaTrans, weak ERα, and non ERα-bound enhancers  b-d. Meta-

analysis of ChIP-seq data representing the effect of 1,6-HD on chromatin recruitment 

of ERα (b), AP2γ (c) and GATA3 (d) on MegaTrans enhancers. e. Left, 

representative fluorescence microscopy images from MCF7 cells expressing ERα-

Turquoise, showing loss of E2-induced ERα foci upon 1,6-HD treatment. Right, 

quantification of foci number and intensity upon 1,6-HD treatment. Foci number data 

are shown in bar graphs, as mean and S.E.M. of n=3 cells. Foci intensity data are 

shown as box plots, in which boxes represent interquartile ranges (IQRs); whisker 

represents points in lower and upper quartiles within 1.5 IQR from lower and upper 

edges of IQR. The data are for n= 539, 446, and 436 ER foci for pre-, post-2 minute, 

and post-4 minute 1,6-HD timepoints, respectively. P-value calculated with two-tailed 

z-test. f. Meta-analysis of GRO-seq data showing impact of 1,6-HD on TNFα (1hr) 

activation of p65-bound enhancers in MCF7 cells g. Meta-analysis of GRO-seq data 

showing impact of 1,6-HD on KLA-stimulated (30min) enhancers in RAW264.7 cells.  
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Figure 4.3. Rapid ligand-induced interactions between distant MegaTrans 

enhancers. a. Schematic diagram of human Chr.21 showing enhancers with the 

highest levels of ERα binding and transcriptional activation in MCF7 cells following 1 

hr E2 stimulation25,31. Active transcription units are listed below. b. Representative 

DNA FISH images showing the E2 induced proximity of indicated MegaTrans 

enhancer loci. Arrowhead points to the pair of loci in proximity. The TFF1 and 

DSCAM-AS1 loci are aneuploid in MCF7 cells, hence >2 FISH signals. c. Cumulative 

distribution of distances between indicated MegaTrans enhancers, with and without 

E2 stimulation. Data pooled from >200 nuclei from at least two independent 

experiments. P-values were calculated using the Kolmogorov Smirnov test. d. Time 

course quantifying the fold changes in fractions of TFF1/NRIP1 allele pairs with 

spatial separation <600 nm. Error bars are theoretical standard deviations and 

Pvalues were calculated using a bootstrap method (see Online Methods). For each 

time point, more than 650 distances were pooled from at least two independent 

experiments. e. RNA FISH using NRIP1 and TFF1 intronic mRNA probes after 15min 

of E2 treatment, showing increased transcription from NRIP1 allele in proximity to 

TFF1 (indicated by arrow) compared to a allele that is spatially distant from TIFF1 

(indicated by arrowhead) f. Quantitation of RNA FISH signal intensity in relation to 

spatial distances between three different pairs of loci: NRIP1 in relation to TFF1 and 

to DSCAM-AS1; DOPEY2 in relation to TFF1(A.U. = Arbitrary Unit). Boxes represent 

interquartile ranges (IQRs); whisker represents points in lower and upper quartiles 

within 1.5 IQR from lower and upper edges of IQR. For each pair of loci, at least 76 

data points were pooled from two independent experiments. P-values were 

calculated using Wilcoxon Rank Sum test with continuity correction. g. Cumulative 

distribution of distances between NRIP1 and TFF1 enhancers in MCF7 cells after 

50min E2 stimulation, treated with 2,5-HD or 1,6-HD. P-value calculated using 

Kolmogorov Smirnov test. h. Cumulative frequency distribution of distances between 

E2-induced ERα-Turquoise foci and SC-35-RFP (ICG marker).  
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Figure 4.4. Role of enhancer RNAs and condensins in E2 induced chromosomal 

dynamics and eRNP assembly. a. ChIP data showing effect of TFF1e eRNA 

knockdown on recruitment of ERα, GATA3, RARα and AP2γ to the TFF1e enhancer 

following E2 treatment. CTL-ASO indicates nontargeting oligo used as control. Data 

shown as individual values (circles), mean and s.d. (lines). Pvalues calculated with 

unpaired Student’s t-test. Data are representative of 3 independent experiments. b. 

Fold changes in fractions of NRIP1/TFF1 allele pairs with separation below the cutoff 

distance, showing that TFF1e eRNA knockdown abolishes E2 induced proximity 

between TFF1 and NRIP1 enhancer loci. Error bars show theoretical sample 

standard deviations and p-values were calculated using a bootstrap method (see 

Online Methods). CTL-ASO indicates non-targeting oligo used as control. c, d. FRAP 

kinetics showing effect of TFF1 eRNA (0.20 mg/ml) on GATA3-MBP (c) or ERα-MBP 

(d) fusion protein droplets in vitro. Data points shown as circles, lines represent fitting 

to an exponential model to estimate the half-time or recovery e. ChIP data showing 

effect of knocking down TFF1 eRNA or NRIP1e eRNA on recruitment of condensin II 

subunit NCAPH2 (top) or condensin I subunit NCAPG (bottom) to the TFF1e and 

NRIP1e loci. CTL-ASO indicates non-targeting oligo used as control. Data shown are 

individual values (circles), mean and s.d. (lines). P-value calculated with unpaired 

Student’s t-test. Data are representative of 3 independent experiments. f. Fractions of 

NRIP1/TFF1 allele pairs with separation below the cut off distance in cells with 

knockdown of the indicated proteins. Error bars indicate theoretical sample standard 

deviations and P-values were calculated using a bootstrap method (see Online 

Methods). For each time point, more than 290 distances were pooled from at least 

two independent experiments. g. GRO-seq analyses showing effects of knockdown 

of NCAPG (Condensin I) or NCAPD3 (Condensin II) on E2-activated enhancer 

transcription. siCTL represent scrambled oligos used as control; results are grouped 

for MegaTrans, weak ERα enhancers and non- ERα-bound enhancers.   
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Figure 4.5. Chronic stimulation with E2 causes a fluid to hydrogel-like transition 

at enhancers and prevents ligand-induced enhancer proximity. a. Box plots of 

GRO-seq analysis MCF7 cells not stimulated with E2 and not treated with 1,6-

Hexanediol (1,6-HD) or E2 stimulation for 14 hrs with or without treatment with 1,6-

HD for 5min. Central line shows median; boxes represent the 25th and 75th 

percentiles; whiskers extend 1.5× the interquartile range from the 25th and 75th 

percentiles. P-values denote statistical differences between treatment conditions. b.  

Fluorescent recovery of ERα-mTurquoise foci in MCF7 cells after short term (30 min) 

or long term (16 hrs) E2 treatment. Each point represents the mean intensity and 

photobleaching-normalized fluorescence relative to pre-bleaching signal. Error bars 

represent S.E.M. of n = at least 10 cells per time point. c. Box plots showing time 

constants of FRAP recovery of ERα-mTurquoise foci in MCF7 cells treated with E2 for 

long term (n=28) and short term (n=26). Boxes represent interquartile ranges (IQRs); 

whisker represents points in lower and upper quartiles within 1.5 IQR from lower and 

upper edges of IQR. P-value calculated with two-tailed z-test. d. FRAP analysis of in 

vitro droplets formed by a ternary mixture of GATA3-MBP (7µM), ERα-MBP (7µM) 

and TFF1 eRNA (0.20 mg/ml), incubated for 5, 90 or 180 minutes. Data show a less 

rapid fluorescence recovery with increasing time of incubation. Data points are 

represented by dots, lines represent fitting to an exponential model e. Cumulative 

distribution of distances between indicated MegaTrans enhancer pairs after short 

term (50min) and long term (16 hrs) E2 treatment, demonstrating that the E2-induced 

spatial proximity is lost upon prolonged treatment. Data pooled from >150 nuclei 

examined in two independent experiments. P-values were calculated using the 

Kolmogorov Smirnov test.   
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Figure 4.6. Model summary: MegaTrans enhancers are minimally active under 
unstimulated conditions. E2 stimulation result in ERα dependent recruitment of 
MegaTrans complex, Condensin complex and eRNA transcription, causing 
“megaloops” of these enhancers. This results in an eRNAdependent RNP (eRNP) 
assembled by phase separation. Chronic stimulation alter the physicochemical 
properties of this complex to a “gelsol state” thus making them less sensitive to 
1,6HD. Maximal enhancer activation occurs with colocalization of the enhancer on 
the ICG, apparently resulting in concentration of transcriptional machinery and 
increased transcriptional robustness of component enhancers. Association with other 
nuclear structures such as nucleolus and lamin-B represent a speculative model 
based on A/B compartments and rDNA locus in human Chr.21. 
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4.6 Methods 

Antibodies, cell culture, molecular biology procedures, sequencing 

based assays. Antibodies, cell culture, molecular biology procedures (QRT-PCR, 

ChIP-seq and analyses; in vitro transcription; run-on sequencing; vector constructs), 

bioinformatics of enhancer characterization, generation of cell lines, protein 

purification, proximity calculation using microscopy data, In-situ HiC, Hi-C data 

analysis, 4C-seq and ATAC-seq are described in detail in Supplementary Note. 

Oligos, BAC and Fosmid clones are listed in Supplementary Table 4 and 5. 

Treatment of cultured cells. Cells were cultured as described in 

supplementary note. For hexanediol treatment, cells were treated with 7.5- 8.5% 1,6-

Hexanediol (1,6-HD) (Sigma, Cat#240117), 2,5-Hexanediol (2,5-HD) (Sigma, Cat # 

H11904) or 1,4-Butanediol (1,4-HD)(Sigma, Cat#493732) in phenol-red free DMEM 

with 5% charcoal stripped FBS (White medium) for 5 minutes. The chemical was 

washed away with white medium and was incubated with estrogen (100nM) or 

vehicle, for another 30 minutes at 370C before fixing with formaldehyde (for FISH), 

collecting RNA or nucleus for GRO-seq. In E2 pretreatment experiments MCF7 cells 

were stimulated with E2 for indicated time periods followed by treatment with 2,5-HD 

or 1,6-HD for 5 min. before collecting nucleus for GRO-seq. For TNFα stimulation, 

MCF7 cells were grown as described for E2 stimulation and were treated with 8% 1,6-

HD or 2,5Hexanediol for 5 min followed by stimulation by 100nM TNFα for 30 min 

before collecting nucleus for GROseq. For KLA treatment RAW264.7 cells were 

grown in DMEM media with 10% FBS. Cells were grown in medium with 0.5% serum 
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overnight before KLA stimulation. Cells were treated with 8.5% 1,6-HD for 5 min 

before stimulation with 100nM KLA for 30min.   

Biotinylated Isoxazole-mediated precipitation. This assay was performed 

as described previously33 with following modifications. MCF7 cells cultured in Phenol 

Red free media with charcoal stripped serum was stimulated with E2 (100nM) for 50 

min. ~15 million cells were scraped off with cell lifter and washed with ice cold PBS. 

Cell pellets were resuspended in 1ml lysis buffer (20mM Tris-HCl (pH.7.4), 300mM 

NaCl, 5mM MgCl2, 1% NP40, 10%Glycerol, 20mM β-mercaptoethanol, 1x Halt 

Protease/Phosphatase inhibitor cocktail (ThermoFisher, Cat#78440), 2mM 

Ribonucleoside vanadyl complexes (Sigma, Cat#R3380), 0.1mM 

phenylmethylsulfonylfluride (PMSF), 1:20 SuperaseIn (ThermoFisher, Cat#AM2696). 

Sonicated briefly on Bioruptor Pico (30sec on, 30 sec off, 5 cycles) and incubated 

with rotation at 40C for 30 min. Protein supernatant was collected by centrifugation at 

40C, 16500 g for 15min. 5% lysates were saved for whole cell extract control and 

remaining were aliquoted equally and incubated with various concentrations (10, 30 

and 100 μM) biotinylated isoxazole (Sigma, Cat#900572) at 40C for 1hr with rotation. 

Precipitates were isolated by centrifugation at 16500g for 15 minutes at 40C. 

Supernatant was saved and pellets were washed with lysis buffer with protease and 

RNAse inhibitor. Protein was denatured by heating at 980C for 5 minutes with 

Laemmli buffer with 0.1M dithiothreitol (DTT). Western blotting was performed by 

standard protocol.  
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Protein sequence analysis. Protein sequence from Uniprot database was 

analyzed using Predictor of Natural Disordered Region (PONDR), online analysis 

software. (Version:VL3).  

In Vitro fluorescence labeling of proteins. The ERα-MBP and GATA3-MBP 

were fluorescently labeled with either Alexa488 or Alexa594 dyes (C5-maleimide 

derivative, Molecular Probes) using Cys-maleimide chemistry as described 

previously35. Both ERα (C381, C417, C447, C530) and GATA3 (C85, C183, C249, 

C375) contain four free cysteins, respectively, that were targeted for fluorescence 

labeling. The proteins containing MBP fusion tag, which lacks cysteine, and the dye 

mixtures (1:4) were incubated in 25 mM Tris buffer, 50 mM NaCl, pH 7.5 at 4 oC for 

~12 hrs. The unreacted dye was removed using a 30 KDa MWCO spin filter. The 

labeling efficiency for all samples were observed to be ≥ 50% (UV-Vis absorption 

measurements), and no additional attempt was made to purify them further, given 

that only labeled protein is observed in the fluorescence microscopy experiments. For 

control experiments with MBP-alone sample, we used the same fluorescently tagged 

proteins for fluorescence microscopy experiments. Simultaneously, we performed 

bright-field microscopy to check droplet formation. Our results revealed that MBP-

alone sample does not phase separated under similar experimental condition, which 

is consistent with a recent report17.   

Sample preparation for phase separation measurements. All of the protein 

samples were buffer exchanged in phase separation buffer (PS buffer: 25 mM 

Tris.HCl, pH 7.5 containing 200 mM NaCl) unless otherwise noted. Concentration 

measurements were performed using a NanoDrop oneC UV-Vis spectrophotometer 
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at room temperature. Variable amount of salt (NaCl) and PEG8000 were added from 

concentrated stocks as desired. For the microscopy experiments with using the MBP 

fusion proteins, the PS buffer containing either 5% or 8.75% PEG was used.   

Confocal fluorescence microscopy. The fluorescence and DIC imaging 

were performed using a Zeiss LSM 710 laser scanning confocal microscope, 

equipped with a 63x oil immersion objective (Plan-Apochromat 63x/1.4 oil DIC M27) 

and a Zeiss Primovert inverted microscope. Samples were prepared and imaged 

using tween-coated (20% v/v) Nunc Lab-Tek Chambered Coverglass (ThermoFisher 

Scientific Inc) at room temperature (22±1oC) unless otherwise noted, with ~ 1% 

labeled protein samples within the mixture of unlabeled materials. For salt induced 

phase separation of ERα and GATA3, appropriate amount of NaCl was either 

premixed in the buffer or injected into a 20 µl sample in the bulk phase while imaging 

was performed at the coverslip. Control experiments were also performed with 

injection of just buffer solutions without salt of identical volume, which produced no 

effect. All the samples were allowed to equilibrate in the chambered coverglass for 

15-30 minutes before imaging. For Alexa488-labeled samples, the excitation and 

emission wavelengths were 488 nm/503-549 nm, and for Alexa594labeled samples, 

the excitation and emission wavelengths were 595 nm/602-632 nm. Fluorescence 

recovery after photobleaching (FRAP) experiments were performed using the same 

confocal set up. The bleaching ROI was ~ 1.0 µm2 unless otherwise noted. The 

samples were bleached using either 5 or 10 iterative pulses of total time ~3.0-6.5 s 

utilizing 100% laser power. Analyses were performed using average fluorescence 

intensities from three regions of interrogation (ROI) corresponding to photobleaching, 



180 

reference, and background. The fluorescence signal of the protein droplet 

undergoing active photobleaching was corrected using the reference droplet signal to 

account for passive photobleaching during imaging. The fluorescence data were 

normalized and fitted with a two-exponential model66. Halftime of recovery was then 

obtained graphically. The images and data were analyzed using Fiji software67 and 

the FRAP curves were plotted and analyzed using origin software (OriginPro 2016).  

ERα foci formation assay. MCF7 cells were plated at 75% confluency 1 day 

prior to transfection. 0.75ug of pmCherry-ESR1 (ERα) plasmid was transfected using 

Lipofectamine 2000 (Thermo Fisher) per 24-well, and the cells were incubated in the 

transfection mixture for 6 hours. The cells were then washed and cultured in phenol-

red free DMEM white medium (Life Technologies) supplemented with 5% charcoal 

stripped FBS. Transfected cells were re-plated into glass-bottom 96-wells (MatTek) 

the following day and cultured in DMEM white medium with 5% charcoal stripped 

FBS for another 24 hours prior to imaging. Zeiss LSM 880 Airyscan was equipped 

with a CO2 regulated incubation chamber (Incubator XL S1) where the ambient 

temperature was held at 370C. mCherry was excited using laser line DPSS at 561nm 

and images were acquired in FAST Airyscan mode. Z-stack of fluorescent MCF7 

cells transfected with pmCherry-ESR1 were first imaged for 15 minutes at 5-minute 

intervals to acquire baseline readout of ERα expression. The cells were then 

immediately treated with 100nM 17β-estradiol (E2) for estrogen stimulation and 

imaged consecutively for 1 hour at 5-minute intervals. Images acquired were 

compiled, processed, and edited with ZEN software (Zeiss). Intensity thresholds were 

set manually and uniformly to display nuclear signal and minimize background noise.   
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FRAP assay and analysis in live cells. MCF7 were transfected with 

pmTurqoise2-ESR1 and prepared for microscopy in identical conditions to those of 

the ERα Foci Formation Assay, with pmTurqoise2-ESR1 being used in place of 

pmCherry-ESR1. Prior to performing FRAP, cells were either untreated, pretreated 

with 16 hours of 100nM E2, or were treated with 100nM E2 immediately prior to 

FRAP.  FRAP data for each condition was acquired over the course of approximately 

1 hour, with the results being combined for each condition as no trend was observed 

between FRAP data acquired at the beginning versus the end of the hour. FRAP was 

performed on the Zeiss LSM 880 Airyscan, under the same incubation conditions as 

before.  Bleaching of the pmTurqoise2-ESR1 signal was performed using the 405nm 

laser at maximum strength, with 2 identical size regions selected for bleaching per 

cell. Fluorescence signal was acquired through excitation using laser line Argon at 

458nm, and mTurqoise2-ESR1 intensity was acquired in ZEN Black at the bleached 

regions, a control non-bleached region of the nucleus, a control region outside of the 

cells, and over the entirety of each cell.  2 baseline images were taken 3 seconds 

apart, which was followed by approximately 0.4 seconds of bleaching, and afterwards 

an image was taken immediately and then every 3 seconds until either a total of 60 

images were acquired or the cell shifted planes dramatically.     

Analysis of in vivo FRAP data. Analysis was performed by first normalizing 

the intensity of each bleached spot’s average intensity at each time point to the 

maximum intensity of that spot at any point in the time series.  This point of maximum 

intensity was one of the baseline points, and each time point was converted to a 

proportion of the original intensity. The total intensity of each cell at each time point 
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was normalized as a proportion of the maximum intensity of the total cell at any time 

point, thereby providing a value for the proportion of photobleaching of the total cell 

at each time point.  The maximum intensity normalized value of each bleached region 

at each time point was then divided by the total cell photobleaching proportion at its 

respective cell and time point. These maximum-intensity and photo-bleaching 

normalized values were then either plotted or used to generate time constants.  Mean 

graphs with error bars for these normalized values were generated by calculating 

mean and standard error over all overlapping time-points for all traces for each 

condition.  Exponential rise curve plots contain each time-point from all traces 

combined for each condition, time 0 was set as the time-point acquired immediately 

after photo-bleaching, and the average intensity value of this new time-point 0 was 

subtracted from all intensity values for this condition to set the intensity offset to zero.  

These pooled points were fitted to an exponential rise curve with the formula FRAP(t) 

= A(1-e-t/τ), where FRAP(t) = fluorescent intensity at time t after photobleaching, A = 

amplitude, τ = time constant, and t = the time after photo-bleaching.  The time 

constant and amplitude were optimized to fit the curve by subtracting the formula 

values from the actual values of each point, squaring this error value, summing the 

error of all the points for each condition, and optimizing for amplitude and the time 

constant using the Solver add-in in Microsoft Excel. Box plots comparing between 

FRAP time constants of short versus long-term 100nM E2 treatment of ER-

mTurqoise2 MCF7 cells were generated by calculating time constants for each 

individual trace.  These calculations were performed as in the above plot, except 

traces were not pooled for each condition, and the intensity offset value subtracted 
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from each intensity value for each trace was the intensity value of each trace 

immediately after photo-bleaching.  A p-value comparing between the short and long-

term FRAP constants was generated by performing a 2-tailed z-test between the two 

samples for means. The apparent diffusion coefficient was calculated by the formula 

Dapp = r2
bleach/ τ, where Dapp is the apparent diffusion coefficient, r2

bleach is the radius of 

the bleached region in each FRAP experiment, and τ is the time constant calculated 

in the previous experiment. The radius of each bleached region for every FRAP 

experiment was set uniformly to 0.964 um.  

SC35 co-localization calculation. MCF7 were co-transfected as before in the 

ERα foci formation assay, except 0.375μg pDsRed2SC35 and 0.375μg 

pmTurquoise2-ESR1 were used in place of 0.75μg pmCherry-ESR1.  These 

transfected cells were prepared for and imaged under similar conditions as the ERα 

foci formation assay, with the 561 laser line being used for imaging pDsRed2-SC35 

and 461 laser being used to visualize pmTurquoise2-ESR1.  Imaging was begun on 

stripped, live, MCF7 cells, and was continued on the same live cells 30 after addition 

of 100nM E2.  After imaging, the FAST Airyscan images were again processed in the 

ZEN Black software package, but quantification of overlap was done by exporting the 

processed .czi from ZEN Black into Volocity software (Perkin Elmer, v6.0.1).  In 

Volocity, these image stacks were cropped to each cells, and objects were identified 

using the identical “Automatic” setting for each cropped image in both the red (SC35) 

and green (ERα) channel.  A representative single slice of a representative cell prior 

to and 30 minutes after 100nM E2 treatment was presented, as extended focus of all 

z-slices would fail to show the distinct patterning present on each slice.  Distances 
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between the centroid of each ERα foci object and the nearest SC35 object edge was 

calculated, as well as whether the ERα foci object had any overlap with any SC35 

object.  These “nearest distance” measurements for all ERα foci in all cells were then 

pooled together and plotted as the proportion of all ERα foci objects at or below the 

listed distance.  The overlap measurements were similarly pooled for all ERα foci in 

all cells.  

1,6-hexanediol (1,6-HD) treatments with ERα foci. MCF7 were transfected 

with pmTurqoise2-ESR1 and prepared for microscopy in identical conditions to those 

of the ERα foci formation Assay.  MCF7 were pretreated with 100nM E2 for 16 hrs 

prior to imaging.  Cells were then imaged prior to 1,6-HD treatment to establish a 

baseline.  1,6HD was then added to cells at a final concentration of 5% in normal 

media, and images were again taken after 2 minutes of continuous treatment.  A 

single representative and consistent slice of these image stacks were presented, as 

extended focus of all z-slices would fail to show the distinct ERα foci patterning on 

each slice.  

DNA FISH. MCF7 cells were fixed with freshly made 4% paraformaldehyde in 

PBS for 8 min. Excess formaldehyde was quenched with 0.1M Tris-HCl (pH 7.4) for 5 

min. Coverslips were washed with PBS and stored at 40C until used. Prior to 

hybridization coverslips were incubated in 0.1N HCl for 5min at room temperature. 

Washed twice with PBS. Coverslips were incubated in PBS containing 100μg/ml 

RNAse A for 1 hr. at 370C, followed by equilibration in 50% formamide/2XSSC for 

1hr. 125ng of probe in equal volume mixture of formamide and 2X hybridization 

buffer mix (4XSSC/40%Dextran Sulphate) was used per coverslip. Coverslips on 
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glass slides were heated for 6 min on a hotplate with temperature set at 800C 

followed by overnight hybridization at 370C in a humidified dark chamber. The 

coverslips were then washed twice with pre-warmed buffer containing 50% 

formamide/2XSSC and twice with 2XSSC before being finally mounted with 

Vectashield antifade mounting medium with DAPI (Vector Laboratories). For 

ImmunoDNAFISH, cells were incubated first with PBS containing 0.5% Triton-X-100 

and 5%BSA for 15 min at room temperature. Primary antibodies were used at a 

dilution of 1:50 in blocking buffer (0.1% Triton100/5% BSA in PBS) for 1 hr. at 370C. 

Washed 3 times in PBST (PBS containing 0.1% Triton X100). Incubated with 

appropriated fluorescent conjugated secondary antibody (1:1000) dilution for 30 min 

at room temperature. Cells were fixed for a second time with freshly prepared 2% 

paraformaldehyde for 10 min at room temperature followed by treatment with 0.1M 

Tris-HCl (pH 7.4) for 5 minutes. Washed twice in PBS and DNA FISH protocol 

described above was resumed FISH. All the probes used for DNA FISH experiment 

is provided in Supplementary Table 5.  

RNA FISH. Cells containing coverslips were fixed in 4% freshly prepared 

paraformaldehyde. Washed twice with PBS with freshly added 2mM Ribonucleoside 

vanadyl complexes (Sigma-Aldrich, St. Louis, MO, USA). Cells were permeabilized 

and stored in 70% ethanol at 40C. Prior to probe hybridization coverslips were 

incubated with wash buffer (10% formamide/2XSSC) for 30 minutes at room 

temperature. RNA FISH probes were resuspended in hybridization buffer (10% 

formamide and 10% Dextran sulphate in 2XSSC). Coverslips were incubated with 

probes overnight at 370C in a humidification chamber. Post incubation washes were 
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done using pre-warmed wash buffer twice at 370C. Immuno RNA FISH were 

performed using the protocol described above with addition of primary antibody 

mixed along with the RNA FISH probes and incubated overnight. Probes and primary 

antibody was washed off using wash buffer at 370C followed by fluorescent 

conjugated secondary antibody incubation. Nuclei were counterstained by incubating 

in wash buffer containing Hoechst 33342 at a concentration of 1 g/ml for 15 min.  

DNA and RNA FISH Probes. All the BAC based probes for DNA FISH were 

purchased in the fluorescent labeled from Empire Genomics (Buffalo, NY, USA). 

Fosmids were obtained from CHORI (Oakland, CA, USA). Fosmid based 

hybridization probes for DNA FISH were generated from 1 μg fosmid using Nick 

Translation kit (Abbot Molecular), Green 496, Orange 552 or Red 650 conjugate 

dUTP following manufacture recommended protocol. 125ng of each labeled probes, 

4μg human Cot1 DNA (Thermo Fisher Scientific) and 10μg salmon testis DNA 

(Sigma-Aldrich) were used per coverslip. They were coprecipitated in ethanol and 

were resupsended in equal volume mixture of formamide and 2X hybridization buffer 

mix (4XSSC/40%Dextran Sulphate) prior to hybridization reaction. BAC and Fosmid 

clone ID used in this study are in Supplementary Table 5.  

RNA FISH probes were designed using Stellaris Probe Designer tool 

(Biosearch Technologies). Repeat masked intronic sequences of TFF1, NRIP1 and 

DOPEY2 were used as template for probe design. The entire mRNA sequence of 

was used for generation of exonic probes. Probes were labeled with FAM, Quasar 

570 or Quasar 670 dyes.   
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Microscopy for DNA and RNA FISH. Images were acquired using a Perkin 

Elmer Spinning Disk Confocal Microscope (100x Nikon Plane Apochromatic oil 

immersion objective, numerical aperture: 1.40). The microscope was equipped with a 

Piezo-Z drive and EMCCD Hamamatsu 14-bit 1Kx1K camera. Z-stack data was 

acquired at a step size of 150 nm.   

Image analysis. 3D image stacks were initially analyzed using Volocity 

software (Perkin Elmer, v6.0.1). The functions “Find Object” and “Exclude Objects by 

Size” were combined for automatic detection of the FISH probe signals. For accurate 

and automated calculation of spatial distances between the probed loci, the 3D 

coordinates and raw intensity sums (without background subtraction) of FISH probe 

signals were exported to CSV files using the Volocity software and were analyzed 

using custom software implemented with Python, NumPy, and SciPy. To estimate the 

3D distance distribution between any two genomic loci, the centroids of the FISH 

signals from those loci were used to calculate a number (see below) of shortest 

distances for each nucleus, and those distances were then pooled from all examined 

nuclei. This procedure assumed that each of the shortest distances obtained from 

each nucleus corresponded to loci located on the same chromosome. For 

experiments probing one diploid and one aneuploid locus, up to two shortest 

distances were obtained per nucleus. For experiments probing two aneuploid loci, the 

maximum number of shortest distances obtained per nucleus was equal to the 

smallest known copy number between the two loci in MCF-7 cells. The median 

distances between control and test conditions were compared using the Wilcoxon 

Rank Sum test with continuity correction. The empirical cumulative distributions of 
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distances were compared using the Kolmogorov-Smirnov test. To assess how the 

RNA-FISH signal from a given locus varies with 3D distance between that locus and 

a second locus, the raw intensity sums measured by Volocity software at the first 

locus were separated into two groups corresponding to distances ranging from 0 to 2 

µm and from 2 µm to 8 µm. The median distances of the two groups were then 

compared using the Wilcoxon Rank Sum test with continuity correction. For 

calculation of median distances between RNA FISH foci and ERα cluster or ICG 

(SON antibody signal), distances calculated by Volocity, between edges of the 

closest of each signal, were used. Custom software used for this study is available 

upon request. 
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