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ABSTRACT OF THE DISSERTATION

Self-interference Cancellation in Full-duplex Wireless Systems

By

Elsayed Ahmed Elsayed Ahmed

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Irvine, 2014

Professor Ahmed M. Eltawil, Chair

Due to the tremendous increase in wireless data traffic, one of the major challenges for

future wireless systems is the utilization of the available spectrum to achieve better data

rates over limited spectrum. Currently, systems operate in what is termed ”Half Duplex

Mode,” where they are either transmitting or receiving, but never both using the same

temporal and spectral resources. Full-duplex transmission promises to double the spectral

efficiency where bidirectional communications is carried out over the same temporal and

spectral resources. The main limitation impacting full-duplex transmission is managing the

strong self-interference signal imposed by the transmit antenna on the receive antenna within

the same transceiver. Several recent publications have demonstrated that the key challenge in

practical full-duplex systems is un-cancelled self-interference power caused by a combination

of hardware imperfections, especially Radio Frequency (RF) circuits’ impairments.

In this thesis, we consider the problem of self-interference cancellation in full-duplex systems.

The ultimate goal of this work is to design and build a complete, real-time, full-duplex sys-

tem that is capable of achieving wireless full-duplex transmission using practical hardware

platforms. Since RF circuits’ impairments are shown to have significant impact on the self-

interference cancellation performance, first, we present a thorough analysis of the effect of

RF impairments on the cancellation performance, with the aim of identifying the main per-

xiv



formance limiting factors and bottlenecks. Second, the thesis proposes several impairments

mitigation techniques to improve the overall self-interference cancellation capability by mit-

igating most of the transceiver RF impairments. In addition to impairments mitigation, two

novel full-duplex transceiver architectures that achieve significant self-interference cancella-

tion performance are proposed. The performance of the proposed techniques is analytically

and experimentally investigated in practical wireless environments. Finally, the proposed

self-interference cancellation techniques are used to build a complete full-duplex system with

a 90% experimentally proven full-duplex rate improvement compared to half-duplex sys-

tems.
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Chapter 1

Introduction

1.1 Full-duplex Wireless Transmission

Due to the continuing increase of wireless technology users, wireless data traffic is increasing

by a factor of 10 every five years [1, 2]. Coping with such rapid growth is a major challenge

for future wireless systems, especially with limited spectrum availability.

One major shortcoming of current deployed systems is the limitation to operate as half-duplex

systems employing either a time-division or frequency-division approach to bidirectional

communication. Half-duplex transmission requires dividing the temporal and/or spectral

resources into orthogonal resources, thus enforcing a limitation on the possible potential

of the system to nearly double its spectral efficiency by operating as full-duplex systems.

In full-duplex systems [3]-[47], bidirectional communications are carried out over the same

temporal and spectral resources.

Recently full-duplex transmission has gained significant attention [3]-[47] due to its poten-

tial to double the system’s spectral efficiency by allowing simultaneous transmission and

1



reception over the same frequency band. In addition to spectral efficiency improvement,

full-duplex transmission could be used to improve the reliability of multi-users cognitive ra-

dio networks [34]. For instance, in cognitive radio networks, collision between users could be

avoided by allowing the terminals to simultaneously sense the medium while transmitting a

data frame, or receive instantaneous feedback from other terminals.

1.2 Full-duplex Transmission Challenges and Limita-

tions

The main limitation impacting full-duplex transmission is managing the strong self-interference

signal imposed by the transmit antenna, on the receive antenna, within the same transceiver.

For a full-duplex system to achieve its maximum efficiency, the self-interference signal has to

be significantly suppressed to the receiver’s noise floor. For instance, in WiFi and femto-cell

cellular systems [43, 44], the transmit power can go up to 21dBm and the typical receiver

noise floor is -90dBm, which requires more than 111dB of self-interference cancellation for

proper operation of a full-duplex system. In case the achieved amount of self-interference

cancellation does not reach the receiver noise floor, the residual self-interference power will

degrade the System’s Signal to Noise Ratio (SNR) and thus negatively impact the system

throughput. Achieving such significant self-interference cancellation is the key challenge in

full-duplex systems.

Since the transmitted self-interference signal is known at the receiver side, one might think

that the self-interference signal could be significantly mitigated by simple subtraction of the

transmitted base-band signal from the received signal. However, several publications have

demonstrated that simple self-interference signal subtraction achieves limited cancellation

amount, mainly due to a combination of hardware imperfections [37]-[41]. In more details,

2



when the self-interference signal is processed by the transceiver circuitry, additional noise

components are introduced to the self-interference signal (e.g. phase noise, nonlinear dis-

tortion, quantization noise, etc.). Therefore, simple self-interference signal subtraction can

not mitigate the introduced noise components, which limits the amount of cancellable self-

interference power to the power level of the introduced noise components. Accordingly, the

key challenge in full-duplex systems is mitigating both the self-interference signal as well as

the associated noise components.

1.3 Self-interference Cancellation Techniques

Recently, a vast variety of self-interference cancellation techniques for full-duplex systems

have been proposed [3]-[47]. Generally, self-interference cancellation techniques are divided

into two main categories: passive suppression techniques, and active cancellation techniques.

Typical full-duplex systems deploy both passive suppression and active cancellation tech-

niques to achieve significant self-interference cancellation.

In passive suppression techniques, the self-interference signal is suppressed in the propagation

domain before it is processed by the receiver circuitry. Passive self-interference suppression

could be achieved using antenna separation and/or isolation [17],[29]-[31],[45]-[47], directional

antennas [20, 32, 33], or using multiple transmit antennas with careful antenna placement [35,

36]. The self-interference suppression amount achieved using such methods highly depends

on the application and the physical constraints of the system. For example, in mobile

applications with small device dimensions, the passive suppression achieved using antenna

separation and isolation is very limited. However, in others systems (e.g. relay systems)

where the transmit and receive antennas are not necessary co-located, antenna separation

and isolation could achieve significant passive suppression. For instance, in [45, 46], the use

of a single-pattern directional antenna and 4-6 m of antenna separation achieves 85dB of
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passive suppression. While in [47], using 5 m of antenna separation in addition to antenna

isolation achieves 70dB of passive suppression. This large antenna separation might be

acceptable in relay systems, but it is not acceptable in practical mobile applications. A

more practical passive self-interference suppression method with relatively small antenna

separation was introduced in [33], where antenna directionality is utilized to achieve 45dB

of passive self-interference suppression at 35 cm antenna separation.

Active cancellation is the second category of the self-interference cancellation techniques. In

active cancellation techniques [3]-[28], the self-interference signal is canceled by leveraging

the fact that the transceiver knows the signal it is transmitting, such that the self-interference

signal is mitigated by subtracting a processed copy of the transmitted signal from the received

signal. Active cancellation techniques are divided into digital and analog cancellation based

on the signal domain (digital-domain or analog-domain) where the self-interference signal

is actively canceled. The main advantage of the analog cancellation compared to digital

cancellation techniques is that the self-interference signal is cancelled in the analog-domain

before the signal goes through the receiver Radio Frequency (RF) circuitry. This prevents the

receiver from being saturated due to the huge self-interference power. In addition, mitigating

the self-interference signal in the analog-domain decreases the effect of the receiver noise and

increases the dynamic range allocated for the desired signal.

1.4 Motivation

Generally, self-interference cancellation techniques in full-duplex systems could be charac-

terized by three main factors: (i) cancellation capability, (ii) computational complexity, and

(iii) applicability region. Applicability region is the set of applications that the cancellation

technique could be practically used with. For example, self-interference cancellation tech-

niques with large antenna separations cannot be used in mobile handheld applications. In
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fact, there are tradeoffs between those three factors. For instance, conventional digital self-

interference cancellation techniques are the least complex and more applicable techniques.

However, their cancellation capability is very limited (i.e. 30-40dB) [3]-[17]. On the other

hand, analog cancellation techniques could achieve significant self-interference cancellation at

the cost of increased complexity and limited applicability (e.g. due to the increased physical

dimensions of the receiver) [23].

Also, the available passive suppression techniques either have good cancellation capability

or better applicability, but not both at the same time. For example, the passive suppression

techniques in [45]-[47] could achieve up to 85dB of passive suppression. However, since they

require large antenna separation, such techniques are not suitable for mobile applications.

On the other hand, the passive suppression techniques in [29]-[33] have better applicability

range (e.g. due to smaller antenna separation), but at the cost of reduced cancellation

capability.

Accordingly, a good self-interference cancellation technique should be applicable to a vast

range of applications, and at the same time have significant cancellation capability with

relatively low complexity. Such challenging requirements are the main motivation behind

the work in this thesis.

1.5 Thesis Contributions

In this thesis, we consider the problem of self-interference cancellation in full-duplex systems.

We analytically and experimentally investigate several aspects in full-duplex transmission,

focusing on developing novel low-complexity self-interference cancellation techniques to max-

imize the amount of cancelled self-interference power. The ultimate goal of this work is to

design and build a complete, real-time, full-duplex system that is capable of achieving wireless
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full-duplex transmission in real wireless environments using practical hardware platforms.

The key contributions of the thesis can be summarized as follow:

1. “Thorough analytical and numerical investigation for i) the full-duplex system lim-

itations and bottlenecks, and ii) the operation regions in which full-duplex systems

outperform half-duplex systems in terms of achievable rate, under the same operating

conditions”.

The experimental analyses in [13, 14, 17, 19, 22, 23, 29],[30]-[33] have demonstrated

that practical full-duplex systems can improve upon half-duplex systems under certain

conditions and using the appropriate self-interference cancellation techniques. How-

ever, none of the current full-duplex wireless systems exhibit consistent gains over half-

duplex transmission in all operation regimes, largely due to imperfect self-interference

cancellation that is mainly limited by hardware imperfections [37]-[41]. Accordingly, a

substantial step towards improving the self-interference cancellation capability is the

identification of the main performance bottlenecks, and how they affect the overall

system performance.

2. “Comprehensive analytical and experimental analysis of phase noise estimation and

suppression in full-duplex systems”.

Following the identification of the system limitations achieved in the first contribution,

mitigating such limitations is the next step towards achieving better self-interference

cancellation performance. The analysis in the first contribution, as well as the results

presented in [37]-[41] show that, among the various RF circuits’ impairments, oscil-

lator phase noise and transceiver nonlinearities are the two main limiting factors in

full-duplex systems. The second and third contributions are concerned with mitigat-

ing these noise components to achieve better self-interference cancellation capability.

In the second contribution, we propose two different phase noise estimation and sup-

pression techniques for full-duplex systems. In addition, we present a comprehensive
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numerical and experimental analysis for the feasibility of using phase noise estima-

tion and suppression techniques in full-duplex systems in terms of achieved gain and

required complexity.

3. “Transceiver nonlinearity estimation and suppression technique for full-duplex sys-

tems”.

After phase noise, the second limiting factor in full-duplex systems is the transceiver

nonlinearity. Without nonlinearity suppression, the amount of cancellable self-interference

power will be limited to the nonlinear distortion power level. In this thesis, we propose

a transceiver nonlinearity estimation and suppression technique for full-duplex systems.

The proposed technique increases the amount of cancellable self-interference power by

suppressing the nonlinear distortion associated with the received self-interference sig-

nal.

4. “Novel digital self-interference cancellation technique that eliminates all transmitter

impairments, and significantly mitigates the receiver phase noise and nonlinearity ef-

fects”.

Giving its limiting impact on performance, phase noise reduction is one of the main

design targets for full-duplex system designers. The results from the second contri-

bution show that even when using highly complex techniques, only ∼3dB of phase

noise suppression could be achieved. Accordingly, phase noise suppression remains a

considerable issue in full-duplex systems. To address this issue, we propose a novel

all-digital self-interference cancellation technique that significantly mitigates transmit-

ter and receiver impairments. In the proposed technique an auxiliary receiver chain

is used to obtain a digital-domain copy of the transmitted RF self-interference sig-

nal, which is then used to cancel out the self-interference signal and the associated

transmitter impairments. Furthermore, in order to alleviate the receiver phase noise

effect, the auxiliary and ordinary receiver chains share a common oscillator. The main
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advantage of the proposed technique is that all signal processing is performed in the

digital-domain, which significantly reduces the implementation complexity.

5. “Novel passive self-interference suppression technique using Multi-Reconfigurable An-

tennas”.

Typical full-duplex systems deploy both passive suppression and active cancellation

techniques to achieve significant self-interference cancellation. To complete the pic-

ture, this thesis concludes with proposing a novel passive self-interference suppression

technique using Multi-Reconfigurable Antennas (MRA). MRA is a dynamically recon-

figurable antenna that is capable of changing its proprieties (e.g. radiation pattern,

polarization, and operating frequency) according to certain input configurations. The

proposed technique achieves 65dB of passive self-interference suppression at only 10

cm antenna separation. The proposed passive suppression technique combined with

active digital cancellation techniques is experimentally proven to achieve 90% rate

improvement over half-duplex systems.

1.6 Thesis Organization

The rest of the thesis is organized as follows. In chapter 2, the full-duplex system bottlenecks

and design tradeoffs are analytically investigated. Also, the operation regions in which

full-duplex systems outperform half-duplex systems in terms of achievable rate is derived

in chapter 2. Chapter 3 presents thorough analytical and experimental analysis for the

phase noise estimation and suppression in full-duplex systems. In chapter 4, the transceiver

nonlinearity estimation and suppression technique for full-duplex systems is presented. The

work in Chapter 2, 3, and 4 was developed in collaboration with Dr. Ashutosh Sabharwal

from Rice University. A novel digital self-interference cancellation technique that mitigates

the transmitter and receiver impairments is presented in chapter 5. Chapter 6 presents
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the MRA based self-interference suppression technique as well as the experimental analysis

of the complete MRA-based full-duplex system. The work in Chapter 6 was developed

in collaboration with Li Zhouyuan, and Dr. Bedri A. Cetiner from Utah state university.

Finally, chapter 7 presents the conclusions.
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Chapter 2

Rate Gain Region and Design

Tradeoffs for Full-Duplex Systems

2.1 Introduction

The main challenge in full-duplex transmission is due to the large power differential between

the self-interference signal caused by the node’s own transmission and the signal-of-interest

which the receiver intends to decode. A number of recent publications [13, 14, 17, 20,

22, 23, 30] have demonstrated experimentally that practical full-duplex systems can improve

upon half-duplex systems under certain conditions and using the appropriate self-interference

cancellation techniques. However, none of the current full-duplex wireless systems gains over

half-duplex transmission in all operation regimes, largely due to imperfect self-interference

cancellation. The analysis in this chapter is inspired by the above observation and aims to

analytically understand the bottlenecks in full-duplex systems.

To understand the limits of practical full-duplex systems, we use a signal model for narrow-

band full- and half-duplex systems by modeling four significant transceiver noise sources:
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(i) transmitter and receiver phase noise, (ii) Low Noise Amplifier (LNA) noise figure, (iii)

mixer noise figure, and (iv) Analog-to-Digital Converter (ADC) quantization noise. We use

the detailed signal model, with the above mentioned four noise sources, along with different

self-interference cancellation mechanisms to analytically investigate the operation regions in

which full-duplex systems outperform half-duplex systems in terms of achievable rate, under

the same operating conditions.

Another important impairment is the receiver nonlinearity, especially the LNA nonlinearity.

Most of the proposed half- and full-duplex signal models assume linear receiver blocks in order

to obtain tractable mathematical analysis. Our main goal in this chapter is to obtain a closed

form expression for the rate gain region that allows us to better understand the full-duplex

system behavior. Including receiver nonlinearity will lead to an intractable mathematical

analysis. Therefore, for analysis simplicity, the receiver blocks are assumed to operate in the

linear region. This assumption is motivated by the recent work in [59, 60] which proposes a

novel low-noise highly-linear receiver architectures that tolerate strong blocker levels (e.g. up

to 0dBm). In addition, detailed numerical analysis of the nonlinearity effect on full-duplex

systems is presented in Chapter 4.

Using the developed signal model, first, we derive the full-duplex rate gain region under

different operating conditions. We define the rate gain region as the region of received

signal-of-interest strength at which full-duplex systems outperform half-duplex systems in

terms of achievable rate. The key contribution in this chapter is a closed-form piecewise

linear approximation, in the log-domain, for the rate gain region under analog and digital

self-interference cancellation techniques.1 The piecewise linear approximation allows us to

develop valuable insights in the behavior of full-duplex systems under different operating con-

ditions. Second, we identify the dominant noise components that limit system performance

for both analog and digital self-interference cancellation techniques. Third, we investigate

1In the log-domain means that the relation is between the logarithm of the variables, e.g. a linear relation
between y and x in the log-domain means that log(y) = log(x) + log(constant).
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the possible design tradeoffs involved in full-duplex system design, showing that the rate

gain region is inversely proportional to the transmit power, i.e. reducing the transmit power

makes full-duplex systems more likely to outperform half-duplex systems.

2.2 Signal Model

In this section, we describe the signal models for both half and full-duplex narrowband

systems. As illustrated in Figures 2.1 and 2.2, node A and B are separated by distance D

meter, and communicating in a full-duplex manner. For conceptual clarity, we have depicted

the transmit antenna separate from the receive antenna in Figures 2.1 and 2.2. However,

our model and subsequent analysis applies to circulator-based systems which use only one

antenna for both transmission and reception. At the transmitter side, the signal is modulated

and then up-converted to the carrier frequency fc, the oscillator at the transmitter side is

assumed to have a random phase error represented by φt(t). The signal is then amplified by

the transmitter power amplifier.

At the receiver side, the incoming signal level is appropriately adjusted using the LNA which

is controlled by an automatic gain control block. The signal is then down-converted from

the carrier frequency, the down-conversion mixer is assumed to have a random phase error

represented by φr(t). The down-converted signal is then quantized using an m-bits ADC.

For simplicity and without loss of generality, we consider the signal at node A, where, due to

hardware symmetry, the same analysis applies to node B. According to the described model,

the received signal without self-interference cancellation can be written as

y[n] =
(√

LAxA[n]hAA[n]eiφ
t
A[n] +

√
LBxB[n]hBA[n]eiφ

t
B [n]
)
eiφ

r
A[n] + z[n] + q[n], (2.1)

where xA, xB are the transmitted signal from node A and B, hAA, hBA are the self-interference
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and signal-of-interest channels respectively, LA, LB are the propagation losses due to the

antenna isolation at the same node and the distance between the two communicating nodes

respectively, φti, φ
r
i , i ∈ [A,B] are the carrier phase error at the transmitter and receiver

side of node i, z is the receiver noise, and q ∼ U(0, 1
2m−1 ) is the uniformly distributed ADC

quantization noise, where m is the number of ADC bits.
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Figure 2.1: Single-input single-output full-duplex system.
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Figure 2.2: Detailed block diagram of a full-duplex transceiver with analog or digital self-
interference cancellation.

The receiver noise, z[n], represents the additive noise inherent in the receiver circuits, and

specified by the circuit noise figure. The overall receiver noise power can be calculated as [49]
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Pz = PthNf = Pth

(
Nl +

Nm − 1

α2

)
, (2.2)

where Nf is the overall receiver noise figure, Nl is the LNA noise figure, Nm is the mixer

noise figure, Pth is the thermal noise power in a 50ohm source resistance, and α2 is the LNA

power gain. The ADC quantization noise is a uniformly distributed noise introduced by the

ADC due to the signal quantization. For an m bits ADC, the total ADC quantization noise

power is calculated in terms of the LNA power gain as [50]

Pq =
1

α2

1

12· 22m−2
=
σ2
q

α2
, (2.3)

where σ2
q = 1

12·22m−2 is the quantization noise variance.

In a full-duplex system, digital or analog self-interference cancellation technique is used

to mitigate the self-interference signal. Both digital and analog cancellation require the

knowledge of the transmitted signal and the self-interference channel. In our analysis, the

channel is assumed to be frequency-flat fading channel, and the channel state information

for all transmitter-receiver links are assumed to be perfectly known at the receiver side.

The main difference between digital and analog canceler is the signal domain, digital or analog

domain, where the self-interference signal is cancelled. In digital cancellation technique,

the interference signal is eliminated in the digital domain after the received signal goes

through the radio section, which forces the LNA to operate at low-gain modes. However, in

analog cancellation technique, the base-band self-interference signal is up-converted to the

carrier frequency and then subtracted from the received signal in the analog domain. The

elimination of the self-interference signal in the analog domain, before the received signal

goes through the LNA, allows the LNA to operate at higher gain than in digital cancellation

technique.
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2.2.1 Digital cancellation technique

In digital cancellation technique, with the knowledge of the interference channel, the self-

interference cancellation is done by subtracting the signal
√
LAxA[n]hAA[n] from the received

signal in the digital domain. After digital self-interference cancellation, the remaining signal

can be written as

y[n] =
√
LAxA[n]hAA[n]

(
ei(φ

t
A[n]+φrA[n]) − 1

)
+
√
LBxB[n]hBA[n]ei(φ

t
B [n]+φrA[n]) + z[n] + q[n]. (2.4)

Using the approximation of eiφ ∼= 1 + iφ for φ� 1, Equation (2.4) can be written as

y[n] =
√
LAxA[n]hAA[n]

(
iφtA[n] + iφrA[n]

)
+
√
LBxB[n]hBA[n]

(
1 + iφtB[n] + iφrA[n]

)
+ z[n] + q[n]. (2.5)

The resulting full-duplex Signal-to-Interference plus Noise Ratio (SINR) for digital cancel-

lation technique can be written as

SINRFD
DC =

PxLB|hBA|2

Pφ,A + Pφ,B + Pz,DC + Pq,DC
, (2.6)

where acronyms DC and FD refers to digital cancellation and full-duplex, respectively. Fur-

ther, Px = E{|xA|2} = E{|xB|2} is the transmitted signal power, E{} denotes expectation

process, and Pφ,A, Pφ,B are the self-interference and signal-of-interest phase noise power
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calculated as

Pφ,A = PxLA|hAA|2
(
µtA + µrA

)
= PxLA|hAA|2µ, (2.7)

Pφ,B = PxLB|hBA|2
(
µtB + µrA

)
= PxLB|hBA|2µ, (2.8)

where µti, µ
r
i , i ∈ [A,B] are the total transmitter and receiver normalized phase noise power.

In this chapter, we assume that node A and B are hardware symmetrical. Therefore, the

statistics of the transmitter phase noise are identical, thus µtA = µtB. The total phase noise

power (µji , i ∈ [A,B], j ∈ [t, r]) is calculated by integrating the power spectral density (PSD)

of the corresponding phase noise process (φji ) over the system’s bandwidth. Generally, the

PSD is a design dependent parameter that depends on the architecture and design parameters

of the used phase-locked loop (PLL). Approximate expressions of the phase noise’s PSD for

different PLL designs could be obtained [58]. However, precise phase noise PSD is usually

obtained through measurements of a fabricated tuner involving a PLL.

The receiver and quantization noise power for digital cancellation technique (Pz,DC, Pq,DC)

are calculated in terms of the LNA power gain as in (2.2) and (2.3). The LNA power gain is

calculated by the variable gain amplifier circuit in terms of the received signal power at the

LNA input as

α2
DC =

1

PxLA|hAA|2 + PxLB|hBA|2
. (2.9)

Define the instantaneous received signal strength (RSSI) for the self-interference and signal-

of-interest respectively as RSSIA = PxLA|hAA|2, RSSIB = PxLB|hBA|2, then using (2.2), (2.3), (2.7), (2.8)
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and (2.9) in (2.6), we get

SINRFD
DC =

RSSIB
ηRSSIA + ηRSSIB + ζ

, (2.10)

where

η = µ+ σ2
q + PthNm − Pth, (2.11)

ζ = PthNl. (2.12)

The parameter ζ can be described as the system noise power floor that does not depend on

the incoming signal power. On the other hand, the parameter η represents the signal power

dependent noise component.

2.2.2 Analog cancellation technique

In some of the active analog cancellation techniques, the self-interference cancellation is

done by subtracting the up-converted self-interference signal from the received signal in the

analog domain, before the received signal goes through the LNA [13]. The residual signal

after analog self-interference cancellation can be written as

y[n] =
√
LAxA[n]hAA[n]

(
eiφ

t
A[n] − eiφrA[n]

)
eiφ

r
A[n]

+
√
LBxB[n]hBA[n] eiφ

t
B [n]eiφ

r
A[n] + z[n] + q[n]. (2.13)
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Using the approximation of eiφ ∼= 1 + iφ for φ� 1 and collecting terms, Equation (2.13) can

be written as

y[n] =
√
LAxA[n]hAA[n]

(
iφtA[n]− iφrA[n]

)
+
√
LBxB[n]hBA[n]

(
1 + iφtB[n] + iφrA[n]

)
+ z[n] + q[n]. (2.14)

The resulting SINR for analog cancellation technique can be written as

SINRFD
AC =

PxLB|hBA|2

Pφ,A + Pφ,B + Pz,AC + Pq,AC
, (2.15)

where the acronym AC refers to analog cancellation.

Comparing (2.6) and (2.15), it has to be noticed that the only difference between the SINR

in digital and analog cancellation techniques is the value of the receiver and quantization

noise power. Generally, the receiver and quantization noise power are inversely proportional

to the LNA power gain (review (2.2) and (2.3)). In analog cancellation technique the self-

interference signal is eliminated before the signal goes through the LNA, which forces the

LNA to operate at high-gain mode, and thus reducing the receiver and quantization noise

power. The LNA power gain for analog cancelation technique is calculated as

α2
AC =

1

PxLB|hBA|2
. (2.16)

Substituting from (2.2), (2.3), (2.7), (2.8), and (2.16) in (2.15) we get

SINRFD
AC =

RSSIB
µRSSIA + ηRSSIB + ζ

. (2.17)

Equation (2.10), (2.17) describes the full-duplex system SINR for both digital and analog
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cancellation techniques. In our analysis, we compare full-duplex system performance against

half-duplex system performance. Half-duplex transmission can be considered a special case

of the full-duplex transmission, where the received self-interference signal power is equal to

zero and the temporal resources are divided between the two nodes. To maintain a fair

comparison, the transmitted power is doubled in the case of half-duplex transmission since

only one node is transmitting at a time. Accordingly the half-duplex system Signal-to-Noise

Ratio (SNR) can be written as

SNRHD =
2RSSIB

2ηRSSIB + ζ
. (2.18)

2.3 Rate Gain Region for Digital and Analog Cancel-

lation Techniques

In this section, we derive the full-duplex rate gain region for both digital and analog can-

cellation techniques. Rate gain region is defined as the region of received signal-of-interest

strength at which full-duplex system achieves rate gain over half-duplex system. Deriving

the rate gain region allows for straightforward exploration of the conditions at which full-

duplex systems outperform half-duplex counterparts. The rate gain region can be obtained

by solving the following inequality

RFD > RHD, (2.19)

where RFD ,RHD are the full-duplex and half-duplex system achievable rates respectively.

Generally, deriving the rate gain region of a full-duplex system depends on how it is defined.

For example, the rate gain region could be defined as the region in which the full-duplex

sum rate is greater than the half-duplex sum rate (i.e. RFD
A→B + RFD

B→A > RHD
A→B + RHD

B→A).
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Although this is the general definition, there might be a scenario where the full-duplex sum

rate is better than the half-duplex sum rate, while one of the two communication links has

smaller full-duplex rate than its half-duplex rate (i.e. RFD
A→B +RFD

B→A > RHD
A→B +RHD

B→A, while

RFD
A→B < RHD

A→B). In this case, one node has to sacrifice part of its rate, which might not be

practical especially in symmetric communication scenarios. Another conservative definition

for the rate gain region, is the region in which the full-duplex rate for each communication

link is greater than its half-duplex rate (i.e. RFD
A→B > RHD

A→B and RFD
B→A > RHD

B→A). In this

case the full-duplex sum rate is guaranteed to be greater than the half-duplex sum rate.

In this chapter we analyze the rate gain region based on the second definition. The rate

gain region is defined as the region in which the full-duplex rate for each communication

link is greater than its half-duplex rate (i.e. RFD
A→B > RHD

A→B and RFD
B→A > RHD

B→A). Defining

the rate gain region that way makes the analysis applicable for other full-duplex systems’

architectures such as in [9, 11, 16, 32], where only one node (base-station or relay node) is

operating in full-duplex mode and communicating with two half-duplex nodes. Accordingly,

we derive the rate gain region for one of the two communicating nodes, and the same results

apply to the other node, but with different parameters’ values. The per-direction achievable

rates at node A is calculated as

RFD = log2

(
1 + SINRFD

)
, (2.20)

RHD =
1

2
log2

(
1 + SNRHD

)
. (2.21)

The factor of 1
2

is due to the fact that node A and B are sharing the available temporal
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resources. Substitute from (2.20) and (2.21) in (2.19) we get

log2

(
1 + SINRFD

)
>

1

2
log2

(
1 + SNRHD

)
. (2.22)

Equation (2.22) could be reduced to

(
1 + SINRFD

)2
>
(
1 + SNRHD

)
, (2.23)

then

(
SINRFD

)2
+ 2SINRFD > SNRHD. (2.24)

In the following analysis, Equation (2.24) along with the signal model presented in Section

2.2 are used to derive the rate gain region for both digital and analog cancellation techniques.

2.3.1 Rate gain region for digital cancellation technique

Substituting from (2.10), and (2.18) in (2.24) we get

(
RSSIB

ηRSSIA + ηRSSIB + ζ

)2

+
2RSSIB

ηRSSIA + ηRSSIB + ζ
>

2RSSIB
2ηRSSIB + ζ

. (2.25)

Collecting terms and putting (2.25) in the form of a 2nd order inequality we get

a(RSSIB)2 + bRSSIB + c > 0, (2.26)

where

a = η(η + 1), b = ζ(η +
1

2
), c = −ηRSSIA(ηRSSIA + ζ). (2.27)
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Knowing that RSSI is always a positive quantity and noting that c is always negative, the

rate gain region for digital cancellation technique can be written as

RSSIB > RSSIB,min, (2.28)

where

RSSIB,min =
−b+

√
b2 − 4ac

2a
. (2.29)

Equation (2.29) describes the rate gain region in terms of all system parameters and radio

impairments. However, due to the complexity of the formula in (2.29), it is difficult to

gain insights into system behavior under different operation conditions without resorting to

numerical simulations. In the following analysis, we try to simplify the relation in (2.29)

by deriving a piecewise linear, in the log-domain, approximation for the rate gain region.

The results in Figure 2.3 show that based on the received self-interference signal strength,

there are three distinct regions where the linear trend can be observed. Further, it also

shows that the region boundaries are not fixed but change with system parameters. In

the following analysis, the piecewise linear approximation is derived by solving (2.29) under

different operation regimes based on the self-interference signal strength.

Strong self-interference regime

In this case, the received self-interference signal strength is assumed to be strong enough

such that the noise introduced due to the presence of the self-interference signal (ηRSSIA)

is higher than the receiver noise floor i.e. ηRSSIA > ζ or RSSIA > ζ
η
. Moreover, η is a

combination of phase, receiver, and quantization noises; in practical fabricated circuits, all
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Figure 2.3: Rate gain region for digital cancellation technique.

of these noise components are typically � 1 (see [51], and [52])2. Accordingly, assuming

that RSSIA >
ζ
η
, and η � 1, Equation (2.27) can be approximated to

a ∼= η, b ∼=
ζ

2
, c ∼= −(ηRSSIA)2. (2.30)

Substituting from (2.30) in (2.29), we get

RSSIB,min ∼=
−ζ
2

+
√

ζ2

4
+ 4η3RSSI2A

2η
. (2.31)

First, we study the case where 4η3RSSI2A >
ζ2

4
i.e. RSSIA >

ζ
4η
√
η
. Using Taylor expansion of

2based on the data sheets’ numbers in [51, 52], the total inband phase noise µ in a 1MHz bandwidth
is ∼ −40dB, the total ADC quantization noise σ2

q = −77dB, and the mixer noise figure Nm =10dB. By
substituting in (2.11) we get η ' −39.9dB (i.e. ∼ 1e−4) which is � 1
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(1 + x)
1
2 ∼= 1 + 1

2
x when x < 1, Equation (2.31) can be approximated as

RSSIB,min ∼=
− ζ

2
+ 2η
√
ηRSSIA

√
1 + ζ2

16η3RSSI2A

2η

∼=
− ζ

2
+ 2η
√
ηRSSIA + ζ2

16η
√
ηRSSIA

2η
. (2.32)

Using the case condition RSSIA >
ζ

4η
√
η
, equation (2.32) can be approximated as

RSSIB,min ∼=
ηRSSIA√

η
. (2.33)

Now, considering the opposite case where 4η3RSSI2A <
ζ2

4
i.e. RSSIA <

ζ
4η
√
η
, Equation (2.31)

can be approximated as

RSSIB,min ∼=
− ζ

2
+ ζ

2

√
1 +

16η3RSSI2A
ζ2

2η

∼=
2η2RSSI2A

ζ
, (2.34)

where ζ
η
< RSSIA <

ζ
4η
√
η
.

Weak self-interference regime

In this case the received self-interference signal strength is assumed to be weak enough such

that the noise introduced due to the presence of the self-interference signal (ηRSSIA) is lower

than the receiver noise floor i.e. ηRSSIA < ζ or RSSIA <
ζ
η
. Assuming that RSSIA <

ζ
η
, and
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η � 1, Equation (2.27) can be approximated to

a ∼= η, b ∼=
ζ

2
, c ∼= −ζηRSSIA. (2.35)

Substituting from (2.35) in (2.29), we get

RSSIB,min ∼=
− ζ

2
+
√

ζ2

4
+ 4ζη2RSSIA

2η
. (2.36)

For additional simplification, first, assume that 4ζη2RSSIA >
ζ2

4
i.e. RSSIA >

ζ
16η2

. Knowing

that typically η � 1, this condition contradicts the weak self-interference condition above,

and thus 4ζη2RSSIA should be < ζ2

4
. Accordingly, equation (2.36) can be approximated as

RSSIB,min ∼=
− ζ

2
+ ζ

2

√
1 + 16η2RSSIA

ζ

2η

∼= 2ηRSSIA, (2.37)

where RSSIA < min( ζ
η
, ζ

16η2
). Since η � 1 for practical systems, it can be assumed that

16η2 < η. Therefore, the condition for this operation regime is RSSIA <
ζ
η

As a conclusion, using (2.33), (2.34), and (2.37), the simplified rate gain region for digital

cancellation technique can be written as

RSSIB,min ∼=


ηRSSIA√

η
, RSSIA ≥ ζ

4η
√
η
,

2η2RSSI2A
ζ

, ζ
η
≤ RSSIA <

ζ
4η
√
η
,

2ηRSSIA , RSSIA <
ζ
η
.

(2.38)
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2.3.2 Rate gain region for analog cancellation technique

Due to the similarity of the SINR relations in both digital and analog cancellation techniques,

the rate gain region for analog cancellation technique can be derived following the same steps

as in Section 2.3.1 above by using Equation (2.17) instead of (2.10). Thus, for simplicity, we

present the final results without going into derivation details. Equation (2.39) describes the

piecewise linear approximation for the rate gain region in analog cancellation technique.

RSSIB,min ∼=


µRSSIA√

η
, RSSIA ≥ ζ

4µ
√
µ
,

2µ2RSSI2A
ζ

, ζ
η
≤ RSSIA <

ζ
4µ
√
µ
,

2µRSSIA , RSSIA <
ζ
µ
.

(2.39)

Using (2.38) and (2.39), one can straightforwardly predict the region where full-duplex sys-

tems outperform half-duplex systems for any given combination of system parameters and

operating conditions. The accuracy of the approximated rate gain region described by (2.38)

and (2.39) is confirmed by comparing it to the un-approximated rate gain region at different

system parameters. Furthermore, the accuracy of the analysis is verified by comparing both

the approximated and the un-approximated rate gain regions to the simulation results. The

comparison results are shown in Figures 2.4. It is clear that the results from simulation

closely match the un-approximated analysis, which validates the accuracy of the analysis. In

addition, the results also show that the approximated rate gain region is an excellent fit to

the un-approximated one except at the transition between different operation regions where

a small error (0 - 3dBm) exists.
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Figure 2.4: Comparison between simulation and analytical results for digital and analog
cancellation technique.

2.4 Key Observations and Design Tradeoffs

In this section, we highlight several key observations regarding full-duplex system behaviour

under analog and digital self-interference cancellation techniques.

Observation 1: Analog cancellation reduces the effect of both mixer and quantization noise.

According to (2.38) and (2.39), the rate gain region for the digital cancellation technique

depends on the combined noise power associated with the self-interference signal (ηRSSIA)

which consists of all noise components. However, in the analog cancellation technique, the

rate gain region only depends on the phase noise power (µRSSIA). This observation implies

that using the analog cancellation technique reduces the effect of all noise components except

phase noise. The reason is that analog cancellation eliminates most of the self-interference

power at the LNA input allowing it to operate at a high-gain mode, and thus reducing

the effect of both mixer and quantization noise (review (2.2) and (2.3)). On the other

hand, changing the LNA gain does not affect the phase noise associated with the incoming

self-interference signal.
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Observation 2: Analog cancellation is most useful for low phase noise systems. As a conse-

quence of the previous observation, when phase noise dominates other noise components (i.e.

µ� σ2
q +PthNm, and therefore η ∼= µ), the rate gain region will be identical for both digital

and analog cancellation techniques. On the other hand, if µ� σ2
q +PthNm (i.e. either quan-

tization or mixer noise dominates), the analog cancellation technique outperforms the digital

cancellation technique. Therefore, the advantage of using analog cancellation is evident only

when either quantization or mixer noise dominates the phase noise. Accordingly, in high

phase noise systems, performing analog cancellation requires additional hardware complex-

ity [13, 37, 40] without achieving performance gain over digital cancellation technique.

Looking at Observations 1 and 2 one can conclude that current full-duplex systems are limited

by the oscillator phase noise. From a noise perspective, the results in (2.38) and (2.39) shows

that, for analog cancellation technique, the rate gain region is limited by the total phase noise

µ. While, for digital cancellation technique, the rate gain region is limited by the combined

noise parameter η, which consists of all phase, quantization, and mixer noise. Therefore, the

system bottleneck for analog cancellation technique is the phase noise.

On the other hand, in the digital cancellation technique, the bottleneck is the dominant

component of phase, quantization, and mixer noise. Typically, in today’s wireless technology,

down-conversion mixer’s noise figure is ∼10dB [52] resulting in a normalized mixer noise

power (PthNm) of −104dBm in a 1MHz bandwidth. Further, assuming a 12 bits ADC

is used, the resulting normalized quantization noise power is ∼ −77dBm. However, the in-

band oscillator phase noise is usually much higher than those values, for example, the 2.4GHz

oscillators in [53] has a total in-band phase noise of −50dBc in a 1MHz bandwidth. Thus,

the in-band oscillator phase noise dominates other noise components, and is considered a

bottleneck for current full-duplex systems with either analog or digital cancellation technique.

Observation 3: Significant performance improvement requires both passive suppression and

hardware enhancement. According to (2.38) and (2.39), improving the rate gain region
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could be achieved through one/both of two main techniques, i) reducing the received self-

interference signal strength and/or ii) improving analog circuits to reduce noise. Each tech-

nique has tradeoffs that might limit its applicability and practicality. For example, one

way to reduce self-interference RSSI is to passively suppress the self-interference in the spa-

tial domain before it is processed by the receiver radio-frequency section. However, passive

self-interference suppression techniques usually have a limited mitigation capability [29]-[36].

The second improvement technique is to reduce the noise introduced by the analog front-end

through either technology, device or architectural innovations. From a practical viewpoint,

noise reduction in analog circuits is very challenging, and the improvement could be very

limited. Therefore, achieving wide rate gain region require a hybrid approach that combines

contributions from both techniques.

The first tradeoff: Increasing the rate gain region at the cost of hardware complexity. Accord-

ing to observation 1 and 2, in some cases when either mixer or quantization noise dominates

the phase noise, performing analog cancellation reduces the noise effect and improves the

overall system performance. However, this performance enhancement comes at the cost of

additional hardware required to perform analog cancellation [18]-[28].

The second tradeoff: Increasing the rate gain region by reducing the transmission range. Ac-

cording to (2.38) and (2.39), reducing the received self-interference signal strength increases

the rate gain region. One way to reduce self-interference RSSI is to reduce the transmitted

signal power. However, reducing the transmit power also reduces the signal-of-interest power

at the desired node, which in effect reduces the transmission range. From a practical point

of view, improving the rate gain region by trading the transmission range might be beneficial

for short range applications or for applications where symmetrical transmit and receive rates

are not necessary.

The third tradeoff: Increasing the passive suppression to allow for higher noise levels. Equa-

tion (2.38) and (2.39) show that for same design target (rate gain region), there exists a
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tradeoff between noise reduction and passive self-interference suppression. In other words,

additional passive self-interference suppression allows for having higher noise values while

maintaining the same performance and vice versa. For example, for analog cancellation tech-

nique, Equation (2.39) shows that there is a linear relation (in the log-domain) with a slope

of one between the self-interference RSSI and the phase noise required to achieve certain

performance. Accordingly, an xdB additional passive self-interference suppression allows the

phase noise to be higher by the same x amount while achieving the same performance.

2.5 Numerical Results

In this section we numerically investigate the full-duplex system performance, design trade-

offs, and rate gain region for practical indoor applications. First, we use the rate gain region

to investigate the design requirements to enable full-duplex transmission with rate gains

as compared to half-duplex transmission. Then, we characterize the rate gain achieved by

using full-duplex instead of half-duplex as a communication technique. In this analysis, the

cluster-based channel model introduced in [54] is used to model the wireless channel. The

signal-of-interest and self-interference channel Rician factors are chosen according to the ex-

perimental results in [17] to be 0dB and 35dB respectively. The propagation loss is assumed

to follow the log-normal model with shadowing effect introduced in [55]. System parameters

are chosen to reflect industry standard chipsets [51, 52] operating in the ISM band as follows:

the carrier frequency fc =2.4GHz, system BW =1MHz, LNA noise figure Nl =4dB, mixer

noise figure Nm =10dB, and number of ADC bits m =12bits.
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2.5.1 Design requirements for feasible full-duplex transmission

Achieving higher full-duplex rate gain over a larger range requires full-duplex systems to

have a wide rate gain region such that the received signal strength falls within the rate gain

region. According to (2.38) and (2.39), the full-duplex rate gain region is mainly controlled

by the system noise level and the received self-interference signal strength. The received self-

interference signal strength could be written as a multiplication of the transmit power and the

passive self-interference suppression as RSSIA = PxC, where C is the passive self-interference

suppression due to antenna separation and/or other passive suppression techniques. The

rate gain region becomes a function of three main parameters: the noise level, the transmit

power, and the passive suppression. In fact, to achieve a certain rate gain region, different

combinations could be used.

As a design example, we quantify the requirements for full-duplex systems to achieve a

better rate than half-duplex systems in practical indoor applications such as Bluetooth.

According to the experimental results in [56], the average received signal strength for typical

Bluetooth signal is in the range of −65dBm to −80dBm. Therefore, choosing a design

target of RSSIB,min = −80dBm guarantees that most of the incoming signal power in such

application falls within the rate gain region. Figure 2.5 shows the combination of the total

phase noise (µ), transmit power, and passive suppression required to achieve −80dBm rate

gain region for both analog and digital cancellation techniques.

The results illustrate the tradeoffs discussed in Section 2.4. It shows that at high phase noise

values (when phase noise dominates other noises), analog and digital cancellation techniques

achieve the same performance. While at low phase noise values, the analog cancellation

technique outperforms the digital cancellation technique. For example, at phase noise of

−85dB and transmit power of 10dBm, the analog cancellation technique requires 8dB less

passive suppression than digital cancellation. The results also show the tradeoff between the
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Figure 2.5: Requirements on phase noise level and passive self-interference suppression for
rate gain region of −80dBm in case of analog and digital cancellation techniques.

transmit power, the system noise, and the passive suppression. The exact relation between

the three parameters could be derived using (2.38), (2.39) along with the assumed system

parameters at the beginning of this section. It can be shown that for a rate gain region of

−80dBm, the relation between the transmit power, the noise level and the amount of passive

suppression for both digital and analog cancellation techniques respectively can be written

as

Px + η + C = −96.5, (2.40)

Px + µ+ C = −96.5, (2.41)

where all parameters are in dB units. Equation (2.40) and (2.41) show that the transmit

power, the noise level and the passive suppression could be traded with each other to achieve

the same design target. For example, we can trade some additional passive suppression (that

could be achieved by increasing the antenna separation implying larger device sizes) with
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more transmit power (i.e. more transmission range) or having higher noise (i.e. less hardware

complexity). We could also lower the transmit power (i.e. less transmission range) while

trading the passive suppression (i.e. smaller devices) and the noise level.

To better articulate these observations, we consider the example of Bluetooth system as

a practical application and study different design tradeoffs. The three Bluetooth system’s

classes are considered in this analysis [57]. The Bluetooth application is operating in the

2.4GHz band, thus the oscillator in [53], which has a ∼ −50dBc total in-band phase noise

(µ) is assumed.

In class-3 Bluetooth systems, the transmit power is 0dBm and achieves ∼1 meters transmis-

sion range. Substituting in (2.41), we find that a ∼46dB passive self-interference suppression

is required to achieve −80dBm rate gain region. For wider transmission range (e.g. ∼10

meters), class-2 Bluetooth could be used. However, the transmit power in this case is 4dBm,

which means 4dB more passive suppression is required. In class-1 Bluetooth systems, a much

wider transmission range of ∼100 meters could be achieved at transmit power of 20dBm.

However, in this case, a ∼66dB passive suppression is required. This example illustrates the

tradeoff between the transmission range and the amount of passive suppression. However, a

possible means to avoid the aggressive requirements on the amount of passive suppression is

to trade it with the oscillator phase noise. According to (2.41), each xdB reduction in the

oscillator in-band phase noise reduces the requirements on the passive suppression by the

same amount, thus promoting aggressive in-band noise reduction techniques for oscillator

circuits.

2.5.2 Achievable rate gain

Another important aspect to investigate is the improvement in spectral efficiency when full-

duplex transmission is employed by evaluating the achievable rate gain at different signal-
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of-interest RSSI values. Figure 2.6 shows the achievable rate for both full-duplex and half-

duplex systems at different passive self-interference suppression amounts with transmit power

of 0dBm and 20dBm. The results show that, at 0dBm transmit power, a total of 40dB

passive self-interference suppression could achieve −87dBm rate gain region, while achieving

a rate of ∼1.2x and ∼1.4x times the half-duplex rate at −80dBm and −70dBm signal-of-

interest strengths respectively, which is considered a significant improvement in the system

throughput. The results also show that, at 20dBm transmit power, the full-duplex system

requires 20dB more passive suppression to achieve the same performance as the case of 0dBm

transmit power, which is consistent with the results in (2.41).

On the other hand, the half-duplex rate is identical in both simulation cases. The reason is

that, half-duplex system’s performance depends on the received signal-of-interest strength,

which is the same in both simulation cases. In this specific simulation, in order to keep the

same received signal-of-interest strength, the transmission range (distance between the two

communicating nodes) is increased along with the increase of the transmit power.
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Figure 2.6: Achievable rate for full-duplex and half-duplex systems with total phase noise
µ=−60dB, and transmit power of 0dBm and 20dBm.

Figure 2.6 implicitly show that, increasing the transmit power worsens the full-duplex system
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performance. In the following simulation, we numerically investigate the effect of changing

the transmit power (while keeping constant distance (D) between the two communicating

nodes) on both full-duplex and half-duplex system’s performance. Figure 2.7 shows the

full-duplex and half-duplex achievable rate at different transmit power values. The results

show that, the full-duplex rate gain decreases with the increase of the transmit power, which

implies that, for a given distance D, lowering the transmit power makes full-duplex systems

more likely to outperform half-duplex systems. This conclusion consists with the second

tradeoff discussed in section 2.4. The results also show that, as the transmit power increases

the full-duplex rate increases until it reaches a saturation point. The reason is that, as

the transmit power increases, the received self-interference signal strength increases, and

the full-duplex SINR starts to be totally limited by the un-cancelled self-interference power

(ηRSSIA). At this point, increasing the transmit power will increase both signal-of-interest

and un-cancelled self-interference power with the same amount, keeping the SINR constant.
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Figure 2.7: Achievable rate for full-duplex and half-duplex systems at different transmit
power values, with total phase noise µ=−60dB, and distance D = 50 meters between the
two communicating nodes.
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2.6 Conclusion

In this chapter, we introduced a signal model for single input single output narrowband

full-duplex system by modeling different transmitter and receiver radio impairments. More

specifically, transmitter and receiver phase noise, LNA noise figure, mixer noise figure, and

analog-to-digital converter quantization noise. The signal model is used to analytically derive

a piecewise linear, in the log domain, approximation for the rate gain region in terms of

all system parameters, as well as radio impairments under both analog and digital self-

interference cancellation techniques. A study of full duplex system behaviour under different

operation conditions is presented illustrating the system design space and possible tradeoffs.

Finally, we numerically investigate the design requirements to enable full-duplex transmission

with rate gains as compared to half-duplex transmission in typical indoor environments. The

results show that, for low-transmit power applications (e.g. 0dBm), a −60dBc in-band phase

noise combined with 40dB passive self-interference suppression could achieve a rate of ∼1.2x

to ∼1.4x times that of half-duplex systems.
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Chapter 3

Phase Noise Suppression in

Full-Duplex Systems

3.1 Introduction

The analysis in chapter 2 along with the results presented in [37],[39]-[41] show that among

the various RF circuits’ impairments, oscillator phase noise is found to be one of the main

self-interference cancellation limiting factors in full-duplex systems. Without phase noise

suppression, the amount of cancellable self-interference power will be limited to the phase

noise power level. Giving its limiting impact on performance, phase noise suppression is one

of the main design targets for full-duplex system designers.

In this chapter, we analytically and experimentally investigate the problem of phase noise

estimation and suppression in full-duplex systems in the presence of both transmitter and

receiver oscillator phase noise. First, we study the impact of oscillator phase noise on full-

duplex Orthogonal Frequency Division Multiplexing (OFDM) systems. For practical system

considerations, both free-running and phase locked loop (PLL) based oscillators are consid-
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ered. Second, we propose two different phase noise estimation and suppression techniques.

Detailed complexity comparison between the two proposed techniques is introduced. Third,

the effect of channel estimation error on the phase noise estimation performance is discussed.

Fourth, a real-time experimental framework is used to confirm the conclusions derived from

the numerical analysis. For additional diversity, the experimental results are obtained using

two different research platforms (e.g. WARP [63], and USRP [64]). Finally, the overall

system performance is investigated to study the feasibility of using phase noise estimation

and suppression techniques in full-duplex systems in terms of achieved gain and required

complexity.

Generally, the presence of phase noise in OFDM systems introduces common phase error

(CPE) and intercarrier interference (ICI) [65]-[66]. Most of the current self-interference

cancellation techniques compensate only for the CPE and ignore the ICI effect, which lim-

its the amount of cancellable self-interference power to the ICI power level. Therefore,

improving self-interference cancellation capability requires the ICI signal to be estimated

and suppressed. In fact, conventional half-duplex frequency-domain ICI suppression tech-

niques [65]-[67] could be used in full-duplex systems with the following two exceptions; first,

in full-duplex systems, while suppressing the ICI associated with the self-interference signal,

the signal-of-interest is considered as unknown noise signal. Second, in full-duplex systems,

the self-interference signal is known at the receiver side, thus eliminating the need to use

decision feedback techniques to obtain the transmitted signal.

In addition to the frequency domain ICI estimation techniques, conventional time-domain

ICI estimation techniques introduced in [68, 69] could be modified and used in full-duplex

systems. In [68, 69] a low-complexity Least Square (LS) plus filtering technique is used for

ICI estimation in half-duplex systems. Despite its low complexity, using LS techniques in

full-duplex systems has to be carefully considered, mainly due to the fact that the ICI has to

be estimated in the presence of the signal-of-interest which is typically higher than the ICI
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power in typical operating scenarios. This high signal-of-interest noise power will negatively

impact the LS estimator quality.

Since the ICI suppression amount depends on the accuracy of the estimated ICI signal, which

is proportionally related to the computational complexity; the main challenge in full-duplex

systems is achieving sufficient ICI suppression at reasonable computational complexity. The

analysis in this chapter shows that in full-duplex systems, two main factors affect the achieved

ICI suppression amount: first, the fact that the signal-of-interest is considered as a noise

signal during the ICI estimation process significantly degrades the quality of the estimated

ICI signal, especially in the cases where the signal-of-interest power is higher than the ICI

signal power. Second, the results also show that using different oscillator types (e.g. free-

running or PLL based oscillator) affect the achieved ICI suppression amount, mainly due to

the different phase noise power spectral density shapes in different oscillator types.

Notation: In this chapter, we use (∗) to denote convolution, (.)H to denote conjugate trans-

pose, E[.] to denote expectation. We use boldface letters (A) for matrices, A(m,n) to

denote the element on the mth row and nth column of the matrix A, and diag(A) to denote

a diagonal matrix whose diagonal is constructed from the vector A.

3.2 Signal Model

In this section, a signal model for full-duplex systems including the transmitter and receiver

phase noise is introduced. Figure 3.1 illustrates a block diagram for a full-duplex OFDM

transceiver using passive self-interference suppression (i.e. antenna separation) followed by

digital self-interference cancelation. The oscillator at the transmitter side is assumed to

have a random phase error represented by φt(t). At the receiver side, the received signal

consists of the self-interference signal and the signal-of-interest (the signal to be decoded)

39



down-converted from the carrier frequency to the base-band. The down-conversion mixer is

assumed to have a random phase error represented by φr(t)1. The received base-band time

domain signal can be written as

yn =
[(
xIne

jφt,In ∗ hIn
)

+
(
xSne

jφt,Sn ∗ hSn
)]
e−jφ

r
n + zn, (3.1)

where n is the sample index, xI , xS are the transmitted self-interference signal and signal-

of-interest respectively, φt,I , φt,S are the self-interference and signal-of-interest transmitter

phase noise processes, φr is the receiver phase noise process, hI , hS are the self-interference

and signal-of-interest channels, and z is the receiver noise.
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Figure 3.1: Block diagram of full-duplex OFDM transceiver.

Performing Discrete Fourier Transform (DFT) on both sides of (3.1) we get

Yk =
N−1∑
m=0

N−1∑
l=0

XI
l H

I
mJ

t,I
m−lJ

r
k−m︸ ︷︷ ︸

Y Ik

+
N−1∑
m=0

N−1∑
l=0

XS
l H

S
mJ

t,S
m−lJ

r
k−m︸ ︷︷ ︸

Y Sk

+Zk

= Y I
k + Y S

k + Zk, (3.2)

1In this chapter, we consider the general case of using different transmitter and receiver local oscillators.
The analysis is also valid (with slight modifications) for the special case where the transmitter and the
receiver share the same local oscillator [39, 41].
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where k is the subcarrier index, N is the total number of subcarriers per OFDM symbol,

Y I
k , Y S

k represents the self-interference and signal-of-interest parts of the received signal, Zk

is the Fourier transform of the receiver noise, and J i, i ∈ [(t, I), (t, S), r] represents the DFT

coefficients of the phase noise signal calculated as

J ik =
N−1∑
n=0

ejφ
i
ne−j2πnk/N . (3.3)

In experimental results published in [33], it was shown that for full-duplex systems, the

self-interference channel follows a Rician distribution with a coherence bandwidth ranging

from 3−15MHz depending on the experimental environments. Accordingly, compared to the

narrowband phase noise process, the self-interference channel could be assumed constant over

the phase noise bandwidth. It has to be noticed that this assumption is only used during

the development of the algorithms. However, the entire numerical analysis is performed

using typical channel models for indoor environments. In addition, the experiments are

conducted in typical indoor environments. This assumption is commonly used in phase

noise suppression approaches [67]-[69]. Accordingly, Equation (3.2) can be simplified as

Yk =
N−1∑
l=0

XI
l H

I
l

N−1∑
m=0

J t,Im−lJ
r
k−m + Y S

k + Zk =
N−1∑
l=0

XI
l H

I
l J

c
k−l + Y S

k + Zk, (3.4)

where J c is the DFT coefficients of the combined transmitter and receiver phase noise cal-

culated as the circular convolution of J t,I and Jr.

Rewriting (3.4) in a more detailed form we get

Yk = XI
kH

I
k J c0︸︷︷︸
CPE

+
N−1∑

l=0,l 6=k

XI
l H

I
l J

c
k−l︸ ︷︷ ︸

ICI

+Y S
k + Zk, (3.5)

where J c0 is the DC coefficient that acts on all subcarriers as a CPE, and the second term rep-

resents the ICI associated with the self-interference signal. The time-domain representation
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of (3.5) can be written as

yn = (xIn ∗ hIn)jcn + ySn + zn, (3.6)

where jcn = ej(φ
t,I
n −φrn) is the time domain representation of the combined phase noise process.

In order to proceed with the analysis, a closed form model for the phase noise process is

required. In this chapter, we consider the two commonly used oscillator types: free-running

oscillators and PLL based oscillators. In free-running oscillators the phase noise could be

modeled as a Wiener process where the phase error at the nth sample is related to the previous

one as φn = φn−1 + α, where α is a Gaussian random variable with zero mean and variance

σ2 = 4π2f 2
cCTs [62]. In this notation Ts describes the sample interval and C is an oscillator

dependent parameter that determines its quality. The oscillator parameter C is related to

the 3dB bandwidth f3dB of the phase noise Lorentzian spectrum by C = f3dB/πf
2
c [65]. As

shown in [65], the phase noise auto-correlation for free-running oscillators is calculated as

E
[
ejφme−jφn

]
= E

[
ej∆φmn

]
= e

−4π2f2c CTs|m−n|
2 . (3.7)

In PLL based oscillators, as shown in figure 3.2, the voltage controlled oscillator (VCO)

output is controlled through a feed-back loop that involves a phase detector and low-pass

filter (LPF). The purpose of the feed-back loop is to lock the phase of the VCO output with

the phase of a high quality reference oscillator. As shown in [58], the PLL output phase noise

can be modeled as Ornstein-Uhlenbeck process with auto-correlation function calculated as

E
[
ej∆φmn

]
= e

−4π2f2c
2 (CTs|m−n|+2

∑n0
i=0(µi+vi)(1−e−λiTs|m−n|)), (3.8)

where (n0, µ , v, λ) are PLL specific parameters that are function of the PLL loop filter

design2.

2See [58] for detailed description on how these parameters are calculated.
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Figure 3.2: PLL based oscillator.

3.3 Self-Interference Cancellation with Phase Noise Sup-

pression

According to (3.5), total self-interference cancellation requires both the CPE and the ICI

components to be suppressed. Conventional digital self-interference cancellation techniques

only consider the suppression of the CPE component and neglects the ICI component, which

limit the amount of cancellable self-interference power to the ICI power level. In this section,

we introduce two different phase noise estimation and suppression techniques that are used

to enhance self-interference cancellation capability in full-duplex systems.

Generally, self-interference cancellation requires the knowledge of both transmitted self-

interference signal (XI) and self-interference channel (HI). Since it is transmitted from

the same transceiver, the transmitted self-interference signal is assumed to be known at the

receiver side. An accurate estimation for the self-interference channel (HI), as well as the

signal-of-interest channel (HS) could be obtained using orthogonal training sequences sent

at the beginning of each transmission frame. Detailed analysis for the channel estimation

error effect on the system performance is introduced in section 3.4.
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3.3.1 Frequency-domain phase noise estimation and suppression

In this technique, the DFT coefficients of the phase noise process (J ck) is estimated in the

frequency-domain, and then used to suppress both the CPE and ICI components. The

estimation-suppression process consists of four main steps:

• Estimating the DC coefficient (J c0).

• Suppressing the CPE component by subtracting XI
kH

I
kJ

c
0 from the received signal.

• Estimating the remaining phase noise coefficients (J ci , i 6= 0).

• Suppressing the ICI component by reconstructing the signal
∑N−1

l=0,l 6=kX
I
l H

I
l J

c
k−l then

subtract it from the received signal.

For the DC coefficient estimation, the LS estimator is used as follows

Ĵ c0 =
1

Nu

Nu−1∑
k=0,k∈U

Yk
XI
kH

I
k

, (3.9)

where U is a set that contains the pilot positions within the OFDM symbol, and Nu is the

number of pilot subcarriers. After estimating the DC coefficient, the CPE component is

subtracted from the received signal in (3.5) as follows

Yk −XI
kH

I
k Ĵ

c
0 =

N−1∑
l=0,l 6=k

XI
l H

I
l J

c
k−l + Y S

k + Zk. (3.10)

In order to perform ICI suppression, the remaining coefficients of J c have to be estimated.

Based on (3.10), the problem of estimating J c is considered as a linear estimation problem,

where J c is a parameter vector distributed by Gaussian noise and the signal-of-interest (Y S).
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For an estimation order M , Equation (3.10) can be written in a matrix form as



Bl1

Bl2

:

Blp


=



Al1 ... Al1+M

Al2 ... Al2+M

: : :

Alp ... Alp+M





J cM/2

:

J c1

J−1c

:

J c−M/2


+



Y S
l1

Y S
l2

:

Y S
lp


+



γICIl1

γICIl2

:

γICIlp


+



Zl1

Zl2

:

Zlp


, (3.11)

where Bk = Yk −XI
kH

I
k Ĵ

c
0 , Ak = XI

kH
I
k , and γICI is the residual ICI beyond the estimation

order M . The set [l1 l2 ... lp] has to be of length ≥ M in order to solve (3.11) for M

unknowns. The cancellation order M represents the number of estimated phase noise fre-

quency coefficients. It also determines the computational complexity of the algorithm. As M

increases, the estimation quality improves and the complexity increases. Summarizing (3.11)

in a compact form we get

B = AJc + η, (3.12)

where η represents the effective noise that combines all of the signal-of-interest, the residual

ICI, and the receiver noise. Using (3.12), the minimum mean square error (MMSE) estimate

of Jc is given by

Ĵc = WB, (3.13)

W = RJJAH(ARJJAH + Rηη)
−1, (3.14)
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where RJJ represents the correlation matrix of the vector Jc, and Rηη represents the corre-

lation matrix of the vector η.

Using equation (3.3), the (p,q) element of the correlation matrix RJJ can be calculated as

RJJ(p,q) = E
[
JpJ∗q

]
=

1

N2

N−1∑
m=0

N−1∑
n=0

E
[
ej∆φmn

]
e−j2π

N
(pm−qn), (3.15)

where E
[
ej∆φmn

]
is calculated as in (3.7), (3.8) for free-running and PLL based oscillators.

Assuming that the data symbols and the receiver noise are not correlated, the correlation

matrix Rηη can be written as

Rηη = diag(E
[∣∣YS

l1

∣∣2]+ E
[∣∣γICI

l1

∣∣2]+ σ2
z , ........,E

[∣∣∣YS
lp

∣∣∣2]+ E

[∣∣∣γICI
lp

∣∣∣2]+ σ2
z ), (3.16)

where σ2
z is the receiver noise variance, E

[∣∣γICIli

∣∣2] is the power of the residual ICI at

subcarrier li calculated as [65]

E
[∣∣γICIli

∣∣2] =
N−1∑

p=0,p>|M |

RJJ(p,p), (3.17)

and E
[∣∣Y S

l1

∣∣2] is the power of the received signal-of-interest at subcarrier li. For simplicity,

E
[∣∣Y S

l1

∣∣2] can be approximated to the average received signal-of-interest power as follows

E
[∣∣Y S

li

∣∣2] = E
[∣∣XS

li
HS
li

∣∣2] = E
[∣∣HS

li

∣∣2] , (3.18)

where the transmitted signal are assumed to be M-QAM modulated with a unity average

power. In the end, the estimated phase noise vector Ĵc is constructed by placing the M

estimated coefficients in their corresponding positions and placing zero elsewhere.
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In the ICI cancellation phase, the ICI component is reconstructed as

IĈIk =
N−1∑

l=0,l 6=k

XI
l H

I
l Ĵ

c
k−l, (3.19)

and then subtracted from the received signal.

Regarding the computational complexity, the most computation consuming part in the dis-

cussed frequency-domain technique is the calculation of the weighting matrix W which

involves matrix inversion. Although the correlation matrix RJJ is a symmetric matrix,

however, due to the fact that A is a general matrix with no special properties, the matrix

(ARJJAH+Rηη) is also a general MxM matrix, which sets the complexity of such technique

to O(M3). The high complexity order will limit the use of such technique to small M cases

which directly affects the accuracy of the estimated phase noise vector, and thus the amount

of suppressed ICI power.

In addition to matrix inversion, reconstructing the ICI component involves a convolution

process of order O(NM), which also limits the use of such technique to systems with a small

number of subcarriers N . For complexity reduction, lower complexity time-domain phase

noise estimation and suppression technique is proposed in the following subsection.

3.3.2 Time-domain phase noise estimation and suppression

Referring back to (3.6), since the self-interference channel HI and the self-interference signal

XI are known, a time-domain MMSE estimator could be used to solve (3.6) for the unknown

vector jc that is distributed by Gaussian noise and the signal-of-interest (yS). For an M
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order MMSE estimator, equation (3.6) can be written in a matrix form as



yl1

yl2

:

ylM


=



al1 0 ... 0

0 al2 ... 0

: : :

0 0 ... alM





jcl1

jcl2

:

jclM


+



ySl1

ySl2

:

ySlM


+



zl1

zl2

:

zlM


, (3.20)

or in a compact form as

y = ajc + ζ, (3.21)

where the diagonal elements of the matrix a represents the time domain self-interference

signal after going through the self-interference channel and can be calculated as an =

IDFT (XI
kH

I
k), ζ represents the effective noise vector that combines Gaussian noise z, and

signal-of-interest yS. In the time-domain technique, the cancellation order M represents the

number of estimated phase noise time samples and also defines the computational complexity.

Comparing (3.21) with (3.12) we note that in the time-domain technique, the matrix a is a

diagonal matrix and the noise vector ζ contains only the Gaussian noise z, and the signal-

of-interest yS. However, in the frequency-domain technique, A is a full matrix and the noise

vector η has an additional term (γICI) which is the residual ICI beyond the estimation order

M . The reason is that the phase noise is a multiplicative process in the time-domain, which

means that the received signal at time n is only affected by the phase noise at that time

instant, while, in the frequency-domain, due to the ICI effect, the received signal at each

subcarrier is affected by the phase noise at that subcarrier and all other subcarriers.

Using (3.21), the MMSE estimate of jc is given by

ĵc = wy, (3.22)
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w = Rjja
H(aRjja

H + Rζζ)
−1, (3.23)

where Rjj represents the time-domain correlation matrix of the vector jc, and Rζζ represents

the correlation matrix of the vector ζ. The (m,n) element of the correlation matrix Rjj can

be calculated as

Rjj(m,n) = E [jmj∗n] = E
[
ej∆φmn

]
, (3.24)

where E
[
ej∆φmn

]
is calculated as in (3.7), (3.8) for free-running and PLL based oscilla-

tors respectively. The noise correlation matrix Rζζ can be calculated as in (3.16) with the

exception that γICI = 0 in the time-domain problem.

In cases where M < N (the number of estimated samples is less than the overall number

of samples per OFDM symbol), the remaining un-estimated samples could be set to the

value of one. However, for better estimation quality, the estimated samples are linearly

interpolated to get an estimate for the phase noise at the un-estimated time positions.

For lower interpolation errors, the estimation positions [l1 l2 ... lM ] are chosen to be

equally-spaced in the time-domain. For the cancellation phase, the self-interference signal

is reconstructed in the time-domain as yIn =
(
xIn ∗ hIn

)
ĵcn, then subtracted from the received

signal.

From a performance perspective, two main advantages make the time-domain technique

expected to outperform the frequency-domain technique: first, in the frequency-domain

technique, the remaining ICI beyond the cancellation order is considered as a noise term

that negatively affects the estimation quality. However, in the time-domain technique there

is no ICI effect. Second, the linear interpolation performed in the time-domain technique

results in a good estimate for the un-estimated samples beyond the estimation order, thus
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improving the overall estimation performance.

In terms of complexity, the complexity of the proposed time-domain technique is at least one

order of magnitude lower than the complexity of the frequency-domain technique. In more

details, the complexity advantage of the time-domain technique is a result of three main

factors: first, in the calculation of the weighting matrix (w), the time-domain phase noise

correlation matrix Rjj is a real symmetric matrix and (a) is a diagonal matrix which results

in (aRjja
H + Rζζ)

−1 being a symmetric matrix with an inversion complexity order O(M2)

instead of O(M3) in the frequency-domain technique. Second, in the cancellation phase of

the time-domain technique, the self-interference signal is reconstructed using O(N) multi-

plication process instead of the O(NM) convolution process used in the frequency-domain

technique. Finally, performing time-domain phase noise interpolation helps to achieve better

performance at a lower estimation order (M), and thus reduces the complexity.

On the other hand, performing time-domain MMSE estimation requires additional inverse

discrete Fourier transform (IDFT) process to calculate an = IDFT (XI
kH

I
k). For N = 2m,

the complexity of the IDFT process is O(N log2N). Performing time-domain phase noise

interpolation is an additional O(N) process that does not exist in the frequency-domain

technique. As a conclusion, table 3.1 summarizes the computational complexity of both

time-domain and frequency-domain techniques.

Table 3.1: Complexity order of time-domain and frequency-domain phase noise estimation
and suppression techniques

Frequency-domain Time-domain
technique technique

Estimation Phase O(M3) O(M2) For matrix inversion +
O(N log2N) to calculate an

Cancellation Phase O(NM) O(N) for Interpolation +
O(N) for Cancellation
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3.3.3 Discussion on the use of LS-based estimators

Despite the low complexity of LS-based estimators, using LS techniques for ICI estimation

in full-duplex systems might result is a negative gain compared to the case when only the

CPE is estimated. For more clarification of the ”negative gain” issue, consider the following

simplified example.

Referring back to equation (3.6), a LS estimate for the combined phase noise process jcn is

obtained as follows

ĵcn =
yn

hn ∗ xn
= jcn +

ySn + zn
hn ∗ xn

= jcn + ej (3.25)

where ej is the phase noise estimation error. In this case the phase noise estimation error is

directly proportional to the signal-of-interest power, which limits the phase noise cancellation

amount to the signal-of-interest power level. This limitation implies that, if the signal-of-

interest power is higher than the ICI component of the phase noise, performing LS-based

suppression will achieve negative gain compared to the case when only the CPE is mitigated.

This is why LS-based techniques can not be used alone in full-duplex systems.

The filtering technique proposed in [68] is could be used to reduce the LS estimation error

by relying on the fact that the 3dB BW of the phase noise process is smaller than the system

BW, thus using LPF could help filter-out part of the LS estimation noise and improve the

performance. In fact, using LPF will not eliminate the ”negative gain” issue of the LS

estimator; the issue still exists, but will appear at a different signal-of-interest power level.

The signal-of-interest power level at which the LS estimator starts to negatively impact the

overall performance is a function of the ratio between the system BW and the filter BW. The

higher the ratio, the better the performance is. On the other hand, using LPF degrades the

phase noise estimation quality by filtering-out part of the phase noise itself. This tradeoff

becomes more challenging in the case of PLL-based oscillators where (as will be discussed

51



in section 3.4) the phase noise spectrum is more flattened than the case of free-running

oscillator.

As a conclusion, the ”negative gain” issue of the LS-based estimators is the main reason why

LS-based estimators should be carefully considered when it comes to full-duplex systems;

especially with the knowledge that the typical operating point for a full-duplex system is

at high signal-to-ICI power ratios. Generally, full-duplex systems are supposed to achieve

significant capacity improvement when the self-interference signal is suppressed near to the

noise floor. Giving that the typical SNR values in half-duplex systems is in the range

of 20dB, ICI suppression technique is generally useful when the ICI power is close to the

noise floor such that the ICI suppression gain mitigates the ICI near to the noise floor. In

this case, the ICI suppression algorithm should be properly working at such high signal-of-

interest to ICI power values. The main advantage of the proposed MMSE algorithms over

the LS-based algorithms is that at high signal-of-interest to ICI power ratios, the MMSE

algorithm performance approaches the CPE only performance without having the ”negative

gain” issue.

3.4 Analysis and Discussions

In this section, the performance of the proposed phase noise estimation and suppression tech-

niques is experimentally and numerically investigated under different operating conditions.

In addition, the effect of channel estimation error on the performance is also investigated.

For reference, the performance of the proposed techniques is compared to the case where no

phase noise suppression is performed. Following the analysis, the feasibility of using phase

noise estimation and suppression techniques in full-duplex systems is discussed in terms of

achieved gain and required complexity.
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A 20MHz wireless LAN system is used as a framework for the analysis. The system is

assumed to operate in full-duplex mode, where the wireless terminals are transmitting and

receiving at the same time, using the same carrier frequency. The transmitted frame consists

of orthogonal training sequences used for channel estimation purposes, followed by data

OFDM symbols with 64 subcarriers in each symbol. Each OFDM symbol contains 4 pilot

subcarriers used for CPE estimation. The carrier frequency fc is set to 2.4GHz with a

system bandwidth of 20MHz. The indoor TGn channel model D [54] is used to model the

self-interference and signal-of-interest channels. The self-interference and signal-of-interest

channel’s Rician factors are set to 30dB and 3dB respectively.

In the analysis, the self-interference cancellation gain is used as a performance metric. Self-

interference cancellation gain is defined as the incoming self-interference power divided by the

remaining self-interference power after performing all cancellation and suppression processes.

For more clarity, following is the definition of terms used in this section: i) self-interference

to signal-of-interest ratio (ISR) is defined as the ratio between the incoming self-interference

power and the signal-of-interest power. ii) Total phase noise induced ICI power (PICI) is

defined as the total power of the ICI component relative to the received self-interference

power in dBc units. As an example, an ISR of −40dB and PICI of −30dBc means that

the signal-of-interest and the ICI component are below the self-interference signal by 40dB

and 30dB respectively, it also means that the ICI power is higher than the signal-of-interest

power by 10dB.

3.4.1 Time-domain vs frequency-domain phase noise suppression

In this subsection, the proposed reduced complexity time-domain phase noise estimation

and suppression technique is compared to the frequency-domain technique. A free-running

oscillator and exact channel knowledge are assumed in this analysis. However, the PLL
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based oscillator and channel estimation error effects are studied separately in the following

subsections.
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(b) Time−domain technique

ISR=40dB
ISR=50dB
ISR=60dB

0 5 10 15 20 25 30 35
50

51

52

53

54

55

56

57

58

S
el

f−
In

te
rf

er
en

ce
 C

an
ce

lla
tio

n 
G

ai
n 

(d
B

)

Cancellation Order (M)

 

 
(a) Frequency−domain technique

ISR=40dB
ISR=50dB
ISR=60dB

Figure 3.3: Self-interference cancellation gain for time- and frequency-domain phase noise
estimation and suppression techniques at PICI = −50dBc, with free-running oscillator.

Figure 3.3 shows the performance of time- and frequency-domain techniques at different

cancellation orders (M), and different ISR values with a total ICI power of −50dBc. It

has to be noticed that M = 0 means that only the CPE component is suppressed, and

no ICI suppression is performed. In fact, suppressing the CPE component only is exactly

what most of the existing digital self-interference cancellation techniques are doing. The

conclusions from this analysis are multifold: first, as described in section 3.3, performing only

CPE suppression limits the amount of cancellable self-interference power to the ICI power

level (i.e. −50dBc in our case). Second, according to (3.12), (3.21) the variance of the noise

vectors η and ζ are directly proportional to the signal-of-interest power, therefore, increasing

the signal-of-interest power (i.e. decreasing the ISR) increases the estimator noise variance,

thus degrading the estimator performance. Finally, in addition to its complexity advantage,

the proposed time-domain technique achieves better performance (∼1dB more cancellation
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gain) compared to the frequency-domain technique. The performance superiority of the time-

domain technique is mainly due to the linear interpolation performed using the estimated

samples to get an estimate for the remaining samples in each OFDM symbol.

3.4.2 Free-running vs. PLL based oscillators

As a matter of fact, most of the current wireless system transceivers use PLL based oscillators;

mainly due to its phase stability compared to the continuous phase drift in free-running

oscillators. In order to understand the effect of using PLL based oscillators on the proposed

phase noise estimation and suppression techniques, first we investigate the main differences

between free-running and PLL based oscillators.

First, in free-running oscillators the phase error is modeled as a Wiener process [62] with a

continuous phase drift. However, in PLL based oscillators [58], the feed-back loop tends to

stabilize the output phase error which results in very small CPE compared to free-running

oscillators. Therefore, in case of using PLL based oscillators the CPE estimation could be

omitted or estimated over long time periods. Second, as shown in [62, 58], generally the phase

noise power spectral density (PSD) has a low pass shape with a decay rate proportional to

1/f 2
o (fo is the frequency offset from the main carrier). However, in PLL based oscillators, due

to the existence of the loop filter, the phase noise PSD of the output Flatter over the bands

of interest. Figure 3.4 [58] shows a typical example for the phase noise PSD in free-running

and PLL based oscillators3. From an OFDM perspective, in the free-running oscillator case,

the subcarriers centered around the carrier frequency will have large phase noise power, and

this power will decay fast when you go towards the edge subcarriers. On the other hand, in

PLL based oscillator case, the phase noise power starts at a lower value and decays slower

than free-running oscillators. Figure 3.5 shows the phase noise power per subcarrier for both

3In Figure 3.4 [58], the legend ”Reference” and ”VCO Open Loop” refers to free-running oscillators and
”PLL VCO” refer to PLL based oscillator.
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free-running and PLL based oscillators with the same total in-band phase noise power. The

question to consider is how does this impact the performance of the proposed techniques?
MEHROTRA: NOISE ANALYSIS OF PLLs 1313

Fig. 3. PSD of a PLL output with a first-order filter.

output coincides with the open-loop VCO output for high offset
frequencies.

B. PLL With a First-Order Filter

For this case, and are related by the following equa-
tion:

where is the corner frequency of the low-pass filter. Equa-
tion (6) can therefore be written as

where and,5 as before, .
The eigenvalues of the matrix are given by

For this PLL, it can be shown that

The resulting output spectrum around the first harmonic is
shown in Fig. 3. The loop filter corner frequency is chosen to be
10 rad/s. All other parameters are the same as in Section IV-A.
Note that the addition of the loop filter introduces a bump in

5This scaling also helps the numerical stability of this computation.

Fig. 4. CPPLL spectrum.

the flat portion of the spectrum. This bump becomes more
pronounced as the bandwidth of the loop filter is decreased.
Also the PSD is lower than in Fig. 2 for the flat portion of the
spectrum. The phase noise performance at 10rad/s offset is

104 dBc/Hz.

C. Charge Pump PLL (CPPLL)

The phase detectors described in Sections IV-A and IV-B
suffer from the limitation that the phase difference between the
input and the VCO output is not zero in steady state. Zero phase
error can be accomplished by using an integrator after the linear
phase detector (also known as the charge pump phase detector).
However, this degrades the stability of the loop. This stability
is recovered by introducing an additional zero in the charge
pump transfer function. The filter is realized in practice by using
the series combination of a capacitor and a resistor. The charge
pump can be modeled by a linear transfer function of the form

where is the zero frequency. After some re-
arranging, (6) can be written as

where and are defined as before.
The resulting output spectrum around the first harmonic is

shown in Fig. 4 using the same parameters as in Section IV-B.
Note that, as the offset frequency is reduced, the output PSD ini-
tially follows the VCO spectrum, flattens out at a certain level,
drops and then starts following the reference signal spectrum.
At 10 rad/s offset frequency, the PSD is103 dBc/Hz.

The above charge pump suffers from a critical effect. Since
the charge pump drives the series combination of a resistor and a
capacitor, each time a current is injected into the filter, the con-
trol voltage experiences a large jump which is detrimental for
the transient behavior of the VCO [22]. Therefore, a second ca-
pacitor is usually placed in parallel to the series combination of
the resistor and capacitor to suppress the initial step. The overall
charge pump can be modeled by a linear transfer function of the

Figure 3.4: PSD for free-running and PLL based oscillators [58], free-running is the dashed
lines and PLL is the solid line
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Figure 3.5: Phase noise power per subcarrier for free-running and PLL based oscillators at
PICI = −40dBc.
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In the frequency-domain estimation technique, at a given estimation order M , the power

of the estimated phase noise will be larger in the case of free-running than PLL based os-

cillator. Therefore, the ICI suppression amount will be higher in the case of free-running

oscillators. In addition, for small cancellation orders (M), the remaining ICI power beyond

the estimation order will be smaller in case of free-running as compared to the PLL based

oscillator, which means lower noise variance, and thus better estimation quality in the case

of free-running oscillators. As a conclusion, using PLL based oscillators degrades the over-

all cancellation performance. Figure 3.6a shows the performance of the frequency-domain

estimation technique using free-running and PLL based oscillators. The results show that

using free-running oscillators approximately doubles the achieved ICI suppression amount

compared to the case where PLL based oscillators are used.
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(b) Time−domain technique

ISR=30dB, Free−Running Osc.
ISR=40dB, Free−Running Osc.
ISR=50dB, Free−Running Osc.
ISR=30dB, PLL Based Osc.
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(a) Frequency−domain technique

ISR=30dB, Free−Running Osc.
ISR=40dB, Free−Running Osc.
ISR=50dB, Free−Running Osc.
ISR=30dB, PLL Based Osc.
ISR=40dB, PLL Based Osc.
ISR=50dB, PLL Based Osc.

Figure 3.6: Self-interference cancellation gain for free-running and PLL based oscillators
using frequency- and Time-domain phase noise estimation techniques at PICI = −40dBc.

For the time-domain estimation technique, the flatness in the phase noise PSD is equiva-

lent to lower correlation between time-domain samples. Since the time-domain estimation

technique uses linear interpolation to get an estimate for the remaining phase noise samples
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beyond the estimation order, lower time correlation means higher interpolation errors and

thus lower estimation quality. Figure 3.6b shows the performance of the time-domain esti-

mation technique using free-running and PLL based oscillators. The results also show that

using PLL oscillators degrades the ICI suppression performance. On the other hand, com-

paring figure 3.6a and 3.6b we notice that even with PLL based oscillators, the time-domain

technique still outperforms the frequency-domain technique.

3.4.3 Effect of channel estimation error

In practical systems, exact channel information is not available at the receiver side. Rather,

the channel has to be estimated, which typically results in channel estimation error that

affects the overall system performance. In this analysis, we investigate two things: i) the

effect of the phase noise on the channel estimation error, and ii) the effect of the channel

estimation error on the phase noise estimation performance. The channel is estimated using

L OFDM training symbols transmitted at the beginning of each data frame. The training

symbols have the same structure as the long preamble of the 802.11n standard. The training

symbols for the self-interference and the signal-of-interest channels are orthogonal in the

time-domain.

During the training period of the self-interference channel, Equation (3.5) can be rewritten

as

Yk = XI
kH

I
kJ

c
0 +

N−1∑
l=0,l 6=k

XI
l H

I
l J

c
k−l + Zk, (3.26)

where the term Y S
k is eliminated because the signal of-interest is not transmitted during

the self-interference training interval. Since J c0 is constant across the subcarriers, it can be

considered part of the channel. Therefore, the LS estimate for the self-interference channel
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(including J c0) can be written as

ĤI
k =

Yk
XI
k

= HI
kJ

c
0 +

N−1∑
l=0,l 6=k

XI
l

XI
k

HI
l J

c
k−l +

Zk
XI
k

= HI
kJ

c
0 + δIk, (3.27)

where δIk is the self-interference channel estimation error. Assuming no correlation between

the noise and the data symbols, the variance of the channel estimation error can be written

as

σ2
δ = E

[∣∣HI
k

∣∣2]N−1∑
p=1

RJJ(p,p) + σ2
Z, (3.28)

where the first term in right hand side of (3.28) represents the total ICI power. As shown

in (3.28), the variance of the channel estimation error is directly proportional to the phase

noise power (ICI component) and the AWGN noise power.

One way to reduce the channel estimation error is by averaging the estimated channel over

multiple OFDM symbols. Such that

ĤI,avg
k =

L∑
l=1

ĤI
l,k, (3.29)

where L is the number of training symbols. Since the correlation between the phase noise

at different OFDM symbols is very small, averaging over multiple OFDM symbols achieves

∼ 10log(L) dB reduction in the channel estimation error. However, increasing the number

of training symbols negatively impacts the overall system capacity.

Another technique that could be used to reduce the channel estimation error is the IDFT

based channel estimation technique proposed in [70]. In this technique, an estimate for the

channel impulse response (CIR) is obtained as ĥIn = IDFT{ĤI
k}. Then, by leveraging the

fact that the channel information is contained in the first T samples of the CIR, a better

estimate for the channel is obtained by taking the first T samples of ĥIn while forcing other
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samples to zero as follows

ĥI,nullingn =

 ĥIn , 0 ≤ n ≤ T − 1,

0 , otherwise,
(3.30)

then

ĤI,nulling
k = DFT

{
ĥI,nullingn

}
. (3.31)

By doing this, the channel estimation error is reduced by a factor of T/N . The key challenge

in such technique is the choice of T . Since the cyclic prefix in practical systems is designed

to be larger than the channel length, a good choice for T is to be equal to the cyclic prefix

length. For better performance, the IDFT nulling algorithm could be combined with the

averaging technique.

Figure 3.7 shows the Mean Square Error (MSE) of the self-interference channel at different

phase noise power values. The results show that without averaging or IDFT nulling, the

channel estimation error will be at the phase noise power level. However, by averaging over

two symbols and using IDFT nulling, the channel estimation error is reduced by 5.5dB

below the phase noise power.

From a phase noise suppression perspective, the channel estimation error will negatively

affect the estimation of the CPE as well as the ICI components. Since CPE is estimated

using LS techniques, the degradation in the CPE estimation will be directly proportional

to the channel estimation error σ2
δ . For example, at a total phase noise power of −50dBc,

the channel estimation error using averaging plus IDFT nulling is −55.5dBc, thus, the CPE

estimation error will be in the range of (−50dB) + (−55.5dB) ∼= −49dB which is 1dB

higher than the CPE estimation error in case of using perfect channel knowledge. The

ICI estimation techniques discussed in section 3.3 could be slightly modified to account for
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Figure 3.7: Self-interference channel MSE at different phase noise power values.

the channel estimation error by using ĤI
k instead of HI

k , and adding another noise element

(represents the channel estimation error) to the composite noise vectors η and ζ in (3.12)

and (3.21) respectively. In case of using symbol averaging plus IDFT nulling, the added

noise element will be = T
N.L

(σ2
δ + σ2

Z).

Figure 3.8 shows the effect of the channel estimation error on the overall cancellation per-

formance using the averaging plus IDFT nulling channel estimation algorithm. The results

show that, the channel estimation error could results in a total of ∼1.5dB loss in the overall

cancellation performance. It has to be noticed that out of the 1.5dB degradation, 1dB is

due to degradation in the estimation of the CPE component and only 0.5dB due to degra-

dation in the estimation of the ICI component (compare the performance loss at M = 0 and

M = 32 in figure 3.8). Second, at least 1dB performance degradation exists even with no ICI

suppression (case with M = 0), which means that conventional self-interference cancellation

techniques are also affected by the channel estimation errors.
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ISR = −50dBc, Estimated Channel
ISR = −60dBc, Estimated Channel
ISR = −50dBc, Exact Channel
ISR = −60dBc, Exact Channel

Figure 3.8: Self-interference cancellation gain for PLL based oscillators with time-domain
phase noise estimation technique at PICI = −50dBc, using estimated and exact channels.

3.4.4 Experimental analysis

In this section, experimental analysis is performed to verify the accuracy and validity of the

presented numerical analysis. A real time experimental framework is constructed to inves-

tigate the performance of the proposed phase noise estimation and suppression techniques.

For analysis diversity, two commonly used open access wireless platforms (e.g. WARP and

USRP) are used in the analysis. Figure 3.9 shows the experimental setup, where a full-duplex

communication link is established using two research platforms namely node-A and node-B.

Each node has one transmitter and one receiver connected to a separate antenna4. The

transmitter and receiver base-band processing is done over a host PC, while analog-domain

and RF processing is done over the platform. Both platforms are configured to transmit and

receive at the same time using the same carrier frequency. Based on the datasheet, both

WARP and USRP platforms are using PLL based oscillator for the up- and down-conversion

processes. In the experimental analysis, the performance is evaluated at different ISR ra-

tios. At the beginning of each transmission frame, orthogonal training sequences are sent

4note that one antenna and circulator could be used instead of two antennas.
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for channel estimation proposes. The training sequences are also used to measure the ISR

ratio at the receiver input. All the presented results are averaged over several transmission

frames. Therefore, the presented results are the ergodic expectation of the instantaneous

values.

First, in order to validate our experimental setup, our results are compared to the exper-

imental results reported in [13]. In [13] the WARP platform is used to characterize the

cancellation capability of different self-interference cancellation techniques under different

antenna configurations. The cancellation techniques used in [13] only consider the suppres-

sion of the CPE component, therefore, it has to be compared with our results at M = 0.

Figure 3.10 shows the cancellation performance of the digital self-interference cancellation

technique in [13] compared to our digital self-interference cancellation technique at M = 0.

Figure 3.9: Experimental setup using USRP platform.

Now we investigate the performance of the proposed phase noise estimation and suppression

techniques. Figure 3.11 show the achieved self-interference cancellation gain at different

ISR values for the proposed frequency-domain cancelation technique running over WARP

and USRP platforms respectively. The results confirm the conclusions derived from the

numerical analysis, where performing ICI suppression improves the cancellation performance

(up to 3dB more cancellation) especially at high ISR values. The results also show that the

USRP platform achieves better performance than the WARP platform, which means that
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Figure 3.10: Experimental results at M = 0 compared to the experimental results in [13].

the quality of the RF circuits and connectors used in the USRP may be better than those

used in the WARP platform.

In order to measure the accuracy of the numerical analysis presented earlier in this section,

the system model is simulated using the same system parameters used in the USRP platform,

and the results are then compared to the experimental results. As shown in Figure 3.12,

the simulation results highly matches the experimental results with <0.2dB error. With this

matching, all the conclusions derived from the numerical analysis are now confirmed.

3.4.5 Performance limitations

The previous analytical and experimental analyses show that phase noise estimation and

suppression techniques in full-duplex systems achieve relatively small gain compared to the

required computational complexity. For example, a maximum of 6dB more self-interference

cancellation with free-running oscillators (reduced to 3dB in case of PLL based oscillators) is
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Figure 3.11: Self-interference cancellation gain for frequency-domain phase noise suppression
technique using different platforms.
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Figure 3.12: Experimental vs numerical results for frequency-domain phase noise suppression
at PICI = −33dBc.

achieved at a computational complexity order O(M2),M = 32. This gain is further reduced

with the decrease of the ISR.
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Three main reasons explain the low gain achieved, and the high complexity required for phase

noise estimation and suppression in full-duplex systems: first, the most important reason is

that phase noise in full-duplex systems has to be estimated in the presence of the unknown

signal-of-interest, which significantly affects the estimator performance, especially at high

signal-of-interest powers. Second, the channel estimation error. The results in figure 3.7

show that even using efficient channel estimation techniques, the channel estimation MSE is

∼6dB below the phase noise level, this error acts as another noise source during the phase

noise estimation process. Finally, the un-estimated phase noise coefficients. In the case when

part of the phase noise coefficients are estimated, the remaining ICI due to the un-estimated

coefficients acts as another noise component during the estimation process, which negatively

affects the estimation performance, especially when PLL based oscillators are used, due to

the phase noise spectrum flatness. In order to overcome this issue, all phase noise coefficients

have to be estimated, which results in significant complexity especially in OFDM systems

with a large number of subcarriers.

In addition to those three factors, the frequency-flat channel approximation used in Equa-

tion (3.4) to simplify the phase noise estimation problem might also affect the estimation

performance. However, the following analysis shows that, the error due to such approxi-

mation is negligible compared to the previously mentioned limiting factors, even at severe

channel conditions.

In order to investigate the accuracy of the frequency-flat channel approximation, we first

calculate the approximation error. According to (3.2) and (3.4), the frequency-flat channel
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approximation error (βk) can be written as

βk =
N−1∑
l=0

N−1∑
m=0

XI
l H

I
mJ

t,I
m−lJ

r
k−m −

N−1∑
l=0

XI
l H

I
l

N−1∑
m=0

J t,Im−lJ
r
k−m

=
N−1∑
l=0

N−1∑
m=0

XI
l

(
HI
m −HI

l

)
J t,Im−lJ

r
k−m, (3.32)

and the approximation MSE is written as

MSE = E
[
|βk|2

]
=

N−1∑
l=0

N−1∑
m=0

E
[∣∣XI

l

∣∣2]E [∣∣HI
m −HI

l

∣∣2]E [∣∣∣J t,Im−l∣∣∣2]E [∣∣Jrk−m∣∣2] . (3.33)

Typically, the correlation between the channel frequency responses at different subcarriers

is determined by the coherence bandwidth (CBW) of the channel. By definition, the CBW

is defined as the frequency band in which the channel could be considered frequency flat.

According to this definition, equation (3.33) can be rewritten as

MSE =
N−1∑
l=0

N−1∑
m=0,

|m−l|>CBW

E
[∣∣XI

l

∣∣2]E [∣∣(HI
m −HI

l

)∣∣2]E [∣∣∣J t,Im−l∣∣∣2]E [∣∣Jrk−m∣∣2] . (3.34)

where HI
m −HI

l = 0 within the CBW of the channel. Furthermore, as shown in figure 3.5,

the phase noise process has a decaying power spectral density, such that the majority of the

phase noise power is located around the DC carrier (i.e. J0). Accordingly, the remaining

terms where |m− l| > CBW will be weighted by small phase noise values
∣∣∣J t,Im−l∣∣∣2.

Equation (3.34) shows that the approximation error depends on two main factors: the CBW

of the self-interference channel, which is a function of the maximum delay spread, and

the quantity
∣∣HI

m −HI
l

∣∣2, which is a function of the self-interference channel Rician factor.

The larger the Rician factor, the smaller the quantity
∣∣HI

m −HI
l

∣∣2. Figure 3.13 shows the
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approximation MSE for different channel models with different Rician factors. The MSE is

normalized to the total phase noise power. The simulated channel models are the ’B’, ’C’,

and ’D’ TGn channel models defined in [54]. The ’B’, ’C’, and ’D’ channel models have

a maximum delay spread of 80, 200, and 390ns respectively. The results show that, even

at very small Rician factors, the approximation error is at least two orders of magnitudes

below the phase noise level. In addition, the approximation error linearly decrease with the

increase of the channel Rician factor. As a conclusion, this results show that, even at severe

channel conditions (e.g. large delay spread and small Rician factor), the approximation

error is negligible compared to other limiting factors such as channel estimation error and

un-estimated phase noise coefficients.
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Figure 3.13: MSE due to the frequency-flat channel approximation at different Rician factors
with different channel models.
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3.4.6 Overall system performance

The previous discussion raises the following important questions; In practical scenarios does

phase noise suppression improve the overall system performance? If yes, by how much? And

is it worth the extra complexity? In order to answer these questions, we numerically inves-

tigate the overall system performance of a practical system in typical operating conditions.

Assume a 20MHz WiFi system with a 20dBm transmit power, −90dBm noise floor, and

−40dBc total in-band phase noise power (i.e. PICI = −40dBc). In this example, an average

of 60dB passive self-interference suppression gain is assumed [33]. Following the passive sup-

pression, the proposed self-interference cancellation and phase noise suppression techniques

are used for digital cancellation. After self-interference cancellation, the signal to interference

plus noise ratio (SINR) is calculated for each data subcarrier. The overall SINR is calcu-

lated by averaging the instantaneous SINR over both OFDM subcarriers and transmission

frames. The overall SINR is then used as a performance metric to characterize the overall

system performance. The full-duplex system performance is compared to the corresponding

half-duplex system performance at different signal to noise ratios (SNR). The SNR is defined

as the signal-of-interest power divided by the noise floor (i.e. SNR of the corresponding half-

duplex system). Figure 3.14, shows the overall SINR for both half-duplex and full-duplex

systems. The performance is evaluated using a PLL based oscillator model.

In this example, the signal is transmitted at 20dBm power; the passive suppression has an

average of 60dB gain, which results in average received self-interference power of -40dBm.

The ICI power is −40dB below the self-interference, that is −80dBm. The system is simu-

lated at SNR ranging from 0 to 30dB, which corresponds to signal-of-interest power ranging

from −90dBm to −60dBm respectively (the noise floor is −90dBm). First, without ICI sup-

pression (M = 0), the remaining self-interference power will be limited by the ICI power level

(−80dBm in this case). As a result, the full-duplex system noise floor will be increased to
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Figure 3.14: Overall SINR for time-domain phase noise suppression technique at different
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−80dBm, resulting in a 10dB difference in SINR between full- and half-duplex performance.

The results in Figure 3.14 also show that the maximum ICI suppression gain is achieved at

low SNR scenarios; this is where the ICI power is greater than the signal-of-interest power.

However, the achieved suppression gain (e.g. ∼2.5dB) is not enough to fill the gap between

the full-duplex and half-duplex performances.

3.4.7 Discussion on other phase noise mitigation schemes

The previous analyses settle an important question on the feasibility of using phase noise

estimation and suppression techniques in full-duplex systems. The analyses show that, the

gain achieved by performing phase noise estimation and suppression is relatively small com-

pared to the required complexity. Furthermore, the phase noise suppression gain decreases

significantly at high SNR scenarios. Accordingly, phase noise suppression based on linear

estimation of the phase noise process is shown to be inefficient in full-duplex systems.
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Another way to mitigate the phase noise effect in full-duplex systems is using specific

transceiver architectures that are inherently mitigate the phase noise effect without the

need of estimating the phase noise process. Three different examples of such modified archi-

tectures are briefly discussed in this section.

First, using extensive passive self-interference suppression. One of the main advantages

of passive suppression is that it mitigates the self-interference signal and the associated

transmitter noise (e.g. phase noise). Since passive suppression reduces the self-interference

power at the receiver input, the receiver phase noise effect is also reduced. The analysis in

chapter 2 identifies, for a given phase noise power, how much passive suppression is required

to achieve full-duplex rate gain compared to half-duplex systems.

Second, using RF-to-RF cancellation techniques [23]. In this architecture, a copy of the

transmitted RF signal (including the transmitter noise) is used to cancel-out the received

self-interference signal in the RF-domain. Since the canceller signal inherently includes the

transmitter phase noise, subtracting it from the incoming self-interference signal significantly

mitigates the transmitter phase noise. The receiver phase noise effect is also mitigated by

the means of reducing the self-interference power at the RF section.

Finally, sharing the local oscillator between the transmitter and the receiver sides. The

analysis in [41] shows that, sharing the same local oscillator between the transmitter and the

receiver sides in a full-duplex system achieves ∼25dB of phase noise suppression compared

to the separate oscillator case. This architecture uses the fact that the phase noise process

slightly changes within the self-interference channel delay spread, such that when the same

transmitter phase noise process is used at the receiver side, the correlated parts of the

phase noise and the delayed phase noise processes cancel each other. The main limitation

of such architecture is that, in certain applications, when the transmitter and the receiver

are not necessarily collocated (e.g. relay networks and femtocell applications), sharing the

local oscillator is practically challenging. At such high RF frequency, if the local oscillator
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signal is transferred over relatively large distances, it will suffer from huge attenuation,

synchronization, and skew issues that significantly affect the overall system performance. As

a conclusion (if possible), sharing the same local oscillator between the transmitter and the

receiver sides is more efficient than using estimation-based techniques (e.g. the proposed

techniques) to mitigate the phase noise effect. According to the results in [41], sharing the

same local oscillator is shown to achieve ∼25dB of phase noise suppression, which is much

better than the gain achieved using estimation-based techniques.

Now, the basic question is, could the proposed estimation and suppression techniques com-

bined with these transceiver architectures to achieve more phase noise suppression? The

answer is “theoretically” yes. With some modifications in the problem formulation and

the used assumptions, one can develop other phase noise estimation techniques (using the

same principal as in the proposed techniques) to achieve additional phase noise suppression.

However, the achieved gain is expected to be significantly small (or even zero). The reason

is that, when the phase noise is mitigated using such transceiver architectures, the phase

noise (the signal to be estimated) is expected to be significantly lower than the signal-of-

interest (the noise signal), which significantly decrease the estimation quality and thus the

performance. Furthermore, when the phase noise is initially mitigated using such transceiver

architectures, other noise components (e.g. transceiver nonlinearities) start to dominate the

full-duplex system performance [23].

3.5 Conclusion

In this chapter, the problem of phase noise estimation and suppression in OFDM full-duplex

systems is analytically and experimentally investigated. A frequency-domain and a lower

complexity time-domain ICI suppression techniques are proposed. The feasibility of per-

forming ICI suppression in full-duplex systems is investigated in terms of required complex-
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ity and achieved gain. Both free-running and PLL based oscillators are considered. The

results show that ICI suppression in OFDM based full-duplex systems is a very challenging

and complexity consuming problem. More specifically, the results show that at a complexity

of order O(322) a maximum of 6dB more self-interference cancellation is achieved compared

to the case where no ICI suppression in performed. This gain is reduced to 3dB when PLL

based oscillator is used, mainly due to the flatter spectrum of the phase noise in PLL oscilla-

tors. Furthermore, the results show that this gain is conditioned; it can be achieved only at

low SNR scenarios where the phase noise power is greater than the signal-of-interest power.

However, at high SNR scenarios, ICI suppression does not add any gain. Accordingly, phase

noise suppression remains a key challenge in full-duplex systems. Conventional phase noise

estimation and suppression techniques are shown to be ineffective for mitigating the phase

noise. Therefore, researchers have to find other solutions to suppress the phase noise. One

novel solution is proposed in chapter 5 of this thesis.

73



Chapter 4

Nonlinear Distortion Suppression in

Full-Duplex Systems

4.1 Introduction

In addition to the oscillator phase noise, the work in [23, 38] shows that transceiver nonlin-

earity is another major self-interference cancellation limiting factor in full-duplex systems.

Along the same line of improving the self-interference cancellation capability by mitigat-

ing the RF impairments, transceiver nonlinearity is another impairment that needs to be

mitigated.

In this chapter, we consider the problem of transceiver nonlinearity estimation and suppres-

sion in full-duplex systems. A digital-domain self-interference cancellation technique that

accounts for the transmitter and receiver nonlinearity effect is proposed. The proposed tech-

nique increases the amount of cancellable self-interference power by suppressing the nonlinear

distortion associated with the received self-interference signal.
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Suppressing the nonlinear distortion requires the self-interference channel as well as nonlin-

earity coefficients to be estimated. However, due to the presence of the nonlinear distortion

while the self-interference channel is being estimated, the channel estimation error will be

distortion limited. To overcome this problem, we propose an iterative technique to jointly

estimate the self-interference channel and the nonlinearity coefficients required to perform

self-interference cancellation and distortion suppression. The performance of the proposed

technique is numerically investigated and compared against the case of a linear full-duplex

system. The results show that after three to four iterations, the nonlinear distortion is sig-

nificantly suppressed such that the proposed technique achieves a performance that is less

than 0.5dB off the performance of a linear full-duplex system.

4.2 Signal Model

Figure 4.1 illustrates a block diagram for a full-duplex OFDM transceiver, where the trans-

mitter and the receiver are operating simultaneously over the same carrier frequency. At

the transmitter side, the base-band signal is modulated using an OFDM modulator and

then up-converted to the carrier frequency fc, then amplified using a power amplifier. The

oscillator at the transmitter side is assumed to have a random phase error represented by

φt(t). At the receiver side, the amplitude of the received signal is properly adjusted using

a low-noise amplifier (LNA). The signal is then down-converted from the carrier frequency

to the base-band. The down-conversion mixer is assumed to have a random phase error

represented by φr(t). The base-band signal is then quantized and converted to the frequency

domain using Fourier transform.

In practical systems, the main sources of the system nonlinearity are the power amplifier at

the transmitter side and the LNA at the receiver side. In this chapter, we consider both

the power amplifier and LNA nonlinearities. Generally, for any nonlinear block, the output
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Figure 4.1: Block diagram of a full-duplex OFDM transceiver.

signal y can be written as a polynomial function of the input signal x as follows [48]

y =
M−1∑
m=0

αm+1x
m+1. (4.1)

It can be shown that for practical wireless systems [48], only the odd orders of the polynomial

contribute to the in-band distortion. Furthermore, only a limited number of orders contribute

to the distortion and higher orders could be neglected. In practical systems, the nonlinearity

is typically characterized by the third-order intercept point (IP3), which is defined as the

point at which the power of the third harmonic is equal to the power of the first harmonic [49].

Accordingly, in this chapter we limit our analysis to the third-order nonlinearity where the

output of any nonlinear block can be simplified as

y = x+ α3x
3, (4.2)

assuming a unity linear gain (i.e. α1 = 1).

Following the block diagram in Figure 4.1 and using the assumption that ejφ = 1+jφ, φ� 1,

the base-band representation of the received signal at the ADC output can be written as

yn = xIn ∗ hIn + xSn ∗ hSn + dn + φn + qn + zn, (4.3)

76



where ’∗’ denotes convolution process, n is the sample index, xI , xS are the transmitted

self-interference and signal-of-interest respectively, hI , hS are the self-interference and signal-

of-interest channels, dn is the total transmitter and receiver nonlinear distortion, φn is the

total phase noise, qn is the ADC quantization noise, and zn is the receiver Gaussian noise.

The receiver Gaussian noise represents the noise inherent in the receiver circuits, and usually

specified by the circuit noise figure, which is implicitly a function of the LNA gain [49].

Using the nonlinearity model in (4.2), and ignoring the nonlinearity associated with the

signal of interest because of its small power compared to the self-interference signal, the

total distortion dn can be written as

dn = αt3
(
xIn
)3 ∗ hIn︸ ︷︷ ︸

Transmitter nonlinearity

+αr3

(
xIn ∗ hIn + αt3

(
xIn
)3 ∗ hIn

)3

︸ ︷︷ ︸
Receiver nonlinearity

, (4.4)

where αt3, αr3 are the transmitter and receiver third-order nonlinearity coefficients. Expand-

ing (4.4) we get

dn = αt3
(
xIn
)3 ∗ hIn + αr3

(
xIn ∗ hIn

)3

+3αt3α
r
3

(
xIn ∗ hIn

)2
((
xIn
)3 ∗ hIn

)
+3αr3

(
xIn ∗ hIn

) (
αt3
(
xIn
)3 ∗ hIn

)2

+
(
αt3
(
xIn
)3 ∗ hIn

)3

, (4.5)

According to (4.4), the main difference between the transmitter and receiver nonlinearity

is that the transmitter nonlinearity affects the signal only, while the receiver nonlinearity

affects both the signal and the wireless channel. Also, it has to be noted that, although only

3rd order harmonics are considered at both transmitter and receiver sides, the coexistence of

the transmitter and receiver nonlinearity introduces 5th, 7th, and 9th order harmonics (the
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3rd, 4th, and 5th terms in (4.5)). The 7th and 9th order harmonics are much smaller than

other harmonics, thus can be ignored. Accordingly, the distortion signal can be simplified as

dn = αt3
(
xIn
)3 ∗ hIn + αr3

(
xIn ∗ hIn

)3

+3αt3α
r
3

(
xIn ∗ hIn

)2
((
xIn
)3 ∗ hIn

)
. (4.6)

Finally, the received frequency-domain signal can be written as

Yk = XI
kH

I
k +XS

kH
S
k +Dk + Φk +Qk + Zk, (4.7)

where k is the subcarrier index, and upper-case notation refers to the discrete Fourier trans-

form (DFT) of the corresponding time-domain signals.

In order to show the significance of each noise term, the system is simulated using parameter

values for practical wireless transceiver [51]. Figure 4.2 shows the strength of each noise

source at different received self-interference signal strengths. The results show that the

nonlinear distortion is the main limiting factor, followed by the phase noise, then the receiver

Gaussian noise and quantization noise.

4.3 Self-interference Cancellation with Distortion Sup-

pression

The results in Figure 4.2 imply that, eliminating the nonlinear distortion increases the self-

interference mitigation capability. According to (4.6), distortion elimination requires the

knowledge of the self-interference channel (hI) as well as the nonlinearity coefficients (αt3,

αr3). In the proposed technique, the self-interference channel is estimated using an orthogo-
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Figure 4.2: Noise powers at different received self-interference signal strengths for the
transceiver in [51].

nal training sequence at the beginning of each transmission frame. The estimated channel

along with the knowledge of the self-interference signal (xI) are then used to estimate the

nonlinearity coefficients.

The main problem is that due to the presence of the distortion signal at the training time,

the channel estimation error will be limited by the distortion signal, which impacts the esti-

mation accuracy and thus the overall cancellation performance. To overcome this problem,

we propose an iterative technique to jointly estimate the self-interference channel and the

nonlinearity coefficients. The proposed technique consists of four main steps: (i) an initial

estimate for the self-interference channel (ĤI
k) is obtained, (ii) the estimated channel is used

to estimate the nonlinearity coefficients (αt3, αr3), (iii) the estimated coefficients are used to

construct an estimate for the distortion signal D̂k, and (iv) the estimated distortion signal

D̂k is subtracted from the received signal. The four steps are then repeated for a number

of iterations. An illustrative block diagram for the proposed iterative technique is shown in

Figure 4.3.
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After channel and nonlinearity coefficients estimation, the self-interference signal (XI
kĤ

I
k) and

the distortion signal (D̂I
k) are subtracted from the received signal at each data OFDM symbol

to construct the interference-free signal. In the following subsections, detailed analysis for

the channel and nonlinearity coefficients estimation techniques is presented.

4.3.1 Channel estimation

It has to be noted that for the iterative technique in Figure 4.3 to work properly, the mean

square error of the channel estimation should be less than the distortion power, otherwise the

performance will be limited by the channel estimation error and there will be no gain achieved

by the iterative technique. The DFT based channel estimation technique proposed in [70] is

one of the low complexity channel estimation techniques that achieve relatively small mean

square error. In this technique, first, an estimate for the channel impulse response (CIR) is

obtained using the least square (LS) estimator as follows

ĥLSn = IDFT

{
Yk
Xk

}
. (4.8)
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Then, by leveraging the fact that the channel information is contained in the first L samples

of the CIR, a better estimate for the channel is obtained by taking the first L samples of

ĥLSn while forcing other samples to zero as follows

ĥn =

 ĥLSn , 0 ≤ n ≤ L− 1,

0 , otherwise,
(4.9)

then

Ĥk = DFT
{
ĥn

}
. (4.10)

By doing this, the estimation error is reduced by a factor of L
N

, where N is the number of

subcarriers per OFDM symbol. The key challenge in such technique is the choice of L. Since

the cyclic prefix in practical systems is designed to be larger than the channel length, a good

choice for L is to be equal to the cyclic prefix length.

4.3.2 Nonlinearity coefficients estimation

At the self-interference training symbol, the signal-of-interest is not present. Therefore,

Equation (4.3) can be written as

yn = xIn ∗ hIn + dn + φn + qn + zn. (4.11)

Since the transmitted self-interference signal xIn and the self-interference channel ĥn are now

known, the problem in (4.11) can be recognized as a linear estimation problem with the

unknown coefficients [αt3, α
r
3, 3α

t
3α

r
3].
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Rewriting (4.11) in a matrix form we get



ȳ0

ȳ1

:

ȳN


=



A1 B1 C1

A2 B2 C2

: : :

AN BN CN


︸ ︷︷ ︸

W


αt3

αr3

3αt3α
r
3

+



η0

η1

:

ηN


, (4.12)

where ȳn = yn − xIn ∗ ĥIn, ηn = φn + qn + zn, An = (xIn)3 ∗ ĥIn, Bn = (xIn ∗ ĥIn)3, and

Cn = (xIn ∗ ĥIn)2((xIn)3 ∗ ĥIn). Rewrite (4.12) in a compact form we get

ȳ = Wα + η. (4.13)

An estimate for the nonlinearity coefficients α can be found using the LS estimator as

α̂ = W−1ȳ. (4.14)

The main problem with the LS estimator is that the matrix W is often ill-conditioned,

thus, the inversion of the matrix will incur numerical errors. To overcome this problem,

we propose a successive one-by-one estimation technique to avoid matrix inversion. The

proposed technique is similar to the successive interference cancellation technique where one

coefficient (e.g αt3) is estimated assuming that other two are equal to zero. The estimated

coefficient is multiplied by its corresponding signal and subtracted from the received signal,

then the next coefficient is estimated. Since the third coefficient (3αt3α
r
3) is function of the

first two, estimating αt3, and αr3 is sufficient to get the three coefficients. Furthermore, for

better estimation accuracy iterative techniques could be used.

A common problem with any successive technique is the determination of the coefficient to

start with. If there is prior knowledge about the relative strength of the transmitter and
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receiver nonlinearity, the optimum choice is to start with the coefficient that corresponds

to the stronger nonlinearity. For example, if the transmitter nonlinearity is stronger than

receiver nonlinearity, the algorithm should start with αt3 and vise versa. However, if there

is no prior knowledge, wrong starting point might result in performance degradation. In

order to overcome this problem, the proposed algorithm selects the start coefficient based on

the residual distortion power. In other words, the coefficient that results in smaller residual

distortion power will be selected as the start coefficient. The iterative successive nonlinearity

coefficients estimation technique is summarized in algorithm 1. The equations in algorithm 1

assume that αt3 is selected as the start coefficient. Finally, it has to be mentioned that, to

compute An, Bn, and Cn up-sampling is required in order to prevent aliasing

Algorithm 1 Successive nonlinearity coefficients estimation

1: set ȳn = yn − xIn ∗ ĥIn.
2: Determine the start coefficient based on the residual distortion power
3: for certain number of iterations do
4: get α̂t3 = 1

N

∑N−1
n=0

ȳn
An

.

5: set ȳn = yn − xIn ∗ ĥIn − α̂t3An.
6: get α̂r3 = 1

N

∑N−1
n=0

ȳn
Bn

.

7: set ȳn = yn − xIn ∗ ĥIn − α̂r3Bn − 3α̂r3α̂
t
3Cn.

8: end for

4.4 Simulation Results and Discussions

In this section, the performance of the proposed cancellation scheme is numerically investi-

gated under different operating conditions. The simulation setup is chosen as in WiFi 802.11n

standard [43]. The indoor TGn channel model [54] is used to model the self-interference

and signal-of-interest channels. The self-interference and signal-of-interest channel’s Rician

factors are set to 30dB and 3dB respectively. Two performance criteria are chosen: the

achievable rate, and the residual interference plus distortion plus noise (RIDN) power. The
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Figure 4.4: RIDN power at different distortion levels.

RIDN is calculated as

RIDN = XI
k

(
HI
k − ĤI

k

)
+
(
Dk − D̂k

)
+ Φk +Qk + Zk. (4.15)

The proposed algorithm is compared to two cases; first, the case of linear full-duplex system

(the best case) where Dk = 0. Second, the case of nonlinear full-duplex system and no

distortion removal is performed (as assumed in most current cancellation schemes).

In the first simulation scenario, we investigate the performance of the proposed scheme under

different transmitter and receiver nonlinearity distortion levels. The target is to evaluate the

performance of the proposed scheme under all distortion scenarios: (i) transmitter distor-

tion is greater than receiver distortion, (ii) receiver distortion is greater than transmitter

distortion, and (iii) transmitter and receiver distortion are comparable. Figure 4.4 shows the

RIDN power at different transmitter and receiver distortion levels and phase noise power of

−70dBm. The top and bottom x-axes show the transmitter and receiver distortion values

respectively.
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Figure 4.5: RIDN power at different phase noise levels.

The conclusions from Figure 4.4 are multifold: first, regardless of the distortion level, the

proposed scheme is able to suppress the distortion to the level of the next bottleneck (e.g.

phase noise in this case) and achieve performance that is highly close (less than 0.5dB

difference) to the performance of a linear receiver. Second, when the difference between

the distortion level and the level of the next bottleneck increases, the number of iterations

required to suppress the distortion signal increases. The reason is that each iteration has a

limited suppression gain controlled by the channel estimation error, thus more suppression

require more iterations. Finally, comparing the left side of Figure 4.4 to the right side we

note that, because the nonlinearity coefficients estimation algorithm adaptively selects the

coefficient to start with, the proposed scheme performs the same way whether the transmitter

distortion dominates receiver distortion or vise versa.

In the previous simulation scenario, the system is simulated in the case when the nonlin-

ear distortion dominates other noise components. For complete performance evaluation,

the performance is investigated under different phase noise power levels in order to inves-
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Figure 4.6: Full-duplex and half-duplex achievable rates at received self-interference signal
strength = −30dBm, normalized transmitter and receiver distortion power = −45dB, and
normalized phase noise power = −60dB.

tigate the case when the nonlinear distortion is not the limiting factor. Figure 4.5 shows

the RIDN power at different phase noise levels with a −45dBm transmitter and receiver

distortion power. The results show that when other noise component dominates nonlinear

distortion, the proposed technique achieves the same performance as the case where no dis-

tortion suppression is performed. In other words, the proposed scheme does not degrade the

performance at low distortion levels.

In the following simulation scenario, the overall full-duplex system performance is investi-

gated and compared to the corresponding half-duplex system performance. Figure 4.6 shows

the full-duplex and half-duplex system’s achievable rate at different half-duplex signal-to-

noise ratios (SNR). Since half-duplex system performance is usually limited by the receiver

Gaussian noise, the SNR is defined as the received signal-of-interest power divided by the

receiver Gaussian noise power. The parameters for this simulation scenario are shown in the

figure caption. The results show that when the nonlinear distortion dominates other noise
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components, performing distortion suppression using the proposed scheme significantly im-

proves the full-duplex system’s spectral efficiency and allows full-duplex systems to achieve

a better rate than half-duplex systems at high SNR scenarios.

4.5 Conclusion

In this chapter, a digital-domain self-interference cancellation technique for full-duplex OFDM

systems is proposed. The proposed technique increases the amount of cancellable self-

interference power by suppressing the distortion caused by the transmitter and receiver

nonlinearity. The proposed technique is able to suppress the nonlinear distortion to the level

of the next significant noise component, and achieve performance that is less than 0.5dB off

the performance of a linear full-duplex system.
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Chapter 5

All-Digital Self-interference

Cancellation Technique for

Full-duplex Systems

5.1 Introduction

The analysis in chapter 2 shows that the cancellation capability of digital self-interference

cancellation techniques is very limited, mainly due to the transceiver RF impairments. In

chapter 3, and 4 we investigated the possibility of mitigating the two major limiting factors

in full-duplex systems (i.e. phase noise and nonlinear distortion). The results in chap-

ter 4 show that transceiver nonlinearity is manageable and could be significantly mitigated

using nonlinearity estimation and suppression techniques. However, the analysis in chap-

ter 3 shows that phase noise estimation and suppression techniques does not improve the

cancellation capability of conventional digital cancellation techniques in practical operat-

ing conditions. Accordingly, improving the self-interference cancellation capability requires
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other phase noise mitigation solutions to be investigated. In this chapter, we propose a novel

digital self-interference cancellation technique that eliminates all transmitter impairments,

and significantly mitigates the receiver phase noise and nonlinearity effects. With the pro-

posed technique, digital self-interference cancellation is no longer limited by the transceiver

phase noise or nonlinearities.

Recently, several full-duplex transceiver architectures are proposed to cancel out the impair-

ments associated with the self-interference signal [20, 23]. The main idea in such architectures

is to obtain a copy of the transmitted RF self-interference signal including all impairments

and subtract it from the received signal in the RF domain. Since the obtained copy includes

all transmitter impairments, the subtraction process is supposed to eliminate both the self-

interference signal and the noise associated with it. In [20], a copy of the transmitted RF

self-interference signal is passed through a variable attenuator and phase shifter then sub-

tracted from the received signal in the RF domain. Since only one variable attenuator and

phase shifter are used, these techniques will only mitigate the main component of the self-

interference signal without mitigating the self-interference reflections. This issue has been

handled in [23], where a multi-tap RF Finite Impulse Response (FIR) filter is used instead of

the single attenuator. In this case, both main and reflected self-interference components (in-

cluding the associated noise) are significantly mitigated at the receiver input. However, the

size and power consumption of the RF FIR filter limits the applicability of such techniques.

In contrast with RF and analog cancellation techniques, we propose a novel all-digital self-

interference cancellation technique based on a new full-duplex transceiver architecture that

significantly mitigates transmitter and receiver impairments. In the proposed technique

(shown in figure 5.1), an auxiliary receiver chain is used to obtain a digital-domain copy of the

transmitted RF self-interference signal, which is then used to cancel out the self-interference

signal and the associated transmitter impairments in the digital-domain. The auxiliary

receiver chain has identical components as the ordinary receiver chain to emulate the effect
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of the ordinary receiver chain on the received signal. Furthermore, in order to alleviate

the receiver phase noise effect, the auxiliary and ordinary receiver chains share a common

oscillator. The proposed technique is shown to significantly mitigate the transmitter and

receiver impairments without the necessity for highly complex RF cancellation techniques.

The main advantage of the proposed technique is that all signal processing is performed in

the digital-domain, which significantly reduces the implementation complexity.

In this chapter, first, the performance of the proposed techniques is analytically and numeri-

cally investigated using a detailed full-duplex signal model that includes all major transmitter

and receiver impairments. More specifically, transmitter and receiver nonlinearities, trans-

mitter and receiver phase noise, receiver Gaussian noise, receiver quantization noise, and

channel estimation errors are accounted for. Second, a thorough analytical and numerical

analysis for the effect of each one of the transceiver impairments on the cancellation capa-

bility of the proposed technique is presented. Third, the performance and design tradeoffs

involved with the proposed technique are also investigated. The analyses show that the pro-

posed technique significantly mitigates the transceiver phase noise and nonlinearity effects,

such that they are no longer the main performance limiting factors. Finally, the overall

full-duplex system performance using a combination of the proposed digital cancellation

technique and the practical passive suppression techniques proposed in [33] is numerically

investigated.

5.2 System Model

In this section, the system model of the proposed full-duplex transceiver architecture is

described in details. Figure 5.1 shows a detailed block diagram for the proposed digital self-

interference cancellation technique based on a new full-duplex transceiver architecture. The

transceiver consists of the ordinary transmit and receive chains in addition to one auxiliary
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receiver chain used for self-interference cancellation. At the transmitter side, the information

signal X is OFDM modulated, then up-converted to the RF frequency. The up-converted

signal is then filtered, amplified, and transmitted through the transmit antenna. A fraction

of the amplified signal is fed-back as input to the auxiliary receiver chain. The signal power

at the auxiliary receiver input is controlled through the power splitter; therefore, the Low

Noise Amplifier (LNA) could be omitted from the auxiliary receiver chain. The feed-back

and ordinary-received signals are down-converted to base-band through the auxiliary and

ordinary receiver chains respectively. The auxiliary and ordinary receiver chains are identical

and share the same Phase Locked Loop (PLL). The channel transfer function Haux represents

the wired channel from the Power Amplifier (PA) output to the auxiliary receiver. While

the channel transfer function Hord represents the self-interference wireless channel.
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Figure 5.1: Detailed block diagram for the proposed digital self-interference cancellation
technique.

The output of the auxiliary and the ordinary receiver chains are fed to a channel estima-

tion block to obtain an estimate for the ratio between the ordinary and auxiliary channels

(Hord/Haux). The channel estimation process is performed using time-orthogonal training

sequences transmitted at the beginning of each data frame. The estimated channel is then

multiplied with the auxiliary receiver output, and the multiplication output is subtracted
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from the received signal to obtain an interference-free signal.

In this chapter, the main transmitter and receiver impairments are considered. More specifi-

cally, transmitter and receiver phase noise, transmitter and receiver nonlinearities, Analog-to-

Digital Converter (ADC) quantization noise, and receiver Gaussian noise. Since the feed-back

signal is obtained from the PA output which contains a copy of the transmitter impairments,

the proposed architecture can significantly mitigate all transmitter impairments. In addi-

tion, the receiver phase noise effect is mitigated by means of sharing the same PLL between

the auxiliary and ordinary receiver chains. In order to investigate the performance of the

proposed technique, we first present a signal model with detailed modeling for each one of

the transceiver impairments.

In the presence of the transmitter phase noise φtx and the PA nonlinear distortion signal dtx,

the transmitted signal at the PA output can be written as

ytx(t) = x(t)ej(2πfct+φtx(t)) + dtx(t), (5.1)

where x is the transmitter base-band signal, dtx is the transmitter nonlinear distortion due

to the PA, and fc is the carrier frequency. At the auxiliary receiver output, the digital

base-band signal yaux can be written as

yauxn =
(
ytxn ∗ hauxn

)
ejφ

rx
n + qauxn + zauxn , (5.2)

where ∗ denotes convolution process, n is the sample index, ytxn is the digital base-band

representation of ytx(t), haux is the wired channel from the PA output to the auxiliary

receiver input, φrx is the receiver phase noise process, qaux is the auxiliary receiver ADC

quantization noise, and zaux is the auxiliary receiver Gaussian noise. Similarly, the digital
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base-band signal yord at the ordinary receiver output can be written as

yordn =
(
ytxn ∗ hordn

)
ejφ

rx
n + drxn + qordn + zordn + ssoin , (5.3)

where superscript ord refers to the ordinary receiver chain signals, drx is the receiver nonlinear

distortion due to the LNA, and ssoi is the received signal-of-interest (including the signal-

of-interest channel and all impairments). After digital self-interference cancellation, the

interference-free signal Y DC can be written as

Y DC
k = Y ord

k − Y aux
k Ĥk, (5.4)

where uppercase letters denote the frequency domain representation of the corresponding

signals, k is the subcarrier index, and Ĥ is an estimate for the ratio between the ordinary

and auxiliary channels (Hord/Haux) calculated in the Least Square (LS) form as

Ĥk =
Y ord
k

Y aux
k

. (5.5)

For a complete signal model, a detailed description for the impairments and channel modeling

is presented in the following subsections.

5.2.1 Transceiver nonlinearities

As described in chapter 4, for any nonlinear block, the output signal y can be written as a

polynomial function of the input signal g as follows

y(t) =
M∑
m=1

αmg(t)m. (5.6)
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With simple analysis, it can be easily shown that only the odd orders of the polynomial

contribute to the in-band distortion [48]. Accordingly, equation (5.6) can be further simplified

and written is the digital base-band domain as

yn =
M∑

m=1,m is odd

αmgn |gn|m−1 , (5.7)

where gn and yn are the digital base-band representation of the input and output of the

nonlinear block. For the PA nonlinearity, the digital base-band representation of the input

signal is gn = xne
jφtxn . While, for the LNA nonlinearity, the LNA input is the transmitted

signal after going through the wireless channel, i.e. gn = (ytxn ∗ hordn ).

5.2.2 Transceiver phase noise

A detailed description of the oscillator phase noise modeling for both free-running and PLL-

based oscillators is presented in chapter 3 (section 3.2). Since PLL-based oscillators are

commonly used in wireless systems, the numerical analysis in this chapter is performed

using PLL-based oscillators.

5.2.3 Gaussian and quantization noise

A detailed description of the quantization and receiver Gaussian noise components is pre-

sented in chapter 2 (section 2.2). It has to be noted that, although the auxiliary and the

ordinary receiver chains have identical components, the Gaussian and quantization noises

are independent for the two receiver chains.
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5.2.4 Wireless channel modeling

Generally, in full-duplex systems, the self-interference channel consists of two main compo-

nents: The Line-of-Sight (LOS) component due to the direct link between the transmit and

receive antennas, and the non-LOS component due to the signal reflections. Accordingly,

the first tap of the self-interference channel could be modeled as Rician fading with Rician

factor k and the remaining channel taps are modeled as Rayleigh fading with variance k. The

Rician factor k represents the power ratio between the LOS and the reflective components

of the channel. The experimental characterization presented in [33] show that for typical in-

door environments with antenna separation of 35-50cm, the self-interference channel Rician

factor is approximately 20-25dB.

The experimental results in [33] also show that the self-interference channel Rician factor

is inversely proportional to the achieved passive suppression amount. For instance, using

omni-directional antenna with antenna separation of 50cm could achieve up to 28dB passive

suppression, and the self-interference channel Rician factor in this case is ∼25dB. On the

hand, using directional antennas could achieve up to 45dB of passive suppression, however,

the self-interference channel Rician factor decreases to ∼0dB. The main reason for this

inverse relation is that passive suppression techniques tend to significantly mitigate the LOS

component and slightly mitigates the reflections.

In this chapter, the analyses are based on the two-antenna transceiver architecture shown in

figure 1. However, another architecture where the transmit and receive antennas are replaced

by a circulator and a single antenna could be used [23]. In this case the achieved passive

suppression will be limited by the circulator coupling (typically 20dB). On the other hand,

the self-interference channel for the single-antenna architecture is expected to have larger

Rician factor, mainly due to the fact that the reflections have to make a roundtrip in order

to be reflected back to the same antenna. The impact of the passive suppression amount
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and channel Rician factor on the cancellation performance is discussed in Section 5.3.

5.3 Self-interference Cancellation Analysis

The main idea of the proposed cancellation technique is to obtain a copy of the transmitted

self-interference signal including all transmitter impairments, and use this copy for digital-

domain self-interference cancellation at the receiver side. Hypothetically speaking, if both

auxiliary and ordinary receiver chains are impairment-free, the proposed architecture should

be able to totally eliminate both the self-interference signal and the transmitter impairments.

However, due to the receiver impairments and the channel estimation errors, perfect self-

interference cancellation is not possible. In fact, receiver impairments and channel estimation

errors introduce certain limitations on the self-interference cancellation capability. In order

to understand these limitations, we analytically and numerically investigate the impact of

the receiver impairments and channel estimation errors on the self-interference cancellation

capability of the proposed technique.

For a clear understanding of the impairments effect and the involved tradeoffs, each impair-

ment is analyzed individually (i.e. the system is analyzed in the presence of one receiver

impairment at a time). At the end, the overall performance in the presence of all impair-

ments is investigated. In each analysis, all transmitter impairments are considered; only the

receiver impairments are considered individually. During the analysis of the individual im-

pairments, the auxiliary and ordinary channel transfer functions (Haux, Hord) are assumed to

be perfectly known. The effect of channel estimation errors is studied in a separate subsec-

tion. The numerical analyses are based on a 20MHz OFDM-based system with 64 subcarriers

per OFDM symbols as in IEEE802.11 systems [43]. The carrier frequency is set to 2.4GHz.
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5.3.1 Impact of Gaussian and Quantization Noise

In the presence of only Gaussian and quantization noise, the auxiliary and ordinary receiver

outputs (Equation (5.2) and (5.3)) can be rewritten as

yauxn = ytxn ∗ hauxn + qauxn + zauxn , (5.8)

yordn = ytxn ∗ hordn + qordn + zordn + ssoin , (5.9)

After self-interference cancellation, the frequency domain representation of the interference-

free signal Y DC can be written as

Y DC
k = Y ord

k − Hord
k

Haux
k

Y aux
k = Ssoik +Qord

k + Zord
k − Q̄aux

k − Z̄aux
k , (5.10)

where Q̄aux and Z̄aux are the modified auxiliary quantization and Gaussian noise after mul-

tiplication with the channel transfer function Hord/Haux.

Equation (5.10) sets the first performance limiting factor that results due to the Gaussian

and quantization noise. In terms of power levels, since the noise terms are not correlated,

the total noise power is calculated as the summation of the power of the four noise terms

in (5.10). As shown in (2.3) the quantization noise power is inversely proportional to the LNA

power gain and number of ADC bits. Therefore, one can easily get rid of the quantization

noise limitation by increasing the number of ADC bits. For instance, using 14-bits ADC will

result is quantization noise power of ∼ −90dBm at 0dB LNA gain. However, increasing the

number of ADC bits slightly increases the hardware complexity.

Typically, Gaussian noise dominates quantization noise, especially at high input power levels.
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Equation (2.2) shows that the Gaussian noise power is a function of the input signal power

level, and the noise figure of individual receiver components. At low input signal power levels

(i.e. high LNA gain) the Gaussian noise power is dominated by the LNA noise figure which

is designed to be relatively small. However, at high input signal power levels, the Gaussian

noise power is dominated by the noise figure of the components following the LNA, which

typically have relatively high noise figure. As a practical example, the NI5791 transceiver

datasheet [71] show that the receiver Gaussian noise power is −163, and −145dBm/Hz at

signal power levels of −25, and −5dBm respectively. This is equivalent to total noise power

of −90 and −72dBm in a 20MHz bandwidth. Accordingly, decreasing the Gaussian noise

effect requires low input signal power levels, which could be achieved through good passive

self-interference suppression, or by decreasing the transmit power.

For more clarification, a numerical analysis is performed to investigate the impact of the

Gaussian and quantization noise on the cancellation performance at different scenarios. In

this analysis, the system is simulated using practical receiver parameters from the NI5791

transceiver datasheet [71]. More specifically, the number of ADC bits is set to 14bits, the

receiver Gaussian noise is −90dBm for LNA gains ≥25dB, and −72dBm at 5dB LNA gain.

Figure 5.2 shows the quantization and Gaussian noise power at different receiver input signal

power levels. The half-duplex system noise floor is shown as a comparison reference. In half-

duplex systems, since the input signal power is typically small, the noise floor is dominated

by the LNA noise figure (−90dBm is this example). The results show that for input power

levels ≤ −30dBm, the proposed full-duplex system has the same noise floor as compared to

half-duplex systems. However, at high received signal power levels, the full-duplex system’s

noise floor linearly increases with the received signal power, mainly due to the decrease of

the LNA gain, which increases the overall receiver noise figure as shown in (2.2).

Figure 3 show that at high received signal power levels, Gaussian noise is a considerable

performance limiting factor. The Gaussian noise effect could be reduced by using either
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good passive suppression techniques as in [33], or using the Balun RF cancellation proposed

in [20]. In the Balun cancellation technique, part of the self-interference signal is mitigated

before the signal goes through the LNA, which reduces the overall receiver noise figure and

thus the Gaussian noise power.
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Figure 5.2: Quantization and Gaussian noise power at different receiver input signal power
levels.

5.3.2 Impact of Receiver Phase Noise

In this analysis, the receiver is assumed to have only the phase noise impairment. Further-

more, the auxiliary and ordinary receiver chains are sharing the same PLL, and thus have

the same phase noise signal. In the presence of only receiver phase noise, the auxiliary and

ordinary receiver outputs (Equation (5.2) and (5.3)) can be rewritten as

yauxn =
(
ytxn ∗ hauxn

)
ejφ

rx
n , (5.11)
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yordn =
(
ytxn ∗ hordn

)
ejφ

rx
n + ssoin , (5.12)

By performing Discrete Fourier Transform (DFT), the frequency domain representation

of (5.11) and (5.12) can be written as

Y aux
k =

N−1∑
l=0

Y tx
l Haux

l Jrxk−l, (5.13)

Y ord
k =

N−1∑
l=0

Y tx
l Hord

l Jrxk−l + Ssoik , (5.14)

where N is the number of subcarriers per OFDM symbol, and Jrx is the DFT coefficients of

the phase noise process ejφ
rx

calculated as

Jrxk =
N−1∑
n=0

ejφ
rx
n e−j2π

nk
N . (5.15)

Since Haux is a wired channel, it can be assumed that Haux has a frequency flat response.

Accordingly, equation (5.13) can be simplified as

Y aux
k = Haux

k

N−1∑
l=0

Y tx
l Jrxk−l. (5.16)

After self-interference cancellation, the interference-free signal Y DC can be written as

Y DC
k = Y ord

k − Hord
k

Haux
k

Y aux
k = Ssoik +

N−1∑
l=0

Y tx
l Hord

l Jrxk−l −Hord
k

N−1∑
l=0

Y tx
l Jrxk−l

= Ssoik +
N−1∑

l=0,l 6=k

(
Hord
l −Hord

k

)
Y tx
l Jrxk−l. (5.17)
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The second term in the right hand side of (5.17) represents the residual self-interference

signal due to the receiver phase noise effect.

According to (5.17), the residual self-interference (RSI) power PRSI can be calculated as

PRSI = E

∣∣∣∣∣
N−1∑

l=0,l 6=k

(
Hord
l −Hord

k

)
Y tx
l Jrxk−l

∣∣∣∣∣
2


=
N−1∑

l=0,l 6=k

E
[∣∣(Hord

l −Hord
k

)∣∣2]E [∣∣Y tx
l

∣∣2]E [∣∣Jrxk−l∣∣2]
= P tx

N−1∑
l=0,l 6=k

E
[∣∣(Hord

l −Hord
k

)∣∣2]E [∣∣Jrxk−l∣∣2] , (5.18)

where E
[
|Y tx|2

]
= P tx is the transmit power. Decomposing Hord into LOS and non-LOS

components where Hord
k = Hord,los +Hord,nlos

k equation (5.18) can be further simplified as

PRSI = P tx

N−1∑
l=0,l 6=k

E

[∣∣∣(Hord,nlos
l −Hord,nlos

k

)∣∣∣2]E [∣∣Jrxk−l∣∣2] . (5.19)

An upper bound for the residual self-interference power is obtained when Hord,nlos
k and

Hord,nlos
l are uncorrelated for all k 6= l. In this case, the upper bound of the residual

self-interference power in (5.19) is calculated as

PU
RSI = P tx

N−1∑
l=0,l 6=k

(
E

[∣∣∣Hord,nlos
l

∣∣∣2]+ E

[∣∣∣Hord,nlos
k

∣∣∣2])E [∣∣Jrxk−l∣∣2] = 2P txP nlosP PN . (5.20)

where P nlos is the power of the non-LOS component of the self-interference channel, P PN

is the total in-band phase noise power, and the factor of 2 is due to the subtraction of

uncorrelated random variables. On the other hand, it is obvious that the lower bound of the

residual self-interference power is zero. The lower bound is achieved when the self-interference

channel has frequency-flat transfer function. Between the upper and lower bounds, the
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residual self-interference power is determined by the self-interference channel characteristics,

mainly the correlation between the channel frequency response at different subcarriers.

Typically, the correlation between the channel frequency response at different subcarriers is

determined by the coherence bandwidth (CBW) of the channel. By definition, the CBW

is defined as the frequency band in which the channel could be considered frequency flat.

According to this definition, equation (5.19) can be rewritten as

PRSI = P tx

N−1∑
l=0,|k−l|>CBW

E

[∣∣∣(Hord,nlos
l −Hord,nlos

k

)∣∣∣2]E [∣∣Jrxk−l∣∣2] , (5.21)

where Hord,nlos
l − Hord,nlos

k = 0 within the CBW of the channel. Furthermore, as shown in

chapter 3 (figure 3.4, and 3.5), the phase noise process has a decaying power spectral density,

such that the majority of the phase noise power is located around the DC carrier (i.e. J0).

Accordingly, the remaining terms where |k − l| > CBW will be weighted by small phase

noise values |Jk−l|2.

Equation (5.21) shows that the proposed digital cancellation technique totally eliminates the

phase noise associated with the LOS component of the channel in addition to part of the

phase noise associated with the non-LOS component depending on the CBW. This is con-

sidered a significant improvement compared to conventional digital cancellation techniques

where no phase noise elimination is achieved. For example, if the self-interference channel

has a Rician factor of 20dB (i.e. the non-LOS component is 20dB lower than the LOS

component), the proposed technique will mitigate the phase noise by at least 20dB more

than the conventional digital cancellation techniques. In addition, more mitigation will be

achieved according to the CBW of the channel.

In order to quantify the phase noise mitigation gain achieved due to the CBW of the channel,

the system is simulated under three different channel models with different maximum delay

spread (i.e. different CBW). The simulated channel models are the ’B’, ’C’, and ’D’ TGn
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channel models defined in [54]. The ’B’, ’C’, and ’D’ channel models have a maximum delay

spread of 80, 200, and 390ns respectively. Figure 5.3 shows the residual self-interference

power for the three channel models at different non-LOS component power levels, with

total phase noise power of -40dBc. The results show that, larger CBW results in lower

residual self-interference power (i.e. more phase noise mitigation). In terms of numbers,

approximately 15-30dB reduction in residual self-interference power compared to the upper

bound is achieved due to the correlation between the channel frequency responses within the

CBW of the channel.
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Figure 5.3: Residual self-interference power due to receiver phase noise effect for different
channel models with −40dBc total in-band phase noise power.

5.3.3 Impact of Channel Estimation Errors

In the previous analyses, the channel transfer function Hord/Haux was assumed to be per-

fectly known. However, in practical systems, the channel transfer function is obtained

through a channel estimation process that results in channel estimation errors. In this
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section, the effect of the channel estimation errors on the cancellation performance is inves-

tigated.

In practical indoor applications [43], the channel is estimated using training symbols trans-

mitted at the beginning of each data frame. During the training interval, the Least Square

(LS) estimator is used to obtain an estimate for the channel transfer function as

Ĥk =
Y ord
k

Y aux
k

. (5.22)

Since LS estimator is known to have estimation errors that are directly proportional to the

noise level, channel estimation error effect should be analyzed in the presence of all system

impairments.

In the presence of receiver Gaussian, quantization, and phase noise, the frequency domain

representation of the ordinary and auxiliary receiver outputs Y ord, Y aux during the training

interval can be written as 1

Y ord
k =

N−1∑
l=0

Y tx
l Hord

l Jrxk−l +Qord
k + Zord

k

= Hord
k

N−1∑
l=0

Y tx
l Jrxk−l +

N−1∑
l=0

Y tx
l

(
Hord
l −Hord

k

)
Jrxk−l +Qord

k + Zord
k

= Hord
k

N−1∑
l=0

Y tx
l Jrxk−l + ηk, (5.23)

1Note that the signal-of-interest is not transmitted during the self-interference training interval
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Y aux
k =

N−1∑
l=0

Y tx
l Haux

l Jrxk−l +Qaux
k + Zaux

k

= Haux
k

N−1∑
l=0

Y tx
l Jrxk−l +Qaux

k + Zaux
k

= Haux
k

N−1∑
l=0

Y tx
l Jrxk−l + ζk, (5.24)

where η, and ζ are the composite noise component in the ordinary and auxiliary receiver

chains calculated as

ηk =
N−1∑
l=0

Y tx
l

(
Hord
l −Hord

k

)
Jrxk−l +Qord

k + Zord
k , (5.25)

ζk = Qaux
k + Zaux

k . (5.26)

The first noise component in (5.25) represents the residual self-interference due to the receiver

phase noise effect as described in (5.17). Dividing (5.23) by (5.24) to obtain Ĥ we get

Ĥk =
Hord
k

∑N−1
l=0 Y tx

l Jrxk−l + ηk

Haux
k

∑N−1
l=0 Y tx

l Jrxk−l + ζk
. (5.27)

Since ζk � Haux
k

∑N−1
l=0 Y tx

k Jrxk−l, using the approximation of (1 + x)−1 ' 1 − x, x � 1,

equation (5.27) can be approximated as

Ĥk =
Hord
k

Haux
k

+
ηk − ζk

Haux
k

∑N−1
l=0 Y tx

l Jrxk−l
=
Hord
k

Haux
k

+ EH , (5.28)

where EH is the channel estimation error due to the receiver impairments. Equation (5.28)

shows that the channel estimation error is directly related to the summation of all noise

components in both the auxiliary and ordinary receiver chains. One simple way to improve
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the channel estimation quality is by averaging the estimated channel Ĥ over multiple OFDM

symbols as follows

Ĥk =
1

M

M∑
m=1

Y ord
m,k

Y aux
m,k

. (5.29)

In this case, since the noises at different OFDM symbols are not correlated, the channel

estimation error will be reduced by a factor of M , where M is the number of training OFDM

symbols. On the other hand, increasing the number of training symbols will negatively

impact the overall system capacity.

After self-interference cancellation, the channel estimation error will be added to the exist-

ing receiver impairments, thus increasing the residual self-interference power. Figure 5.4(a)

shows the increment in the residual self-interference power due to imperfect channel esti-

mation as compared to the case of perfect channel knowledge. The results show that, the

residual self-interference power is doubled when the channel is estimated using one training

symbol. However, averaging over 4 symbols reduces the degradation to only 1dB compared

to the perfect channel case

Another important factor is the channel estimation error due to the time varying nature of

the wireless channel. In practical indoor applications, the channel is estimated once at the

beginning of each data frame, and then assumed to be constant within the frame. While

this might be sufficient for half-duplex systems, this assumption does not hold for the self-

interference channel in full-duplex systems. The reason is that, in half-duplex systems, the

signal-of-interest arrives at relatively small power levels such that the channel error due to

fading effect will be much smaller than the noise floor. However, in full-duplex systems, the

power of the self-interference signal is significantly high, such that the channel error due to

the fading effect might dominate other noise components, especially with long data frames.

Figure 5.4(b) show the increment in the residual self-interference power due to the fading
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effect as compared to the case of perfect channel knowledge. The fading effect is investigated

at different frame lengths with 5Hz Doppler frequency channel. The results show that

for long data frames, the fading effect significantly increases the residual self-interference

power compared to the perfect channel case. More specifically, up to 6.5dB performance

degradation is expected for frame lengths of 150 symbols (i.e. 600us based on the simulated

system parameters). It can also be noticed that the performance degradation is decreasing

with the decrease of the received signal power level. The reason is that, at low received signal

power levels, the fading effect becomes negligible compared to the receiver impairments and

the performance becomes noise limited. However, at high received signal power levels, the

fading effect dominates other noise components. This behavior also explains why the fading

effect is a significant concern in full-duplex systems, while it is not a concern in half-duplex

systems.

From figures 5.4(a), (b) we can conclude that reducing the channel estimation error requires

more training symbols and shorter frame lengths. Both requirements negatively impact the

overall system capacity. In fact, capacity degradation is related to the training overhead,

which is defined as the ratio between the number of training symbols to the number of

useful data symbols. At the same training overhead, several combinations of the number

of training symbols and frame lengths could be used. For example, 4% training overhead

could be achieved with 2 training symbols every 50 data symbols, or 4 training symbols

every 100 data symbols, etc. The appropriate choice should be made based on the receiver

operating point, mainly the received signal power level. For instance, at high received signal

power levels, using shorter frames with small number of training symbols is better than using

long frames with large number of training symbols and vice versa. This tradeoff is clear in

figures 5.4(a), (b), where it is shown that at high received signal power levels, doubling the

frame length from 50 to 100 symbols degrades the performance by 2.5dB, while reducing the

number of training symbols from 4 to 2 symbols only degrades the performance by 1dB. In

this scenario, for 4% training overhead, using 50-symbols frame with 2 training symbols is
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better than using 100-symbols frame with 4 training symbols. On the other hand, at low

received signal power levels, the degradation due to the fading effect is smaller than the

degradation due to the receiver impairments. In this case, using more training symbols is

more beneficial than using short frames.
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Figure 5.4: Residual self-interference power due to channel estimation error effect: (a) chan-
nel estimation error due to receiver noise, (b) channel estimation error due to fading effect.

5.3.4 Impact of Receiver Nonlinearities

In the presence of only receiver nonlinearities, the auxiliary and ordinary receiver outputs

(Equation (5.2) and (5.3)) can be rewritten as

yauxn = ytxn ∗ hauxn . (5.30)

yordn = ytxn ∗ hordn + drxn + ssoin . (5.31)
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Then, after self-interference cancellation, the interference-free signal Y DC can be written as

Y DC
k = Y ord

k − Hord
k

Haux
k

Y aux
k = Y tx

k Hord
k +Drx

k +Ssoik −
Hord
k

Haux
k

(
Y tx
k Haux

k

)
= Drx

k +Ssoik , (5.32)

Where Drx
k is the frequency domain representation of the LNA nonlinear distortion signal

drx. In this analysis, we are assuming that the LNA is the major contributor to the receiver

nonlinearity. Therefore, the auxiliary receiver chain is assumed to be highly linear, since

there is no LNA in the auxiliary receiver chain. According to (5.32), it can be easily shown

that the residual self-interference power is directly proportional to the nonlinear distortion

level. Accordingly, receiver nonlinearity suppression is essential for better self-interference

cancellation capability. The nonlinearity estimation and suppression technique presented in

chapter 4 could be modified to be used with the proposed architecture for receiver nonlin-

earity suppression as follows.

According to the nonlinearity model in (5.7), and considering only third order nonlinearities,

the receiver nonlinear distortion signal drx can be written in terms of the transmitted signal

ytx as

drxn = α3

(
ytxn ∗ hordn

) ∣∣ytxn ∗ hordn ∣∣2 . (5.33)

Using (5.1), the base-band representation of the transmitted signal ytx(t) can be written as

ytxn = xne
jφtxn + dtxn = xn + jxnφ

tx
n + dtxn , (5.34)

Where ejφ ' 1 + jφ, φ � 1. The second and third terms in the right hand side of (34) is

mainly the transmitter phase noise and distortion signals that are typically� xn in terms of

power. According to (5.34), the transmitter phase noise and distortion signals will contribute

to the receiver nonlinear distortion drx. However, their contribution will be much smaller

than the distortion due to the main transmitted signal xn. Therefore, the transmitter phase
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noise and distortion signals could be ignored while substituting from (5.34) into (5.33).

Accordingly, equation (5.33) can be approximated as

drxn = α3

(
xn ∗ hordn

) ∣∣xn ∗ hordn ∣∣2 . (5.35)

In (5.35), xn is known and hord could be estimated during the channel estimation training pe-

riod. The only unknown in (5.35) is the nonlinearity coefficient α3, which could be estimated

using simple LS estimator. As described before, channel estimation error is directly propor-

tional to the receiver impairments. Accordingly, in the presence of receiver nonlinearity, the

channel estimation error will be also a function of the receiver nonlinearity. Therefore, any

nonlinearity estimation and suppression technique should consider the channel estimation

error due to receiver nonlinearity.

Referring back to (5.30) and (5.31), the channel estimation in the presence of only receiver

nonlinearity is performed as

Ĥx =
Y ord
k

Y aux
k

=
Y tx
k Hord

k +Drx
k

Y tx
k Haux

k

=
Hord
k

Haux
k

+
Drx
k

Y tx
k Haux

k

. (5.36)

In order to estimate the nonlinearity coefficient, one additional training symbol is transmitted

after the channel estimation training symbol. Superscript tr1, and tr2 is given to the different

signals within the channel estimation training symbol and the additional training symbol

respectively. During the additional training symbol, the received signal after self-interference

cancellation can be written as

Y DC,tr2
k = Y ord,tr2

k − ĤkY
aux,tr2
k

= Y tx,tr2
k Hord

k +Drx,tr2
k −

(
Hord
k

Haux
k

+
Drx,tr1
k

Y tx,tr1
k Haux

k

)(
Y tx,tr2
k Haux

k

)
= Drx,tr2

k − Y tx,tr2
k

Y tx,tr1
k

Drx,tr1
k . (5.37)
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Using the same approximation as in (5.35), equation (5.37) can be approximated as

Y DC,tr2
k = Drx,tr2

k − X tr2
k

X tr1
k

Drx,tr1
k = α3

(
D̄rx,tr2
k − X tr2

k

X tr1
k

D̄rx,tr1
k

)
, (5.38)

and

D̄rx,i
k = DFT

[(
xin ∗ hordn

) ∣∣xin ∗ hordn ∣∣2] , i ∈ {tr1, tr2}. (5.39)

Finally, an estimate for the nonlinearity coefficient α3 is obtained as

α̂3 =
1

N

N−1∑
k=0

Y DC,tr2
k

D̄rx,tr2
k − Xtr2

k

Xtr1
k
D̄rx,tr1
k

. (5.40)

During the data symbols, the estimated nonlinearity coefficient α̂3 is used to reconstruct

the distortion signal and subtract it from the received signal. Note that, the nonlinearity

coefficients change very slowly such that it could be estimated once every several frames,

which reduces the training overhead due to the use of the additional training symbol.

The proposed nonlinearity estimation and suppression technique is numerically investigated

at different operating conditions. Figure 5.5 shows the residual self-interference power at

different nonlinear distortion power levels in three cases: i) the linear receiver case, ii) the

nonlinear receiver case without performing nonlinearity suppression, and iii) the nonlinear

receiver case with the proposed nonlinearity suppression technique. In the linear receiver

case, the performance is limited by other receiver impairments and channel estimation errors.

The results show that without nonlinearity suppression, the residual self-interference power

is limited by the distortion power level. However, performing nonlinearity suppression using

the proposed technique could achieve ∼23dB more reduction in the residual self-interference

power. Furthermore, at distortion power levels ≤ −45dBm, the proposed technique is shown

to achieve almost the same performance as in the linear receiver case, which means that the
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23dB improvement are sufficient to eliminate the nonlinearity effect at such distortion power

levels.
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Figure 5.5: Residual self-interference power due to receiver nonlinearities with and without
nonlinearity estimation.

5.3.5 Overall Cancellation Performance

In this section, the overall self-interference cancellation performance of the proposed tech-

nique is numerically investigated in the presence of all transmitter and receiver impairments.

The design tradeoffs and the factors contributing to the residual self-interference power are

discussed. In the previous analyses, we show that the residual self-interference power highly

depends on the following factors: i) the power level of each one of the receiver impairments,

ii) the received self-interference power level, iii) the channel Rician factor which determines

the power of the received non-LOS component, and iv) the self-interference channel char-

acteristics (e.g. coherence bandwidth, Doppler frequency). In practical full-duplex systems,

those four parameters are not totally independent. For instance, the experimental results

in [33] show that, the self-interference channel Rician factor is inversely proportional to the
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achieved passive suppression amount which determines the received self-interference signal

power. Accordingly, for reliable conclusions, such dependency should be considered while

investigating the overall cancellation performance.

To be pragmatic, all presented system parameters are chosen based on practical transceivers

and real-time experimental results. More specifically, the values for the transmitter and

receiver impairments are chosen based on the datasheet of the NI5791 transceiver [71] as

follows: i) the integrated in-band transmitter and receiver phase noise power is -40dBc, ii)

the number of ADC bits is 14bits, iii) the Gaussian noise power is −90dBm and −72dBm

at receiver input power levels of −25dBm and −5dBm respectively, and iv) the transmitter

and receiver third order distortion power level is −45dB from the linear component power

level. The system is simulated with the indoor TGn channel model ’D’ [54] at 5Hz Doppler

frequency. The training overhead is set to 4%.

From a passive suppression perspective, three practical scenarios are investigated: a) the

use of omni-directional antenna with 35cm antenna separation. In this scenario, 25dB of

passive self-interference suppression is achieved, and the self-interference channel Rician

factor is 20dB [33]. b) The use of directional antennas with absorbing material between the

transmit and receive antennas [33]. In this scenario, 45dB of passive suppression is achieved,

and the self-interference channel Rician factor drops to 0dB. c) The use of reconfigurable

directional antennas (presented in chapter 6 in this thesis). In this secnario, up to 60dB of

passive suppression is achieved, and the self-interference channel Rician factor is 0dB. The

main difference between the three scenarios is the received self-interference power, and the

received non-LOS component power level. For example, at transmit power of 20dBm, the

first scenario will have a received self-interference power of −5dBm and non-LOS component

power level of −25dBm. While in the second scenario, both the received self-interference

power and the non-LOS component power levels are at −25dBm.

In each scenario, the performance of the proposed digital cancellation technique is investi-
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gated at different transmit power values. The performance is also compared to the conven-

tional digital cancellation techniques [17]. The residual self-interference power due to each

one of the receiver impairments is also presented to identify the main bottleneck in each

region of operation. In all analyses, the half-duplex system’s noise floor is shown for com-

parison purposes. Figure 5.6(a)-(c) shows the residual self-interference power at different

transmit power values for the three scenarios. The conclusions from these results are multi-

fold: first, in all scenarios, the proposed self-interference cancellation technique significantly

mitigates the phase noise and nonlinearity effects to below the receiver noise floor. Therefore,

in contrast with conventional digital cancellation techniques, the cancellation capability of

the proposed techniques is no longer phase noise or nonlinearity limited.

Second, in the first scenario, due to the relatively high received self-interference power, the

receiver Gaussian noise dominates other noise components and becomes the performance

limiting factor. However, as the transmit power decreases, the Gaussian noise decreases

which reduces the residual self-interference power. Accordingly, in such scenarios with rela-

tively low passive suppression amounts, the proposed technique is more suitable to be used

in low transmit power applications (e.g. up to 5dBm transmit power levels). Furthermore,

simple analog cancellation techniques (e.g. Balun technique [20]) could be used to alleviate

the Gaussian noise effect in such scenarios. On the other hand, when good passive suppres-

sion techniques are used (e.g. second and third scenarios), the Gaussian noise is no longer

the limiting factor, and the self-interference signal could be significantly mitigated to ∼3dB

above the half-duplex system’s noise floor.

Third, following the receiver Gaussian noise, the channel error due to the fading effect is

found to be the next performance bottleneck. The good thing about the error due to the

fading effect is that, in contrast to other receiver impairments, there are many ways to

reduce the fading effect. For example, i) interpolating the channel between different data

frames, ii) inserting pilots within the OFDM symbol to track the channel variations, iii) using
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shorter frames lengths, or iv) using pilot-based frame structure instead of the preamble-based

frame structure. In the pilot-based frame structures, pilot subcarriers are inserted within

the OFDM symbols to be used for the channel estimation purposes. Such pilot subcarriers

allow for fast tracking of the channel variations.
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Figure 5.6: Residual self-interference power due to different receiver impairments at different
transmit power values: (a) 1st scenario, (b) 2nd scenario, (c) 3rd scenario.
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5.4 Achievable Rate Analysis

In this section, the overall full-duplex system performance using the proposed digital cancel-

lation technique is investigated in terms of the achievable rate gain compared to conventional

half-duplex systems. The performance is investigated in the same three operating scenarios

described in Section 5.3.5. Both full-duplex and half-duplex system performances are in-

vestigated in the presence of all transmitter and receiver impairments. The performance is

investigated at two transmit power values: 20dBm, and 5dBm.

Generally, the achievable rate for both full-duplex and half-duplex systems can be calculated

as

RFD = E
[
log2

(
1 + SINRFD

)]
, (5.41)

RHD =
1

2
E
[
log2

(
1 + SNRHD

)]
, (5.42)

where E[ ] denotes expectation process, RFD, RHD is the full-duplex and half-duplex system’s

achievable rate, SINRFD is the signal-of-interest to interference plus noise ratio in full-duplex

systems, and SNRHD is the signal to noise ratio in half-duplex systems. The factor of 1/2

in the half-duplex rate equation is due to the fact that the resources are divided between the

two communicating nodes.

Figure 5.7(a)-(c) shows the achievable rate for the three scenarios at different SNR values.

The conclusions from these results are multifold: first, the results show that the proposed

technique significantly outperforms the conventional digital cancellation technique in all op-

erating scenarios. The only exception is the case of 5dBm transmit power in the third

scenario, where both the proposed technique and the conventional digital cancellation tech-
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nique achieves the same performance. The reason is that, at 5dBm transmit power with the

60dB passive suppression assumed in the third scenario, only 35dB of digital cancellation are

required to suppress the self-interference signal to the noise floor. Those 35dB could be easily

achieved using conventional digital cancellation techniques. However, as the transmit power

increases, the proposed technique will be able to achieve more self-interference cancellation,

while the cancellation achieved using the conventional techniques will saturate. Second, fig-

ure 5.7(a) shows that, in the first scenario where the passive suppression amount is relatively

low, the proposed technique can only be used in low transmit power applications.

Third, in the second and third scenarios, the proposed technique achieves significant rate

improvement compared to conventional half-duplex systems, especially in high SNR regimes.

In order to quantify the achievable rate gain of the proposed full-duplex system compared

to the conventional half-duplex system, we calculate the average rate gain over the whole

SNR range from 0 to 40dB for all scenarios, and the results are shown in table 5.1. The

results in table 5.1 are average results; however, exact rate gain for each SNR value could

be obtained from figure 5.7(a)-(c). Negative rate gain means that operating in full-duplex

mode will degrade the overall system performance.

Table 5.1: Average full-duplex rate improvement compared to half-duplex system in different
operating scenarios

5dBm Transmit Power 20dBm Transmit Power
Proposed Conventional Proposed Conventional
Technique DC Technique DC

1st Scenario 14% −58% −58% −98%
25dB passive suppression

2nd Scenario 61% 11% 23% −63%
45dB passive suppression

3rd Scenario 76% 72% 67% 14%
60dB passive suppression
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Figure 5.7: Full-duplex and Half-duplex achievable rates at different transmit power and
SNR values: (a) 1st scenario, (b) 2nd scenario, (c) 3rd scenario.

5.5 Conclusion

In this chapter, a novel all-digital self-interference cancellation technique for full-duplex sys-

tems is proposed. The proposed technique uses an auxiliary receiver chain to obtain a

digital-domain copy of the transmitted RF self-interference signal including all transmitter

impairments. The self-interference signal copy is then used in the digital-domain to cancel

out both the self-interference signal and the transmitter impairments. In order to alleviate

the receiver phase noise effect, a common oscillator is shared between the auxiliary and or-

dinary receiver chains. In addition, a nonlinearity estimation and suppression technique is
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proposed to mitigate the receiver nonlinearity effects. A thorough analytical and numeri-

cal analysis for the effect of the transmitter and receiver impairments on the cancellation

capability of the proposed technique is presented. The analyses show that the proposed

technique significantly mitigates the transceiver phase noise and nonlinearity effects. The

overall full-duplex system performance using a combination of the proposed digital cancella-

tion technique and practical passive suppression techniques is numerically investigated. The

results show that, the proposed technique significantly mitigates the self-interference signal

to ∼3dB higher than the receiver noise floor, which results in up to 76% rate improvement

compared to conventional half-duplex systems at 20dBm transmit power values.
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Chapter 6

Passive Self-interference Suppression

Using MRA

6.1 Introduction

Typically, full-duplex systems deploy both passive suppression and active cancellation tech-

niques to significantly mitigate the self-interference signal. In chapter 3-5, we discussed

several solutions to improve the cancellation capability of active self-interference cancella-

tion techniques by either impairments mitigation or using novel transceiver architectures.

For a complete investigation of the self-interference cancellation problem, this chapter pro-

poses a novel passive self-interference suppression technique that is capable of achieving up

to 65dB of passive suppression at 10 cm antenna separation. In addition, the proposed pas-

sive suppression technique is integrated with the conventional digital cancellation techniques

to build a complete full-duplex system that is experimentally proven to achieve 90% rate

improvement over half-duplex systems.
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6.1.1 Contribution

The main contributions of this chapter are as follows: first, we introduce the design and

operating mechanism of a 2.5GHz MRA antenna. MRA is a dynamically reconfigurable

antenna that is capable of changing its proprieties (e.g. radiation pattern, polarization, and

operating frequency) according to certain input configurations. The MRA has 4096 possible

radiation patterns. A pattern selection mechanism to select the optimum pattern among

the various MRA patterns is presented. Since the MRA has many radiation patterns, one

can select the pattern that minimizes the received self-interference power. However, this

method can not guarantee the optimal overall system performance, mainly because the

selected pattern also affects the received signal-of-interest (the desired signal) power. To

guarantee the best overall system performance, we developed a pattern selection mechanism

that maximizes the received Signal-of-interest to Interferer Ratio (SIR) at the receiver input.

The performance of the MRA-based passive self-interference suppression is experimentally

investigated. The results show that, the MRA can achieve an average of 65dB of passive

self-interference suppression, with a 45dB SIR gain compared to the case when an omni-

directional antenna is used.

Second, a detailed experimental analysis for the required MRA training time and training

overhead in different indoor environmental conditions. In addition, a heuristic-based ap-

proach is proposed to reduce the training overhead by selecting a small suboptimal set of

patterns among all MRA patterns. The results show that using the proposed heuristic, at

1% training overhead with a suboptimal set of 300 patterns, 62dBs of passive suppression

can be achieved with only a 3dB performance loss as compared to the optimal case.

Finally, a complete full-duplex system with a combined MRA-based passive suppression and

conventional active self-interference cancellation is presented. The overall system perfor-

mance is evaluated in different indoor environmental conditions. The results show that at
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1% training overhead, a total of 95dB self-interference cancellation is achieved in typical

indoor environments. The 95dB self-interference cancellation is experimentally shown to be

sufficient for 90% full-duplex rate improvement compared to half-duplex systems at 5dBm

transmit power.

6.1.2 Related Work

Throughout the literature, passive self-interference suppression is achieved through one or

a combination of the following four methods: (i) antenna separation, (ii) antenna isolation,

(iii) antenna directionality, and (iv) antenna polarization. The applicability of each one

of these methods depends on the application, and the physical constraints of the system.

For example, in mobile applications with small device dimensions, the passive suppression

achieved using antenna separation and isolation is very limited. However, in others systems

(e.g. relay systems) where the transmit and receive antennas are not necessary collocated,

antenna separation and isolation could achieve significant passive suppression. For instance,

in [45, 46], the use of a single pattern directional antenna and 4−6 m of antenna separation

achieves ∼85dB of passive suppression. While in [47], using 5 m of antenna separation

in addition to antenna isolation achieves 70dB of passive suppression. This large antenna

separation might be acceptable in relay systems, but it is not acceptable in practical mobile

applications. A more practical passive self-interference suppression method with relatively

small antenna separation (e.g 20−40 cm) was introduced in [30, 31]. The results show a

maximum of 60dB passive suppression at ∼40cm antenna separation with cross polarization,

and a metal shield between the antennas.

Recently, a comprehensive study of the achieved passive suppression using different com-

binations of the previously mentioned methods was introduced in [33]. In [33], the passive

suppression performance is characterized using two single-pattern directional antennas placed
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at different orientations, with different antenna separations ranging from 35-50 cm. The re-

sults show that in a non-reflective environment (e.g. Anechoic Chamber), a maximum of

72dB passive suppression could be achieved when absorptive shielding is present between

the two antennas. While in a reflective room the maximum achievable passive suppression

is reduced to 45dB due to the self-interference signal reflections.

In contrast with the prior work, we focus on the deployment of full-duplex transmission

in mobile indoor applications where the allowed antenna separation is very limited. Our

approach could achieve 65dB of passive suppression at only 10 cm antenna separation in

a reflective indoor environment, without any antenna shielding. Moreover, the directional

antenna used in all prior work is a single pattern directional antenna. The lack of beam

steering capability in such antennas might affect the signal-of-interest power in certain sce-

narios (e.g. when the desired signal is coming from the opposite direction of the antenna).

On the other hand, the reconfigurability feature in the full-duplex systems utilizing MRA

attempts to maximize the SIR for any given scenario.

6.2 Antenna Structure and Working Mechanism

6.2.1 MRA Structure

The 3-D schematic and cross section view of the MRA are depicted in figure 6.1. This

MRA employed an aperture-coupled feed mechanism for RF feeding similar to the MRA

presented in [72]. The main two components of the MRA architecture are, namely, the

driven patch antenna and parasitic layer. The driven patch (19.3x19.3 mm2) is designed to

operate in the frequency band of 2.4-2.5 GHz and fed by a 50-Ohm microstrip line through an

aperture (21.4x1.4 mm2) etched on the center of the common ground plane. The feed layer

(90x90x0.508 mm3) and patch layer (90x90x3.048 mm3) are built respectively by using the
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Fig. 1 3-D schematic and the cross section view of the MRA 

I. MRA INTRODUCTION 

   In this paper, a multifunctional reconfigurable antenna (MRA) 

is presented. The MRA has 4096 possible modes of operation 

by configuring the surface geometry of the parasitic layer, 

where the 3×3 electrically small square-shaped metallic pixels 

(parasitic pixel surface) are connected by 12 PIN diode 

switches with ON/OFF status in between the pixels. The 

selected modes of operations have different beam steering 

directions in the space in order to maximize the throughput in 

the 802.11b/g band (2.4-2.5 GHz). Full-wave analysis by HFSS 

[1] and multi-objective genetic algorithm optimization [2] are 

jointly employed to determine the interconnecting PIN diode 

switches’ status (i.e., ON/OFF) corresponding to different 

modes of operation. 

The advantages of the MRA as compared to the antenna 

presented in [3] can be summarized as follows: 1) The parasitic 

surface only consists of 3 × 3 metallic square pixels instead of 4 

× 4 metallic rectangular pixels, thus the complexity of the MRA 

is reduced. 2) Real PIN diode switches has been used instead of 

ideal perfect open/short connection. The implementation of real 

PIN diode switches gives engineering insight for future 

commercialization of the design. 3) The beam steering 

capability is enhanced. The presented MRA can perform beam 

steering in 9 directions in the semi-sphere space (   

                                  ) instead of only 5 

directions (                           ) in [3]. Other beam 

steering directions may also be achieved within 4096 possible 

switch configurations.  

The beam steering capability of the MRA can be used to 

enhance the capabilities of the IEE 802.11 b/g systems. By 

steering the beam to the desired direction, the signal can be 

enhanced in the desired direction while minimized in the 

interference direction. 

II. ANTENNA STRUCTURE AND WORKING MECHANISM 

A. MRA structure and equivalent circuit models 

Structure of the MRA: The 3-D schematic and cross section 

view of the MRA are depicted in Fig. 1. This MRA employed 

aperture-coupled feed mechanism for RF feeding similar to the 

MRA presented in [3]. The main two components of the MRA 

architecture are, namely, the driven patch antenna and parasitic 

layer. The driven patch (19.3 × 19.3 mm
2
) is designed to 

operate in the frequency band of 2.4-2.5 GHz and fed by a 

50-Ohm microstrip line through an aperture (21.4 × 1.4 mm
2
) 

etched on the center of the common ground plane. The feed 

layer (90 × 90 × 0.508 mm
3
) and patch layer (90 × 90 × 3.048 

mm
3
) are built respectively by using the substrate Rogers 

4003C  (εr = 3.55, tan δ = 0.0027) [4]. The same substrate (98 × 

90 × 1.524 mm
3
) is used to form the parasitic layer above the 

driven patch. Notice that there is a 7.62mm gap between 

parasitic layer and driven patch antenna, where the gap is filled 

with the RO4003C. 

 The reconfigurable parasitic surface, which consists of 3 × 3 

square-shaped metallic pixels connected by 12 PIN diode 

switches with ON/OFF status, is formed on top surface of the 

parasitic layer with individual pixel size being 15 × 15 mm
2
. 

Thus the geometry of the parasitic surface can be configured by 

switching ON/OFF the 12 PIN diode switches, which are 

marked as S1-S12 in Fig.1. DC bias lines for controlling the 

PIN diode switches are also formed on the parasitic layer but on 

the backside of the substrate. Vias are plated through the 

parasitic layer so that DC bias lines can be connected to the PIN 

diode switches on the parasitic surface. Four different kinds of 

lumped components are used on the parasitic layer as shown in 

Fig. 1: 1) PIN diode switches are used in between all 

rectangular pixels. Metallic pixels are connected / disconnected 

by switching ON/OFF the PIN diode switches to change the 

geometry of the parasitic surface, which in turn change the 

current distribution, and thus RF characteristic. 2) Inductors are 

placed along the DC bias lines as RF chokes. The SRF (self 

Figure 6.1: 3-D schematic and the cross section view of the MRA.

substrate Rogers 4003C (εr = 3.55, tan δ = 0.0027) [73]. The same substrate (98x90x1.524

mm3) is used to form the parasitic layer above the driven patch. Notice that there is a 7.62

mm gap between parasitic layer and driven patch antenna, where the gap is filled with the

RO4003C.

The reconfigurable parasitic surface, which consists of 3x3 square-shaped metallic pixels

connected by 12 PIN diode switches with ON/OFF status, is formed on the top surface of

the parasitic layer with individual pixel size being 15x15 mm2. Thus the geometry of the

parasitic surface can be configured by switching ON/OFF the 12 PIN diode switches, which

are marked as S1-S12 in figure 6.1. DC bias lines for controlling the PIN diode switches

are also formed on the parasitic layer but on the backside of the substrate. Vias are placed

through the parasitic layer so that DC bias lines can be connected to the PIN diode switches

on the parasitic surface.

Four different kinds of lumped components are used on the parasitic layer as shown in

figure 6.1: 1) PIN diode switches are used in between all rectangular pixels. Metallic pixels

are connected/disconnected by switching ON/OFF the PIN diode switches to change the

geometry of the parasitic surface, which in turn change the current distribution, and thus
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RF characteristic. 2) Inductors are placed along the DC bias lines as RF chokes. The SRF

(self resonant frequency) of the RF choke is chosen to be around 2.5 GHz, thus RF chokes

would appear as high impedance in the ISM band to minimize the current on the bias lines,

thus minimizing the effect of the bias lines on the antenna performance. 3) Inductors are

also placed in between all the rectangular pixels to connect all the pixels together. In this

manner, all the pixels can be DC grounded together to provide Ground for DC biasing

purpose. The SRF of these inductors was chosen to be the same value as RF chokes to keep

the high RF impedance between pixels. 4) DC block capacitors are used to properly bias

the PIN diode switches as shown in figure 6.1. The SRF of DC block capacitor is around

2.5 GHz to provide low RF impedance in the ISM band. In this way, the effect of DC block

capacitor on RF performance is minimized.

6.2.2 Working Mechanism

The working mechanism of the antenna system, which is composed of one driven antenna and

multiple parasitic elements, can be described by the theory of reactively controlled directive

arrays developed by R. F. Harrington [74]. It was shown that the main beam direction of

the driven antenna can be directed into a desired direction by the proper reactive loading of

the parasitic elements. In the presented MRA, the proper reactive loading corresponds to

a specific geometry of the parasitic pixel surface, which is obtained by switching ON/OFF

the PIN diode switches between adjacent pixels of this surface. Switching ON and OFF the

PIN diode switches placed on the MRA surface creates 4096 different modes of operation

each with unique MRA radiation pattern. As an example, figure 6.2 shows the simulated

and measured MRA radiation pattern for four different modes of operation, showing good

agreement between the simulated and measured patterns.
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Figure 6.2: Simulated and measured radiation patterns for four different MRA modes at
2.45 GHz.

6.3 Experimental Framework and Environment

Due to the significant dependence of the full-duplex system performance on hardware impair-

ments and the surrounding environments, experimental analysis is extremely important for

performance characterization in full-duplex systems. In addition to hardware impairments,

the use of a directional antenna at such small antenna separation creates a near-field effect

that is difficult to account for at every possible scenario. In this section, the experimental

setup, framework, and experimental environment are described in details.

6.3.1 Experimental setup

A complete full-duplex system is constructed using the Universal Software Radio Peripheral

(USRP) software defined radio (SDR) platform [64]. Each USRP contains RF transceiver and

Field Programmable Gate Array (FPGA). All USRP’s are connected to a host PC through a

Gigabit Ethernet connection. The baseband signal processing is performed over the host PC.

The baseband signals are streamed to/from the USRPs at a rate of 25M sample/sec. The RF

transceivers are then used for real-time signal transmission and reception. All experiments
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are performed in the ISM band at 2.5Ghz carrier frequency with a 10Mhz signal bandwidth.

All USRPs are synchronized to one reference clock.

As shown in figure 6.3, the full-duplex system consists of two nodes communicating in a

full-duplex manner. Each node is equipped with one transmit antenna and one receive

antenna. In this analysis, a dipole omni-directional antenna is used as transmit antenna,

while the MRA is used as receive antenna. Both transmit and receive antennas have the same

antenna polarization1. The MRA antenna has a total of 4096 different radiation patterns.

The pattern selection is performed through a 12-lines digital control cable driven from an

FPGA on a Zedboard [75]. The timing of all USRPs and the FPGA that drives the antenna

switches are aligned with one reference Pulse Per Second (PPS) signal. Figure 6.4 shows

a typical structure for a full-duplex node using MRA antenna. Another full-duplex system

architecture where both transmit and receive antennas are omni-directional antennas is used

for comparison purposes

Figure 6.3: Two nodes full-duplex system.

6.3.2 Experimental framework

In this chapter, two different frameworks are used for performance characterization: the

passive suppression characterization framework, and the complete system framework. In

1There are many other antenna configurations that could be used. For example, the MRA could be use
as transmit antenna, or both transmit and receive antennas. Furthermore, cross antenna polarization could
be used.
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Figure 6.4: Full-duplex wireless node with MRA.

the passive suppression characterization framework, the full-duplex system is used to char-

acterize the achieved passive self-interference suppression for each MRA radiation pattern

at different environmental conditions. For measurement purposes, in this framework, the

received SIR defined as the ratio between the received signal-of-interest power and the re-

ceived self-interference power is used as a performance metric. The passive suppression

characterization frame structure is shown in figure 6.5. Each transmission frame consists

of L segments, where L is the number of antenna patterns that need to be characterized.

Each segment contains three intervals: Gap interval, Data interval, and Null interval. The

Data and Null intervals have the same length and are alternating between the two nodes.

The MRA radiation pattern is changed at the segment edge. The Gap interval is used to

account for the MRA switching time. During the Data interval, the node is transmitting a
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training sequence, while during the Null interval the node is silent. At the receiver side, the

transmitted frames from each node are combined and received by the MRA antenna. In the

combined frame, each segment will contain a self-interference portion and a signal-of-interest

portion. The received signal strength is calculated for each portion to obtain an estimate for

the received self-interference and signal-of-interest power.

The complete system framework is used to characterize the overall full-duplex system per-

formance when the MRA-based passive self-interference suppression is combined with the

conventional digital cancellation technique. In this framework, two different performance

metrics are used: the overall self-interference cancellation, and the achievable full duplex

rate. The transmission frame structure in the complete system framework consists of two

main intervals: the MRA training interval, and the data transmission interval. During the

MRA training interval, the MRA patterns are trained and the optimum pattern is selected.

During the data transmission interval, the full-duplex data transmission takes place between

the two communicating nodes. During MRA training interval, a frame structure similar to

the one described in the passive suppression characterization framework is used. On the

other hand, the data transmission interval consists of several data frames that have the

same frame structure as in the 802.11n systems [43]. Each frame consists of several OFDM

symbols with 64 subcarriers in each symbol. At the beginning of each data frame, training

symbols are transmitted for channel estimation purposes. After channel estimation, digital

self-interference cancellation is performed to mitigate the residual self-interference signal.

Gap Data Null ::::::Gap Data Null Gap Data Null

Gap Null Data ::::::Gap Null Data Gap Null Data

One Segment

Transmitted Frame from Node A

Transmitted Frame from Node B

Figure 6.5: MRA training frame structure.
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6.3.3 Practical aspects

Since the optimum pattern selection process involves extensive training, training time and

training overhead are important parameters that have to be investigated. According to the

MRA training frame structure, the training time and training overhead are a function of two

main parameters: the number of MRA patterns that have to be trained, and the segment

length. In this section, the required minimum segment duration is discussed (discussion

related to the number of MRA patterns that have to be trained is presented in the Section

6.4).

The segment duration is a function of the Gap and the Data intervals’ length. The Gap

interval length is directly proportional to the MRA switching time which is a function of

the MRA switching circuitry. In the current design, the MRA switching time is ∼0.5us.

The length of the Data interval depends on how the received signal strength is calculated.

For example, if the received signal strength is calculated in the digital domain, the Analog

to Digital Converter (ADC) sampling rate and the allowable timing offset will determine

the minimum Data interval length. Based on our extensive experiments, approximately 30

time-domain samples are enough to obtain a good estimate for the received signal strength.

Therefore, using 40Mhz ADC sampling rate, the required minimum segment duration is

2us (0.5us for antenna switching, and 1.5us for Data and Null intervals per segment). This

time could be reduced to 1.25us if the ADC sampling rate is doubled to 80Mhz, which is a

practical sampling rate in current wireless systems

6.3.4 Experimental environment

The experimental analysis is conducted in the Wireless Systems and Circuits Laboratory

(WSCL) within Engineering Hall at the University of California, Irvine. Figure 6.6 shows a

floor plan for the area where the experiments are performed, and presents a typical laboratory
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Figure 6.6: Floor plan for the area where the experiments are conducted.

environment with measurement workstations, tables, metallic surfaces, etc. The outer walls

of the building are either concrete walls or glass walls with steel pillars. While, the inner

walls are dry walls with steel pillars.

To enrich the experimental analysis, the two communicating nodes are placed at different

positions inside and outside the laboratory to create a variety of Line Of Sight (LOS) and

non-LOS environments. In addition, different MRA orientations are tested such that the

two communicating nodes are facing each other, opposite to each other, or side to side. To

emulate typical conditions, the experiments are performed in both semi-static and dynamic

environments. In a semi-static environment, the area is static with no moving personnel in

the near area. While in dynamic environments, normal laboratory activities are maintained

with moving personnel during the experiment time.
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6.4 Experimental Results

In this section, the performance of the MRA-based passive suppression is characterized and

discussed. The performance is also compared to the conventional omni-directional antenna

based passive suppression. In addition, we present a heuristic-based approach to reduce the

overall MRA training time by reducing the number of MRA patterns that need to be trained.

The performance of the heuristic-based approach is compared to the optimal case where all

MRA patterns are trained. Finally, the MRA training overhead and training periodicity are

characterized and discussed.

6.4.1 MRA-based passive self-interference suppression

In this part, the passive suppression characterization framework is used to characterize the

achieved MRA-based passive Self-interference suppression. The performance is evaluated at

different transmit power values ranging from −10dBm to 10dBm. Each run lasts for several

seconds. In each run, all the 4096 MRA patterns are trained, and the pattern that maximizes

the SIR is selected.

Figure 6.7 shows the empirical Cumulative Distribution Function (CDF) of the achieved

passive self-interference suppression for both MRA and omni-directional antenna cases. The

passive suppression is defined as the ratio between the transmit power and the received self-

interference power at the antenna output. The CDF is calculated over time for all different

runs and transmit power values. The results show that, using MRA achieves an average of

65dB passive suppression, with 45dB passive suppression gain compared to omni-directional

antenna.

Since the selected MRA pattern affects the received signal-of-interest power, the achieved

passive suppression amount is not sufficient to characterize the overall system performance.
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Figure 6.7: CDF of omni-directional antenna and MRA-based passive self-interference sup-
pression.

Instead, the effect of the MRA on the received signal-of-interest power should be also con-

sidered. The received signal-of-interest power is affected by both the MRA pattern, and the

distance between the two communicating nodes. Therefore, to eliminate the distance factor

and focus only on the MRA effect, the signal-of-interest power loss is used as a performance

metric instead of the absolute value of the received signal-of-interest power. The signal-of-

interest power loss is defined as the received signal-of-interest power ratio between the MRA

case and the omni-directional antenna case for the same experimental environment.

Figure 6.8 shows the empirical CDF of the signal-of-interest power loss for three differ-

ent experimental environments, in addition to the average CDF for all environments. The

description of the three different environments is as follows: in the opposite orientation envi-

ronment, the MRA antennas in the two communicating nodes are placed back-to-back, such

that the back side of the MRA at a node is facing the other node. The face-to-face orien-

tation is the contrary of the opposite orientation. In the side-to-side orientation, the side of

the MRA at one node is facing the other node. The main difference between the opposite
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orientation and the face-to-face orientation is that in the opposite orientation, the MRA

is receiving most of the signal-of-interest power through its back loops which generally has

small antenna gain. However, in the face-to-face orientation, most of the power is received

through the main loops of the MRA which generally has high gain due to antenna directivity.

Therefore, it is expected to have signal-of-interest power loss in the opposite orientations,

while in the face-to-face orientation, the MRA is supposed to achieve signal-of-interest power

gain. As shown in figure 6.8, an average of 5dB loss in the signal-of-interest power is ex-

pected in the opposite orientation environments, while an average signal-of-interest power

gain of 4dB and 1dB is achieved in face-to-face and side-to-side orientations respectively. As

an average over all different orientations, an average signal-of-interest power loss of 1dB is

expected when the MRA is used. Compared to the 45dB self-interference suppression gain

achieved by MRA, 1dB signal-of-interest power loss is negligible.
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Figure 6.8: CDF of the Signal-of-interest power loss for different experimental environments.
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6.4.2 Suboptimal pattern-set selection heuristic

While using the MRA as described leads to significant gains, the investment required to

obtain 4096 modes is prohibitive. The goal of this section is to identify a heuristic that

can reduce training overhead. To address this issue, we calculate the distribution of the

optimal MRA pattern over time and for different environmental conditions. The calculated

distribution is used to check if the optimal pattern index is localized or spans the whole

range from 1 to 4096. The results in figure 6.9 show that, the optimum pattern index spans

the whole range, but it is not uniformly distributed. In fact, the results show that there are

some patterns that have low or even zero probability to be among the optimum patterns,

while other patterns have high probability to be among the optimum ones.
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Figure 6.9: CDF of the index of the optimal MRA pattern.

While one viable choice may be to exclude patterns with low probability of being optimal,

it is important to take into account the degree of ”sub-optimalty”. In fact, for a pattern, to

have a low (or zero) probability of being optimum does not necessary means that the pattern

achieves poor performance. For instance, among those low probability patterns there are two
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categories: i) patterns that achieve good performance that is slightly less than the perfor-

mance of the optimal pattern, and ii) patterns with poor performance that is significantly less

than that of the optimal pattern. Although they have significant performance difference, the

probability criterion does not differentiate between those two categories because they are

both considered non-optimal. Accordingly, a better selection criterion should involve the

self-interference suppression performance for each pattern, not only the probability of being

among the optimum patterns or not.

For further clarification, consider that in full-duplex systems, the self-interference signal

arrives at the receive antenna in two main components: the LOS component through the

direct link between the transmit and receive antennas, and the non-LOS component due

to the reflections. Due to the close proximity of the transmit and receive antennas, the

LOS component is much higher than the non-LOS component. Therefore any MRA pattern

with high gain in the LOS direction most likely will achieve poor performance, thus this

pattern has to be avoided. In fact, the optimal patterns are the patterns that are capable of

suppressing not only the LOS component but also part of the non-LOS component.

Accordingly, based on the achieved self-interference suppression for each MRA pattern, we

developed a heuristic-based approach to select a suboptimal set of patterns that are expected

to achieve the best performance. First, we run the system in 16 different environments that

include a variety of LOS, non-LOS, semi-static, and dynamic scenarios each with 4 dif-

ferent orientations (opposite, face-to-face, and two side-to-side orientations). In each run,

the achieved passive self-interference suppression for each one of the 4096 MRA patterns is

calculated. We set a certain threshold X that represents a desired passive self-interference

suppression amount. Then, the patterns that achieve passive suppression > X at any time

in any environment are selected. Basically, we select the patterns that are capable of achiev-

ing passive suppression > X at least once. Therefore, any pattern that is not selected is

guaranteed to have passive suppression less than X in all tested scenarios. The results in
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figure 6.10 show the number of patterns that are capable of achieving passive suppression

> X at least once for different values of the threshold X. For instance, the results show that

there are 1000, and 300 patterns capable of achieving passive suppression > 52dB and 58dB

respectively.
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Figure 6.10: Number of MRA patterns that are capable of achieving passive suppression ¿
X in at least one of the tested scenarios.

In order to test the accuracy of the proposed heuristic we selected two different suboptimal

set of patterns with passive suppression threshold X = 52dB and 58dB respectively. The

first set contains 1000 patterns, and the second set contains 300 patterns. The performance

of the selected sets is characterized in more than 20 different experimental environments

that are different from the 16 environments used to select the suboptimal sets2. Figure 6.11

shows the CDF of both passive self-interference suppression and signal-of-interest power loss

for the selected sets as well as the optimal 4096-patterns set. The results show that the

300-patterns set achieves an average of 62dB passive self-interference suppression with 3dB

2The experimental environments in this/following analysis are different from the environments used to
select the suboptimal sets in the sense that the positions of the two communicating nodes are changed and
different orientations spanning the whole 360o are used.
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loss compared to the optimum 4096 patterns set, but at ∼14 times less training time. Also,

at ∼4 times less training time, the 1000-patterns set achieves an average of 64dB passive

self-interference suppression. On the other hand, from signal-of-interest perspective, the

results show that the 1000- and 300-patterns sets achieve almost the same performance as

the optimal 4096-patterns set.
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Figure 6.11: CDF of passive self-interference suppression and signal-of-interest power loss
with different MRA pattern sets.

6.4.3 MRA training overhead

Due to its significant effect on the overall system capacity, training overhead is an important

parameter that should be investigated. The training overhead is defined as the ratio between

the training duration and the useful data duration. In the proposed full-duplex system, the

training overhead is a function of two main parameters: the number of MRA patterns that

need to be trained, and the re-training period. The re-training period is defined as the

minimum time between two successive training intervals.
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Figure 6.12: Passive self-interference suppression at different MRA re-training time.

In this analysis, we characterize the MRA training overhead in different environmental con-

ditions. The system performance is evaluated for the selected suboptimal sets as well as the

optimal 4096-pattern set. In this analysis, experiments are conducted in two main environ-

ments: semi-static environment and dynamic environment. Figure 6.12 shows the achieved

average passive self-interference suppression at different re-training times for the semi-static

and dynamic environments. The conclusions from these results are multifold: first, due to

the slow channel variations in the semi-static environment, the system performance is almost

constant with respect to the re-training time. In this kind of environments, the MRA could

be trained once per second with no performance loss. Assuming that each pattern requires

2us training time, the training duration for the 4096-, 1000-, and 300-patterns sets are ∼8ms,

2ms, and 0.6ms respectively. If the MRA is trained once per second, the training overhead

for the 4096-, 1000-, and 300-patterns sets will be 0.8%, 0.2%, and 0.06% respectively, which

is negligible overhead compared to the expected 100% capacity gain achieved by full-duplex

systems.

Second, in the dynamic environment, due to the relatively fast channel variations, the system
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starts to lose performance with the increase of the re-training time. The results show that, 2-

3dB passive self-interference suppression loss is expected when the re-training time increases

from 50ms to 500ms. However, for fair comparison of the different pattern sets, the overall

training overhead should be considered. Thus, rather than focusing on the re-training time,

it is desired to observe the performance at a fixed training overhead. For example, if the

training overhead is fixed at 1% with a 2us pattern training interval then, the 4096-, 1000-,

and 300-patterns sets should be compared at re-training times of ∼800ms, 200ms, and 60ms

respectively. Comparing the performance of the different sets at the previous re-training

times we note that all different sets achieve approximately the same performance.

Another practical aspect that should be considered when discussing re-training time is useful

data frame length. Although the performance of the optimum 4096-patterns set is best

among the other sets, however, for reasonable training overhead, the required re-training

time for the 4096-patterns set is very high. For instance, from the previous examples,

we show that for the optimal 4096-patterns set at 1% training overhead, re-training time of

800ms is required regardless of the useful data length transmitted within the 800ms. In other

words, to guarantee 1% training overhead, a useful data frame length of ∼800ms should be

transmitted between the two successive MRA training intervals. Therefore, in multi-user

networks, each user should be assigned a continuous 800ms interval for data transmission,

which is relatively large interval. On the other hand, the 300-patterns set requires only

60ms re-training time. Accordingly, from a practical perspective, using smaller pattern sets

alleviates the constraints on the overall network performance.

6.5 Overall Full-duplex System Performance

In this section, we characterize the overall performance of the full-duplex system utilizing

MRA. For full system performance characterization, the MRA-based passive suppression is
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combined with a conventional digital self-interference cancellation technique. In the full-

duplex system, the received signal in the time and frequency domains can be written as

yn = hIn ∗
(
xIn + zTn

)
+ hSn ∗

(
xSn + zTn

)
+ zRn , (6.1)

Yk = HI
k

(
XI
k + ZT

k

)
+HS

k

(
XS
k + ZT

k

)
+ ZR

k , (6.2)

where xI , xS are the transmitted time domain self-interference and signal-of-interest signals,

hI , hS are the self-interference and signal-of-interest channels, zT represents the transmit-

ter noise, zR represents the receiver noise, n is the time index, k is the subcarrier index, *

denotes convolution process, and uppercase letters denote the frequency-domain represen-

tation of the corresponding time-domain signals. The digital cancellation is performed by

subtracting the term ĤI
kX

I
k from the received signal in (6.2). ĤI is an estimate for the

self-interference channel, obtained using training sequences transmitted at the beginning of

each data frame [17].

6.5.1 Overall self-interference cancellation

In this analysis, the overall self-interference cancellation achieved using MRA-based passive

suppression followed by digital cancellation (DC) is characterized. The complete system

framework discussed in section 6.3 is used to characterize the overall self-interference cancel-

lation performance as follows. In the beginning, the MRA is trained and the optimum pattern

is selected. Then, a sequence of data frames are transmitted from one node and the other

node remains silent. Now, the received data frame contains only the self-interference signal,

and the noise associated with it. The self-interference channel is estimated at the beginning
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of each data frame, then digital cancellation is performed. The total self-interference suppres-

sion is calculated as the ratio between the transmit power and the residual self-interference

power after digital cancellation.

Figure 6.13 shows the residual self-interference power before and after DC at different trans-

mit power values. The results show that, in addition to the ∼63dB passive suppression,

digital cancellation could achieve up to 32dB more self-interference cancellation for a to-

tal of 95dB self-interference cancellation. At high transmit power values, the 32dB gain is

mainly limited by the transmitter noise which can not be eliminated using conventional dig-

ital cancellation techniques. On the other hand, at low transmit power values, the achieved

digital cancellation amount is limited by the receiver noise floor. At lower transmit power

levels, the self-interference signal is totally suppressed to below the receiver noise floor, and

the full-duplex systems is expected to achieve ∼100% rate gain compared to half-duplex

systems.
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Figure 6.13: Residual self-interference power before and after DC at different transmit power
values.
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6.5.2 Achievable rate gain

The most important performance metric in full-duplex systems is the achievable rate gain

compared to half-duplex systems. In this analysis, the achievable rate of the proposed full-

duplex system is characterized in different experimental environments at different transmit

power values. The performance is compared to the half-duplex system performance in the

same environments. The achievable rate is calculated as a function of the effective Signal to

Noise Ratio (SNR) as R = log2(1 + SNR). One way to calculate the effective SNR in an

experimental analysis is by calculating the Error Vector Magnitude (EVM) defined as the

distance between the received symbols (after equalization and digital cancellation) and the

original transmitted symbols. Using the EVM to SNR conversion method in [26], the SNR

is calculated as SNR = 1/(EVM)2. The average achievable rate for both full-duplex and

half-duplex systems is calculated as

RFD =
1

NMK

N∑
n=1

M∑
m=1

K∑
k=1

log2 [1 + SINRn,m,k] , (6.3)

RHD =
1

NMK

N∑
n=1

M∑
m=1

K∑
k=1

1

2
log2 [1 + SNRn,m,k] , (6.4)

where RFD, RHD are the average achievable rate for full-duplex and half-duplex systems,

SINR is the effective signal to interference plus noise ratio in full-duplex system, SNR is

the effective signal to noise ratio in the half-duplex system, N,M,K are the total number

of data frames, OFDM symbols per frame, subcarriers per OFDM symbol respectively. The

factor of 1
2

in the half-duplex rate equation is due to the fact that each half-duplex node is

transmitting only half of the time.

Figure 6.14 shows the achievable rate and the rate gain for the full-duplex and half-duplex
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systems at different transmit power values. The results show that, the proposed full-duplex

system achieves 80−90% rate gain compared to the half-duplex system at 5dBm transmit

power in typical indoor environments. The reason why the proposed full-duplex system

could not achieve the 100% rate gain even at low transmits power values is due to the 1dB

signal-of-interest power loss shown in figure 6.11. This signal-of-interest power loss makes

the full-duplex SINR less than the half-duplex SNR by 1dB even if the self-interference signal

is totally suppressed below the noise floor. On the other hand, the performance difference

between the 1000-patterns and the 300-patterns sets is due to the difference in the achieved

self-interference cancellation amount as shown in figure 6.13.
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Figure 6.14: Overall achievable rate and rate gain for full-duplex and half-duplex systems.

6.6 Conclusion

In this chapter, A passive self-interference suppression technique using MRA is proposed.

The proposed technique shows to achieve up to 65dB of passive suppression at 10 cm antenna

separation. The proposed technique is combined with a conventional digital self-interference
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cancellation technique to build a complete full-duplex system. The system performance is

experimentally investigated in different indoor environments. The results show that, a to-

tal of 95dB self-interference cancellation is achieved by combining the MRA-based passive

suppression technique with the conventional digital self-interference cancellation technique.

In addition, the full-duplex achievable rate is experimentally investigated in typical indoor

environments showing that, the proposed full-duplex system achieves up to 90% rate im-

provement compared to half-duplex systems in typical indoor environments.
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Chapter 7

Conclusions and Summary

In this thesis, we considered the problem of self-interference cancellation in full-duplex sys-

tems.

First, we constructed a signal model that includes most of the transmitter and receiver RF

impairments. Based on the model, we analytically and numerically investigated the effect of

RF impairments on the cancellation capability of conventional self-interference cancellation

techniques. In this analysis, the main performance limiting factors are identified. The results

show that oscillator phase noise and transceiver nonlinearity are the two main limiting factors

in full-duplex systems.

Then, we proposed several phase noise and nonlinearity estimation and suppression tech-

niques to improve the overall self-interference cancellation capability. The nonlinearity sup-

pression technique is shown to suppress the nonlinear distortion to the level of the next

significant noise component, and achieve performance that is less than 0.5dB off the per-

formance of a linear full-duplex system. On the other hand, phase noise estimation and

suppression in full-duplex systems is shown to be very challenging and complexity consum-

ing problem. More specifically, the results show that at a complexity of order O(322) a
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maximum of 3dB more self-interference cancellation is achieved compared to the case where

no phase noise suppression in performed. Accordingly, to achieve significant phase noise

suppression, other solutions should be investigated.

To overcome the phase noise limitation, we proposed a novel all-digital self-interference

cancellation technique that is capable of significantly mitigating the transceiver phase noise

and nonlinearity effects. The analyses show that using the proposed technique, full-duplex

systems are no longer phase noise or nonlinearity limited. In addition, the overall full-duplex

system performance using a combination of the proposed digital cancellation technique and

practical passive suppression techniques is numerically investigated. The results show that,

the proposed technique significantly mitigates the self-interference signal to ∼3dB higher

than the receiver noise floor, which results in up to 76% rate improvement compared to

conventional half-duplex systems at 20dBm transmit power values.

Since typical full-duplex systems deploy both passive suppression and active cancellation

techniques to significantly mitigate the self-interference signal, the thesis concludes with

proposing a novel MRA-based passive self-interference suppression technique that is capa-

ble of achieving 65dB of passive suppression at 10 cm antenna separation. The proposed

technique is combined with a conventional digital self-interference cancellation technique to

build a complete full-duplex system. The system performance is experimentally investigated

in different indoor environments showing that, the proposed full-duplex system achieves up

to 90% rate improvement compared to half-duplex systems in typical indoor environments.
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