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Abstract

Studying chemical and biological systems using high-throughput sequencing: analytical

challenges and solutions
by

Yuning Shen

High-throughput sequencing (HTS) can identify unique DNA sequences and quan-
tify their abundances from mixed DNA pools. HTS-based assays can profile complex
biological or chemical systems with entities that can convert to unique DNA sequences.
Computational models are also developed to analyze these HT'S data at a larger scale.
However, such data contain unique analytical challenges, including discrete counts, rel-
ative measurement, and small sample size. Careful assessments of these computational
tools are required for robust interpretations of results.

In this dissertation, we investigated the computational challenges, proposed and as-
sess the solutions for two applications of HT'S-based assays. In the first work, we proposed
k-Seq, a kinetic assay to measure the activity of self-aminoacylation ribozymes (catalytic
RNA). Characterizing the kinetics for different molecules in a heterogeneous pool is chal-
lenging as their abundance and activities can vary in several orders of magnitude. We
explored different designs of experiments and identified critical factors affecting the esti-
mation of kinetic coefficients in the pseudo-first order kinetic model for these ribozymes.
Using bootstrapping, we robustly quantified the uncertainty of estimation for individual
sequences and determined the minimum sequencing counts required for reliable estima-
tions. Combining the improved experimental design and new analytical tools, we robustly
quantified the kinetics for 105 different ribozymes.

In the second work, we constructed the correlation networks between microorgan-

viil



isms from metagenomic data and studied the structure of a human skin microbiome in
patients with chronic wounds. We designed a variation of Gaussian graphical models
to capture the direct correlations between the abundances of bacteria and viruses while
accounting for the structure and limitations in the data. To minimize the discovery of
false correlations from the small noisy dataset, we applied a two-step model selection to
regularize the results. Lastly, we demonstrated the utility of the constructed correlation
network in recovering the strong correlations between microbes, identifying potentially

important microbes, and microbial clusters.
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Chapter 1

Introduction

1.1 Background and motivations

Many chemical and biological systems are complex with interdependent components.
These components can be interacting organisms and form a complex ecological system.
For example, a microbial community contains different bacteria, fungi, and viruses that
cohabitate in the same space and communicate through chemical and biological pro-
cesses [1]. These components are closely related and need to be characterized simul-
taneously for a direct and comprehensive understanding of such systems. The compo-
nents can also be a series of building blocks for biomolecules, such as a ribonucleic acid
(RNA) molecule that contains sequential combination of four types of nucleotides (ade-
nine, uracil, cytosine, and guanine). Studying the sequence-function relations is the first
step to understand these molecules but requires characterizing a decent coverage of se-
quences in the astronomically large configuration space (e.g., a length 21 RNA can have
4%1 ~ 4 x 10" possible sequences). In both examples, experimental studies need some
frameworks for high-throughput analyses in order to understand the structure and the

functions for these complex systems with different components or configurations.
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Introduction Chapter 1

Conducting high-throughput analyses for a complex system need a comprehensive
consideration from the following three perspectives: the characterization techniques, the
research design, and the computational methods for data analysis. The characteriza-
tion techniques should quantify the property of interest (e.g. abundance) for a large
number of entities in the system without the need to isolate each entity. Despite being
high-throughput, the actual coverage of a measurement, that is the set of entities whose
properties can be reliably determined, depends on the limit of detection, the accuracy
of selected technique, and also the research design. The research design is critical to
set the scope (the breadth and the depth) of the study given the frequently encountered
trade-offs between the number of samples and the depth of measurement on each sam-
ple. If the original high-throughput characterization is only relative, one might design
additional experiments for standardization or normalization. Moreover, complex sys-
tems are inherently heterogeneous that different entities can vary in magnitudes on the
abundance or other properties and consequently, the quality of measurement for different
entities varies. When applicable, an optimized research design can mitigate this effect
and improve the measurements. Lastly, computational methods are important to ana-
lyze the high-throughput data from the measurements. A desired computational method
must be efficient in handling the large amount of data from the high-throughput exper-
iments. It should also account for aforementioned properties (e.g., heterogeneity and
different measurement quality) of such study and other potential factors or constraints
from the characterization techniques and the research design. And most importantly, all
computational methods need to be evaluated with caution when applying to a specific
characterization technique and research design.

As an emerging research area, researchers have been developing the experimental and
computational methods for high-throughput characterization and meanwhile a deeper

understanding is needed on the performance of those computational methods when ana-
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Introduction Chapter 1

lyzing data from a real-world experiments. In my Ph.D. study, I focused on developing
and optimizing computational methods for real-world research problems encountered in
lab. Specifically, we studied two applications of high-throughput sequencing (HTS),
a high-throughput method to identify and quantify DNA molecules, on characterizing a
chemical (ribozyme or catalytic RNA) and a biological system (microbiome). By evaluat-
ing current methods, we aimed to determine the important experimental factors affecting
the computations and optimize the both experimental design and computational meth-
ods for improved characterization. During this process, we also aimed to understand
the practical utilities and limitations of these computational methods given the research

design and measurement noise from real-world datasets.

1.2 High-throughput sequencing (HTS) as quantita-
tive assays

DNA sequencing is a method to determine the order of nucleotides (i.e., the sequence)
for DNA molecules. Sanger sequencing is the first-generation DNA sequencing method
developed in 1975 2] and has led to several milestones in genomics, including the first
draft of the human genome [3]. However, in Sanger sequencing, each DNA sequence
needs to be separated for sequencing and the throughput is low even with 96-capillary
systems [4]. The second-generation of DNA sequencing methods or called next-generation
sequencing (NGS) were developed in 2000s, including Roche/454 pyrosequencing, Illu-
mina sequencing, LifeTechnologies lon Torrent etc. Starting from this generation, DNA
sequencing methods are attributed as high-throughput sequencing (HTS) methods as
they can generate reads at a large scale [5]. For example, the [llumina HiSeq 4000 can

generate 1.5 Tb or 5 billion sequence reads in a single run with a cost of a few thousand
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US dollars. The major limitations for the methods in this generation is the short reads
(usually 100 ~ 500 nucleotides, nt), and relative higher error rate (1072 ~ 107%) [4],
but these disadvantages can also be mitigated through read assembly and error correc-
tion in bioinformatic steps. The substantial improvement on the throughput and the
affordability has expanded the applications of DNA sequencing in genomics and to many
other research areas [4,[5,6]7,[8]. The third-generation of DNA sequencing is also being
developed and commercialized. The DNA sequencing methods in this generation can
produce extra long reads (> 80 kilobase pairs, kb) and sequence on single molecules [9).
While the third-generation methods are gaining more attentions, the second-generation
methods such as I[llumina sequencing is still the mainstream in current research.

With the sufficient sequencing depth from the high-throughput, HTS not only can
identify the content of sequences but also can use as a ”sequence counter” to quanti-
tate or semi-quantitate the abundance of different DNA sequences in samples. Entities
(organisms or biomolecules) that can be converted to DNA molecules and prepared as
DNA libraries can potentially be quantified using generic HT'S platforms. Such versatil-
ity let HT'S become one of the most widely applied techniques in many research areas
and various HTS-assays have been developed for high-throughput characterization of
biological /chemical systems. In metagenomics, 16s ribosomal RNA (rRNA, for bacte-
ria/archea) or Internal Transcribed Spacer (ITS, for fungi) can survey specific regions
of genomes from multiple microorganisms in the environment to identify and quantify
their relative abundance using HTS [6,7,[10]. In transcriptomics, RNA-seq has been de-
veloped to quantify the gene expression levels in different samples or conditions where
the messenger RNA (mRNA) can be purified and converted to complementary DNA
(cDNA) library for sequencing through reverse transcription [8,|11]. For in vitro studies
in biochemistry, HT'S-based assays have also been developed to quantify the abundance

change of biomolecules such as enzymes, ribozymes (catalytic RNA), apatmers in binding
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or reaction to quantify their biochemical activities in massive parallel [12,[13,|14}|15]/16].

1.3 General procedure for HTS-based assays

The general procedure for HTS-based assays contains following steps: 1) sample
collection and DNA library preparation; 2) DNA sequencing; 3) quantify the abundance

of entities from sequences; before passing to downstream analyses.

1.3.1 Sample collection and DNA library preparation

First, samples containing the entities of interest (e.g., biomolecules or organisms)
are collected from environments or experiments, following the research design and the
protocols for the subjects. The target type of entities need to be enriched in each sample
and potential contaminants such as environmental DNA/RNA need to be removed. If the
entities of interest are organisms, the target DNA or RNA molecules in cells or capsids
also need to be extracted.

Next, a DNA library can be prepared from extracted DNA or RNA molecules in
each sample. For RNA molecules, they often require to convert to complementary DNA
molecules using reverse transcription. The DNA libraries can be prepared using either
targeted or untargeted method. Targeted method can be applied to the entities of inter-
est that are encoded by sequences with universal constant sequence regions and unique
variable regions for identification, such as the 16s ribosomal RNA (rRNA) gene in bacte-
ria/archea [10], Internal Transcribed Spacer (ITS) region in fungi [7], or constant-variable
regions in some artificial biomolecule pools [17]. These constant-variable structure can
be identified by specific sequencing primers (i.e., a short sequence complementary to the
constant region) for targeted amplification using the polymerase chain reaction (PCR) to

prepare DNA library. Targeted methods are often preferred as only the region of interest
5
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is amplified, further removing the effects from potential contaminants. In contrast, when

7

the entities do not contain such ”fingerprint” regions to target on or additional informa-
tion is desired (e.g., genes encoding proteins in bacterial genome), untargeted method
can be used to prepare the DNA library. In metagenomics, Whole Genome Sequencing
(WGS) can be applied to sequence the entire genomes of microorganisms by fragmenting
the genome and prepare the DNA library using all the fragments.

After the DNA libraries are prepared for each sample, sample indices and adapters
required for DNA sequencing are added to DNA molecules. These are short DNA frag-
ments assist to distinguish DNA molecules from different samples and enable the binding
and synthesis of DNA strains during the sequencing-by-synthesis step (see below). The
total amount of library DNA can be measured using quantitative PCR (qPCR), fluo-
rometry (e.g., QuBit) or other quantification methods [18]. DNA libraries from different
samples can then be normalized by balancing their total amount and pooled together for
multiplex DNA sequencing.

While the actual protocol depends on the research subjects, there are some common
factors need to consider during sample collection and library preparation. A biased
collection process might alter the composition of the entities in the system, making the
sample less representative. The library preparation might also introduce biases through
PCR amplification [19]. The sampling and sequencing depth is another important factor
when surveying the system. Both insufficient sample collection and unbalanced DNA
libraries when mixing the samples could lead to missing information for some important
entities with lower abundance. Lastly, some systems might contain different categories of
entities (e.g., bacteria vs. viruses) within the interest of the study and requires different

sampling or preparation protocols.
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1.3.2 Sequencing-by-synthesis using Illumina

One of the most commonly used HT'S platforms is from Illumina, Inc, using sequencing-
by-synthesis. Briefly, multiplexed DNA library is loaded to the flow cell, a glass slide with
lanes, where each lane is coated by two types of short DNA oligos complementary to the
adapters added to the sample DNA during library preparation. The loaded sample DNA
hybridize with one of the oligos on the surface and a new sequence complementary to
the sample DNA is synthesized from the oligo fragment. After removing the original se-
quence by denaturing, a repeated clonal amplification is performed using the surrounding
oligos as primers, and billions of sequences are each amplified into clusters of cloned se-
quences. The reverse strains are then cleaved leaving the forward strains for sequencing.
Sequencing starts when the first sequencing primers binds to the forward strains. In each
cycle of sequencing-by-synthesis, four different types of nucleotides tagged with different
colors of fluorescence are competing for the extension site and the one complementary to
the template site is ligated. Each clonal cluster emits a characteristic color signals to be
captured by a camera when the nucleotide is added. This sequencing-by-synthesis cycle is
repeated until the sequencing for the entire forward reads is finished. All forwards reads
are then cleaved leaving the reverse reads for a similar sequencing-by-synthesis process to
determine the reverse read. Both forward and reverse reads are captured by the digital
camera as sequential color signals at each location for a cluster on the flow cell, and the

digital reads for the forward and reverse strains are generated by the sequencer.

1.3.3 Quantification using sequencing reads

Once the raw sequencing reads are obtained from the sequencer, some common steps
for read preprocessing. Multiplexed reads are separated by their sample indices into

separated files. Quality control steps are conducted to remove low quality reads or failed
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in sequencing (e.g., too short/long). For paired-end sequencing, the forward and the
reverse reads from each cluster are joined by finding an optimal overlapped matching
region. The auxiliary indices, adapters, and primer regions are trimmed to recover the
original sequences of DNA molecules. And additional QC steps can be added to finalize
the read preprocessing step by removing those were failed in joining or trimming process.

The entities in the samples are identified based on the sequencing reads and the
abundance of entities are quantified using the copy number of reads (or counts) in each
sample. The strategy to identify the entities depends on the treatment of DNA sequencing
errors, the type of entities, and area of research. The simplest strategy is to treat each
unique sequence as an entity. This strategy might be suitable when the single-sequence
resolution is desired (e.g., the actual sequences are close in the sequence space with 1 ~ 2
nucleotides difference) and the sequencing error is either ignored or corrected [20,21},22].
For some other systems, small difference in the sequences is tolerated and reads with
similar but slightly different sequences are all considered from a same entity. For example,
16s TRNA reads with 97% similarity are traditionally considered as from bacteria with
same genus [23]. Such similar sequences can be grouped by classification (comparing to
reference sequence databases) or clustering (without reference databases). Such methods
are also called close- and open- Operational Taxonomic Unit (OTU) picking respectively
in the context of metagenomics [24,25]. Once these entities are identified, their abundance
can be quantified by directly counting the number of reads or by statistical models to

estimate the coverage for each entity |26].

1.4 Analytical challenges in HTS-based assays

HTS-based assays are powerful tools to quantitatively profile complex chemical or

biological systems that have changed the research landscapes in many domains. However,

8
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using HT'S for quantitation also introduces some unique challenges in data analysis that
are usually not encountered in classic low-throughput measurements.

First, HT'S-assays generate discrete counts rather than continuous signals compared
to classic characterization methods. The relative abundance of entities are represented by
the number of reads or counts detected in each sample. While the large counts can usually
be approximated as continuous signals, the treatment for small counts and zeros is tricky.
These small counts could be more susceptible to the measurement error and difficult to
interpret (e.g., does zero mean missing or lower than the limit-of-detection). These
small counts also do not follow the normal distribution that were frequently assumed in
many common statistical tools. While one option is to filter out the entities associated
with low or zero counts and focus on the more abundant entities, it potentially ”waste”
a large amount of sequencing resources and decreases the throughput of the method.
Moreover, it is difficult to determine a proper threshold to consider a count to be "too
small” and sometimes arbitrary [13]. More importantly, for some studies, smaller counts
or excessive zeros reflect the sample heterogeneity under different conditions and is an
inherent property of the system that should not be ignored. More comprehensive models
have been proposed to explicitly account for such ”zero-inflated” dataset [27,2§].

Second, the count data from HTS only represent the relative abundance of entities
in each sample. For many studies, arbitrary amounts of samples are taken and different
samples are further normalized to ensure the sequencing resources are allocated evenly.
Thus, the HTS can not quantify the absolute amount of entities in the original envi-
ronment but only the relative abundance represented by the number of reads. Lacking
the knowledge of absolute abundance might cause difficulties in statistical analyses and
interpreting the results. For example, a higher relative abundance does not necessar-
ily mean a higher absolute abundance. The compositionality of HTS data needs to be

resolved experimentally or computationally. Some systems like in vitro experiments con-
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tains the entire population of entities in test tubes and thus the total amount of each
sample can be measured experimentally. For example, the concentrations for DNA or
RNA entities can be quantified using QuBit or PCR [17,(18] and the total amount can be
obtained by multiplying the volume. Alternatively, a known amount of external standard
or "spike-in” sequence can be added to each sample for calibration [17,29]. The sequence
for the standard should be distant from the sequences for the entities of interest and the
standard sequence goes through the same experimental process for quantification using
HTS-assays. The abundance for entities of interests can be calculated from the known
amount of the standard and the ratio between the relative abundance of target sequence
and the sequence for the standard. However, these experimental methods might not
always be available. For example, the total bacteria amount in samples collected from a
human subject can not be directly quantified and applying external standards to human
is restricted due to ethical reasons. In these cases, researchers might need to resort to
special computational tools when analyzing compositional data. For example, composi-
tional data has one less degree of freedom due to the constraints of fractions sum up to
1, and spurious correlations inferred between these fractions is problematic. A theoreti-
cal framework to treat compositional data in correlation analysis has been proposed to
resolve such problem by using log transformations or latent variables [30431].

Lastly, small sample size, noisy data, and large data dimensions are also common
challenges for HTS-based assays. Despite millions to billions of sequence reads can be
generated from HTS, a large number of reads is required for each sample in order to
cover the diverse range of entities with sufficient sequencing depth (i.e., average counts).
Along with the labor and cost for sample collection and preparation, the number of
samples in HTS-based assays is usually small. At the same time, the research questions
for complex systems may contain a large number of variables (e.g., the abundance for

entities) and the data from HTS for analysis is high-dimensional. Samples collected from
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some complex systems in environment are often noisy. All these factors contribute to the
difficulty in designing a HT'S study and analyzing the data for meaningful interpretations.
In practice, there are trade-offs between the sequencing depth of the data, the number
of available samples, the scope of a study, and the complexity of the problem. With
deeper sequencing for each sample, more counts can be obtained for each entity (i.e. less
noisy from HTS), more lower-abundant entities can be potentially quantified, and more
information could possible be obtained for a study with broader scope. But at the same
time, less samples or conditions can be obtained given a total budget, limiting the power
of analyses for such complex problems. Researchers need to balance these aspects and
could use simulation to optimize for the design of the study. From another perspective,
robust computational models are especially important for HTS studies which provide
information about the uncertainty of estimation and focus on controlling the noise (false

positive signals) during analyses.

1.5 Dissertation Overview

In this dissertation, I present my work on developing, evaluating, and improving the
computational methods in two research topics using HTS-based assays: 1) measuring the
kinetics for ribozymes using a massively parallel assay and 2) quantifying the correla-
tions between microbes in human microbiome from metagenomic assays. While focusing
on computational models, I particularly studied how computational models can be op-
timized for specific studies and, if applicable, use computational results to guide the
research design. In each main part of my dissertation, I introduce the research back-
grounds, computational models, and major challenges for each study. Combining the
analyses on the real-world data and simulated data, I show the practical utility and lim-

itations for these computational methods. And lastly, I discuss the problems solve by
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current computational methods and those still remains challenging that requires future
development.

In Chapter [2| I present an application of HTS in biochemistry to measure the re-
action kinetics for a large number of catalytic RNA molecules (ribozymes) in parallel. I
particularly focus on using an in-house developed method called k-Seq to quantify the
kinetics for self-aminoacylating ribozymes using pseudo-first-order kinetics. The main
challenge comes from the heterogeneity of the RNA pool and the difference in mea-
surement quality for different ribozymes using HTS. As a solution, I show how we use
bootstrapping, an resampling technique, to estimate the sampling noise for individual
sequence and quantify the uncertainty and model identifiability for individual sequences.
Compared to a classic method using point estimation and standard deviation from trip-
licated experiments, this method results in more accurate and robust estimations and
more informational reports for the kinetic coefficients of each sequence. This work also
determines some key design factors affecting the accuracy and coverage of HTS-based
assays similar to k-Seq, providing some guidance on designing such studies.

In Chapter [3], I describe a work on quantifying correlations between bacteria and
viruses in skin microbiome from HTS metagenomic data and studying the relations be-
tween microbes using inferred correlation network. Different from the paralleled assay in
Chapter [2| microbiome is a complex community with interacting entities. Due to such
complexity and the limitations from metagenomic pipelines, observed data are noisy and
constrained (relative rather than absolute in abundance). To identify the strongest corre-
lation signals for robust interpretations, a variation of Gaussian graphical model (GGM)
called CLR-cGGM is used to account for above limitations in HTS data. A stringent
two-step model selection procedure is applied to further regularize the inference results
and minimize false correlations. This work also demonstrates the utility of correlation

network to study the relations between different microbes and potentially provide some
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plausible hypotheses for further studies on the structure and mechanisms of microbiome.

1.6 Permissions and Attributions

1. The content of Chapter [2| and Appendix is the result of a collabora-
tion with Dr. Abe Pressman, Dr. Evan Janzen, and Prof. Irene Chen, and
has previously appeared in the Nucleic Acids Research [12]. Dr. Abe Press-
man conducted the experiments and collected the data for Method section [2.5.1]
and [2.5.2] Tt is reproduced here with the permission of Nucleic Acids Research:

https://doi.org/10.1093/nar/gkab199.

2. The content of Chapter |3| and Appendix is the result of a collaboration
with Dr. Samuel Verbanic, Prof. Ambuj Singh, Prof. Juhee Lee, and Prof. Irene
Chen. Dr. Samuel Verbanic conducted the experiments, collected the data, and
performed the bioinformatics for Method section and curated the list of viral
contaminants for Method section It is presented here with the permission of

the collaborators.
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2.1 Background

2.1.1 Measuring the chemical activities for biomolecules using

HTS

Measuring the chemical activity of each sequence in a collection of biomolecules is
important for determining the genotype-phenotype relationship and discovering novel
functional sequences. Ideally, methods to accomplish this would: a) yield accurate activ-
ity measurements for individual sequences, b) achieve high throughput, such as through
parallelization, to cover a large number of variants in sequence space, and c¢) be adaptable
to different ribozymes (and deoxyribozymes). High-throughput sequencing (HTS) pro-
vides an opportunity to address these goals. The large amount of sequence data should
allow high accuracy of count data for many sequences in a high throughput, parallelized
format. In principle, as long as reacted and unreacted molecules can be separated from
each other and prepared for the sequencing, HTS could be used to quantify the extent of
reaction for multiple time points, substrate concentrations, or other experimental vari-
ables. Using sequencing as the assay would avoid the need to isolate and test each unique
sequence.

HTS-based kinetic measurements have been proposed and demonstrated with nucleic
acids, including catalytic DNA [13], catalytic RNA [14,17,132,133], substrate RNA [15],
RNA aptamers [34], and transcription factor (TF) binding DNA [35]. In these works,
approximately 10% ~ 10° unique sequences are measured. Similar approaches have also
been developed for proteins, notably an assay of ligand binding affinities through mRNA
display [36], ‘deep mutational scanning’ [16], in which the phenotype of fitness is assayed
for many mutants by deep sequencing, and a large-scale measurement of dose-response

curves [37].
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Here we focus on kinetic sequencing (k-Seq), a model-based method recently reported
for quantification of kinetics in a mixed pool of sequences [17]. Compared to methods
conducting relative measurements [14}15] or requiring specialized instruments for in situ
reactions [33,34], k-Seq quantifies the absolute values for kinetic coefficients using exper-
iments in bulk solutions. A general schema of k-Seq is described as follows (Figure [2.1)):
an input pool is designed containing sequences of interest (e.g., candidate ribozymes).
Aliquots of the input pool are reacted under different experimental conditions, such as
different substrate concentrations or different time points. Then, reacted and unreacted
molecules are separated. Each pool is converted to a DNA library and prepared for
sequencing. Absolute measurement of reacted (or unreacted) quantities is also needed
for normalization. Reads generated from HTS are subjected to quality control and de-
replicated to generate a ‘count’ table of copies of each sequence detected in a sample.
Count data are normalized to absolute abundance and fit to the appropriate kinetic

model to estimate the rate constants and other coeflicients of interest.

2.1.2 Challenges in HT'S-based parallel assays

The development of k-Seq and related assays also raises questions about multiple
issues potentially limit the practical applicability. Kinetic measurements require prop-
erly chosen experimental conditions (e.g. substrate concentrations or time points) for
sufficient dynamic range. For a heterogeneous pool where sequences would prefer differ-
ent optimal conditions, the conditions chosen will compromise for some sequences. For
example, in a two time point (unreacted, reacted) experiment determining enzyme kinet-
ics over 4096 RNA substrates by varying reaction time [15], authors had to choose the
reaction time optimal for either highly active RNA substrates or less active ones. Previ-

ous work determining kinetic coefficients for ribozymes by k-Seq also showed the limited
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different conditions (e.g., concentration, time)
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Figure 2.1: General scheme of k-Seq experiment and analysis. A heterogeneous in-
put pool containing nucleic acids is reacted at different experimental conditions (e.g.,
different substrate concentrations or different reaction time). Reacted and unreacted
molecules are separated and either (or both) of these fractions is prepared for high-
-throughput sequencing. The reads from DNA sequencing are processed to obtain a
count table for each unique sequence across samples, normalized by a standard, and
abundances across samples are fit into a kinetic model to estimate parameters (e.g.,
rate constants). react. frac. = reacted fraction.
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characterization of less active ribozymes where the kinetic coefficients (rate constant k
and maximum amplitude A) could not be independently estimated due to model identifi-
ability problems [17]. While these problems could potentially be solved by expanding the
number of experimental conditions, with HT'S this solution becomes prohibitively expen-
sive in time and resources. Therefore, it is important to rigorously understand how the
choice of conditions would affect the estimation of kinetic coefficients and trustworthiness
of kinetic measurements on each sequence.

Another consideration unique to HTS-based kinetic measurements derives from the
sequencing errors. Sequencing error might misidentify a molecule as a nearby sequence
variant, and subsequently change the quantification of both the true and incorrect se-
quences. This could be particularly problematic when one sequence is present in high
abundance relative to others, and thus creates a relatively large number of misidenti-
fied reads that confounds quantitation of related sequences. This problem cannot be
solved by increasing the number of replicates since the number of erroneous reads rises
in proportion to the number of reads (a systematic bias rather than random noise).

A final concern is assessing the accuracy and precision of k-Seq measurements. Using
discrete count data (number of reads of a particular sequence) as the approximation of
a sequence’s relative abundance in the sample introduces some complexity in assessing
measurement accuracy, particularly at low counts where large stochastic variation ex-
ists. Earlier works limited the library size to thousands of sequences for high coverage
of sequences [13,/15]. With the necessary extension to larger libraries (> 10° unique
sequences), issues of high error rates associated with sequences with low counts are com-
monly reported [32133,36]. While one may simply exclude counts lower than a cutoff
value, it is not obvious how to choose such cutoffs, or estimate the uncertainty (e.g.
confidence intervals) on fitted parameter values, given the experimental scenario of a low

number of replicates but a high total number of counts.
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To date, there is a relative lack of critical discussion addressing the theoretical and
experimental effects of such variables on the outcome of high-throughput measurements.
The purpose of the current work is to examine these issues and develop appropriate

methodology to address them.

2.1.3 k-Seq on aminoacylation ribozymes

For each ribozyme sequence in a mixed pool, following reactions occur during the

aminoacylation with substrate BYO (Biotinyl-Tyr(Me)-Oxazolone) [17]:

Ribozyme; + BYO -5 BYO—Ribozyme; (2.1)
BYO L% BYO* (2.2)

When BYO is present in vast excess compared to ribozymes, Reaction can be
approximated by the first-order kinetics. Due the degradation of BYO during the ex-
periments (Reaction [2.2)), we fixed the reaction time as 90 min and the concentration
change of BYO due to degradation can be adjusted using a constant factor a = 0.479,
as measured in [17]. With these approximations, we apply a pseudo-first order kinetics

with varying substrate concentrations to model the reaction:

fij = Al(l - €7atkicj) (23)

fi; is the reacted fraction for sequence 7 in sample j with initial BYO concentration
¢j, t = 90 is the reaction time, and « is the degradation factor. By fitting the model
to experimental data, we estimate two parameters for sequence 7: A; is the maximum

amplitude of the reaction occurred and k; is the rate constant.
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2.1.4 Overview

In this work, we study and refine the HT'S-based kinetic assay called k-Seq. Coupled
with theoretical and simulation studies, we systematically characterize model identifia-
bility, accuracy, and precision of kinetic estimation for ribozymes using HTS data. We
discuss key factors when optimizing experimental design for k-Seq type experiments.
With these knowledge, we demonstrate an k-Seq experiment on with improved experi-
mental design and analytics on a mixed pool of variants based on ribozymes previously

isolated from in wvitro selection [17] and characterized by the pseudo-first-order kinetics.

2.2 Results

2.2.1 Model identifiability depends on kinetic coefficients, ex-

perimental conditions, and measurement error

To understand the factors affecting model identifiability and optimize conditions for
experiments, we explored the effects of ribozyme activities (kinetic coefficients), ex-
perimental conditions, and measurement errors using the simulated reacted fraction
dataset. We first evaluated model identifiability qualitatively. We selected sequences
from 6 regions in the parameter space of log,q k € [—1,3], log,;, A € [-2,0], and kA >
0.1 min~'M~! (Figure . For each sequence, we simulated the reacted fractions under
a series of substrate concentrations and curve fits from repeated fitting or bootstrapping,
given various measurement error levels (€). As summarized in Table [A.1] by examining
the the distribution of fitted k; and A; (see Figure - or examples), sequences with
higher k, A values and lower € are more likely to be separable.

To quantify the separability for each individual sequences, we proposed three metrics:

AA or the range of A across repeated fittings (without resampling); o4, or the standard
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deviation of A from bootstrapped samples; and 7, a measure of how noisy the separate
estimation of k and A is compared to estimating the combined parameter kA. AA was
able to identify sequences with numerically unstable fitting results which have small &k, A
values, but was not able to identify sequences whose fitting optima are sensitive to noise in
the data. Almost all the sequences from the 6 selected regions each converged to a uniform
optimum in repeated fitting, and the convergence was insensitive to noise. In contrast,
bootstrapping results account for noise in the data and because the optima from fitting
re-sampled data points were not always converged, this provides more comprehensive
separability information than fitting convergence. By examining the distribution of each
metric value for sequences in each region, both o4 and v reflected the trend observed
in different regions: higher metric value corresponded to less separable parameters of
a sequence (Figure . In practice, we found v aligned slightly better with human
intuitions in evaluating the parameter separability in the experimental data of the mixed
variant pool.

Using metric v, we assessed the effects of experimental conditions and measurement
error on parameter separability (Figure . Parameter separability depends on the
true k£ and A values, choice of substrate concentrations, and the level of measurement
error. Controlling the experimental design and measurement error, k£ and A were more
separable for sequences with higher & and A value. Comparing the sequences along
the kA = constant line, parameter separability appears to be more dependent on k
than A, especially for lower measurement error cases (e.g. € < 0.5). To assess the
effect of experimental conditions, we compared the case of adding one more replicate
to each reaction (4 vs. 3 in the first implementation of k-Seq [|17]) to adding a higher
concentration of BYO (1250 uM) while maintaining the triplicates. As expected, despite
having more samples, adding another replicate did not change the region of separability.

However, adding a higher concentration of substrate shifted the boundary of separability
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(right side of light color region) on kA values by a factor of ~ 10, effectively increasing
the dynamic range (dark color region right to the light color region) of the k-Seq assay.
Additionally, as shown in Figure[2.2B, the difficulty of separating k and A increased when
the measurements were more noisy. Sequences that were separable at low measurement
error (e.g. kA ~ 10 min™'M ™" and € < 0.2) became not separable when the measurement
error was large (e.g. € = 1.0).

Despite extending the range of BYO substrate might improve the model identifiabil-
ity for sequences with lower k£ and A and estimating k£ and A separately is of general
interests for kinetic measurements, achieving high substrate concentrations is experimen-
tally challenging. Within the viable concentration range (Extended Substrate Range),
we found the models for most of measured sequences were not identifiable (Figure [A.g).
For the purpose of analyzing accuracy and uncertainty for k-Seq over a wide range of k

values (analyses below), we focus on the estimation of the combined parameter kA.

2.2.2 k-Seq variant pool read processing and quality controls

We conducted the k-Seq experiment on a multiplexed sample containing mixed pools
of variants of ribozymes S-1A.1-a, S-1B.1-a, S-2.1-a., and S-3.1-a (Table , using the
expanded experimental conditions evaluated above (BYO ranges from 2 to 1250 uM).
A known amount of the ‘spike-in’ sequence was added to each reaction to aid absolute
quantitation. After demultiplexing the reads, we obtained 39,151,684 paired-end reads in
the unreacted sample and a mean of 13,057,929.1 (SD = 4,359,249.2) paired-end reads in
reacted samples (Figure [A.10]A). Around 90 - 92 % of the reads were successfully joined
in each sample (Figure [A.10BC). Dereplication, removal of reads not having length =
21, and removal of the spike-in sequence reads (sequences within 2 edit distance to the

spike-in sequence) yielded a count table of the number of reads for each unique sequence
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Standard set Additional replicates Extended substrate range
kA=1 \\kA=10 \ A=0.1\ kA=1 \ kA=10

\
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True k

Figure 2.2: Effect of experimental factors on model identifiability to separately esti-
mate k and A. Identifiability was evaluated using metric v, based on the simulated
effects of (A) choice of BYO samples (with relative error ¢ = 0.2) and (B) relative
error (using the BYO series of the extended substrate range). Reacted fractions for
10,201 (1012) simulated sequences with true k, A in the parameter space shown in the
figure were fit to the pseudo-first order model, and « values for each sequence were
calculated from 100 bootstrapped samples. Higher values of v indicate that k and A
are less separable. (A) Choosing a wider range of BYO concentration is more effective
in improving the region of identifiable data compared to adding more replicates of
the same BYO concentrations. (B) With higher measurement error, k and A become
increasingly difficult to estimate separately.
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detected in each sample. On average 87.9 % (SD = 1.1 %) of total reads were preserved
in the samples (Figure [A.10BC).

In principle, in order to calculate the reacted fraction with at least one non-zero value
for fitting, a sequence must be detected in the unreacted sample (denominator) and in at
least one of the reacted samples (numerator). Using this initial criterion, 764,756 valid
unique sequences were considered to be analyzable for least-squares fitting to a pseudo-
first order kinetic model, which comprised 77.9 % of total reads in the unreacted sample

and an average of 87.7 % (SD = 0.6 %) of total reads among reacted samples (Figure

A.10BC).
Ribozyme Sequence (variant region)
S-2.1-a ATTACCCTGGTCATCGAGTGA
S-1A.1-a CTACTTCAAACAATCGGTCTG
S-1B.1-a CCACACTTCAAGCAATCGGTC
S-3.1-a AAGTTTGCTAATAGTCGCAAG

Table 2.1: Four wild-type sequences selected from [17] for the variant pool

2.2.3 Distribution of ribozyme mutants in the variant pool

For each wild-type ribozyme (S-1A.1-a, S-1B.1-a, S-2.1-a, S-3.1-a), a variant pool
was chemically synthesized such that each position had the wild-type identity with 91%
probability and with non-wild-type residues being equally probable (3% each). In theory,
each variant pool contained roughly 14% wild-type sequences (d = 0) and 0.45% of each
single mutant (d = 1), or a ratio of 0.033 for the abundance of each single mutant
to the wild-type (see Text for calculation). We sequenced the unreacted pool and
categorized each sequence read to four ribozyme families (1A.1, 1B.1, 2.1, 3.1) by the
Hamming distance to the nearest wild-type. Sequencing results confirmed that the four

variant pools followed the design (Figure 2.3A). The mixed variant pools contained at
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least ~ 1,000 reads per sequence for d = 0,1, and 2 (up to double mutants; Figure ,
Table 1), and a mean of 39.7 reads per sequence for d = 3 (triple mutants). The unreacted
pool showed good coverage of analyzable sequences for d= 0 to 3 (Table .
Sequencing error can erroneously assign reads of a ribozyme to related sequences that
changes the apparent counts of sequences and potentially confounds the estimation for
kinetic coefficients in k-Seq. It is critical to evaluate such effect when single nucleotide
resolution is required. There are particularly two distinct effects arise from sequencing
error. First, the number of reads observed for a given sequence is lower than the true
number, due to erroneous reads that are assigned to other sequences. With constant
error rate, this effect is expected to reduce counts proportionally across all sequences
and normalized abundances should not impacted. Second, however, the number of reads
observed for a given sequence will also be inflated by the contribution of erroneous reads
arising from related sequences. It is a particularly acute problem for uneven pools where
a small number of sequences (e.g., wild-type sequences) are highly represented and less
abundance or less active sequences are closely related to them (e.g., resulting in estimation
of parameters being biased toward those of the abundant sequence). The combination
of two effects can changed the observed abundance for sequences. We calculated the
expected fraction of reads for a sequence resulting from errors of its single-mutant neigh-
bors in a variant pool, at different sequencing error rates (Figure , Text . In
our variant pool with a 9% mutation rate, a sequencing error rate of 1% could cause
more than 10% of reads for a mutant (d > 1) to be the result of sequencing error from
its neighbors (Figure . On the other hand, the most abundant sequences in the
doped pool, wild-type sequences (d = 0) were least affected by this sequencing error ef-
fect. This problem can be mitigated by controlling the error rate. If the sequence length
is small enough to be covered by paired-end sequencing, requiring absolute matching of

the overlapped region between the paired-end reads of a single sequence during joining

25



k-Seq for robust characterizations of reaction kinetics for a heterogeneous RNA pool  Chapter 2

>
Q
I
o
vs)

o N

[
N
N

Q
d=1 i 1.0
50 i 3
: S
3 0 . ' 208
& 2500 9=2 i )
s i £
o 0 ; 06 Mutant order (d)
w d=3 i @
25000 9% A < — d=0
i 204 d=1
0 - I} — d=2
— 1 — =
500000 9=4 0.2 d=3
H | — d=4
0 ko
-5 -4 -3 -2 -1
10° 10° 10* 10° 10 10 10 10 10
Counts in the unreacted pool Sequence error rate (§)

Figure 2.3: Distribution of mutants in the pool and the effect of sequencing error.
(A) Relative abundance (counts) of sequences in the unreacted pool (four ribozyme
families, total number of reads = 32,931,917), categorized by Hamming distance to
its nearest family center. Observed abundance of different classes was similar to the
expected number of counts (black dashed line). (B) The effect of different levels of
sequencing error (£) to the expected observed abundance as the ratio to the true abun-
dance for mutants with different orders (d) in a variant pool with 9% mutation rate.
Due to the mixed effects of losing counts from being misidentified to a neighboring
sequence and gaining counts from the misidentification of a neighboring sequence, the
observed abundance for a sequence would either decrease (d = 0,1) or first increase
then decrease (d = 2,3,4) as the sequencing error increases. See Text for calcu-
lation details.

should result in a squared error rate (e.g., from 1% to 0.01%). In the scenario here, this
reduces the fraction of spurious reads from neighboring sequences to be < 0.5% for up to
quadruple mutants (d < 4) without significant loss of reads during joining (Figure [A.11]).

In the variant pool design, the peak centers are not only highly abundant but also
highly reactive due to their selection from the previous study [17]. Consistent with
this, the relative abundances of the peak centers increased in reacted pools compared to
the input pool. This asymmetry affected the ability to assay low abundance sequences
(e.g., triple mutants or sequences from Family 3.1), as their relative abundance decreased

substantially in the reacted pools (Figure [A.12]).
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Order of mutants # of unique se- # of analyzable Fraction of ana-

Mean counts in

Expected counts

(d) quences sequences lyzable sequences the unreacted in the unreacted
pool (SD) pool

0 4 4 1.000 1,243,500 1,136,125
(151,356)

1 252 252 1.000 37,599.9 37,455
(10,607.1)

2 7,560 7,560 1.000 1,198.3 (454.8) 1,234

3 143,640 143,482 0.999 39.7 (18.9) 40.7

4 1,939,140 590,115 0.304 2.1 (1.3) 1.34

>5 N/A 23,343 N/A 1.1 (1.3) N/A

Table 2.2: Coverage of local sequence space in the variant pool containing four ri-
bozyme families. N/A = not applicable. The calculation of expected counts in the
unreacted pool does not include effects of sequencing error.

2.2.4 Quantify the total amount of sequences

While the relative abundance of each sequence in a particular reaction sample can
be calculated by dividing read counts by the total reads in each sample, calculation
of the reacted fraction of each sequence requires comparing the absolute quantity of
each sequence in each reacted sample to the quantity of that sequence in the unreacted
sample. This can be done by measuring the absolute RNA quantity in each sample.
We compared two methods: 1) spiking in a sequence at a known concentration into
each sample, providing a conversion between the number of sequence reads and absolute
concentration in each sample; or 2) measurement of the total absolute RNA concentration
of each sample by QuBit or qPCR. As shown in Figure [2.4] sample quantitation by both
methods agreed well with each other, with both having comparable standard deviation
among triplicates (Figure . As the first method is disadvantageous in reducing the
HTS reads available for ribozyme sequences, the second method is preferred and further

analysis was done based on the second method for quantitation.
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Figure 2.4: Distribution of v (A) and o4 (B) for sequences with in Hamming distance
of 2 to the family centers from the variant pool k-Seq experiment. Example fitting
results are shown for sequences within each score range (labels on the left) of v (C)
and o4 (D). For explanation of (C) and (D), also see caption of Figure Sequences
with low metric scores for both metrics showed good model identifiability while & and
A cannot be separately estimated for those with high metric scores. k and a for most
sequences up to double mutants could not be estimated separately.
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2.2.5 Accuracy of k-Seq estimation

To evaluate the accuracy in estimating kinetic coefficients using k-Seq, we generated
a simulated dataset from a heterogeneous pool containing sequences with known kinetic
coefficients (k and A). To resemble the experimental pool, the ground truth values of
coefficients were sampled from the point estimates of £ and A in the mixed variant pool.
Sequence counts and total amount of ribozymes were simulated for reacted sample with
Extended Substrate Range in triplicates (see Method and the data were fitted to
the pseudo-first order kinetic model to estimate k and A for each analyzable sequences.

We expected that sequences having a low number of counts would show reduced
estimation accuracy. To characterize this effect, we plotted the ratio of the point estimate
of kA to its true kA against the average number of counts across the simulated samples
(Figure[2.5A). We found that the error in estimation for sequences with high mean counts
(> 1,000) was < 10%. For a mean count around 100, the errors were roughly within 2-
fold, but the error increased substantially as the mean count decreased below 100. Thus
sequences with low mean counts (especially < 100), either from low abundance in the
input pool or low abundance in the reacted pool (due to low activity), were susceptible
to high error in estimation of kinetic parameters. Very high mean counts (e.g. > 10, 000)
would not substantially benefit the measurement, as other sources of experimental error
would likely be greater (e.g. we added 10% simulated error in total DNA measurement
during simulation) [17,|38]. Thus the results indicate that > 1000 mean count would be
favorable for estimation, with > 100 counts being acceptable if a 2-fold error in estimation
is tolerated.

While the above analysis provided the accuracy for point estimation, a different
method is required to estimate the precision (uncertainty) for real data in which the

ground truth is unknown. We therefore explored the accuracy of uncertainty estimation
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using bootstrapping. Bootstrap resampling (n = 100) was used to estimate the 95% con-
fidence intervals (CI-95) in two ways: first, using mean and standard deviation (SD) of
estimated kA (mean £ 1.96 SD, assuming a normal distribution), and second, using the
2.5-percentile to 97.5-percentile confidence intervals (relax the normal distribution), for
sequences in the simulated pool dataset that were analyzable (602,246 sequences in total).
A sensible evaluation on these estimated CI-95 is to evaluate the fraction of sequences
whose true kA value is included in estimated CI-95. If the estimation were correct, the
CI-95 would include the true value for roughly 95% of sequences. We found that 96.5% of
sequences included the true kA in estimated CI-95 from 2.5-t0-97.5-percentiles and 96.4%
from mean and standard deviation, indicating that bootstrapping gave an accurate CI
estimation by either method for such sequences. The fractions of sequences with their
true kA included in the CI-95 were relatively consistent regardless of their mean counts
(Figure[2.5B) or true kA values (Figure[A.14]). For comparison, we also examined uncer-
tainty estimation using the standard deviations estimated from triplicates (mean 4+ 1.96
SD) assuming a normal distribution. In our simulated pool dataset, 83.5% of sequences
had the true kA value included in the CI-95 estimated from triplicates, indicating an

underestimation of uncertainty using triplicates (Figure |[A.14]).

2.2.6 Precision of k-Seq estimation

The precision of k-Seq measurement for the variant pool was evaluated in two ways.
First, given the reasonable uncertainty estimated by the bootstrapping procedure, we
calculated the fold-range (97.5-percentile divided by 2.5-percentile) of kA from boot-
strapping (n = 100). While there was a slight tendency for sequences with higher kA
to have higher estimation precision (lower fold-range; Figure in each order of mu-

tants, the precision was more evidently dependent on the mean counts value for sequences
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Figure 2.5: Accuracy of parameter estimation by k-Seq. (A) Dependence of accuracy
(ratio of estimated kA to true kA) on mean counts across all simulated samples
(including the unreacted pool sample). The dashed lines correspond to ratios as
labeled. Ratios above 100-fold or below 0.01-fold are shown at the borders of the
plot. (B) Fraction of sequences for which the CI-95, estimated using bootstrapping
or using triplicates, includes the true kA values, for sequences with different mean
counts across all samples. Sequences were ranked by mean counts (from highest to
lowest) and binned in sets of 25,000 sequences. Each data point indicates the fraction
of CI-95 that includes the true values in each bin.
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(Figure [2.6]). All wild-type sequences and most single and double mutants had 95% CI
spanning less than one order of magnitude. Triple mutants seemed to have lower preci-
sion, which may be attributed to lower counts. Indeed, greater precision was seen with
higher mean counts both within and across groups.

Precision as measured above includes variation among replicates done in the same
experimental batch, but does not include variation between different k-Seq experiments.
To understand the precision of estimates from independently designed and separately
executed k-Seq experiments, we compared the results from the variant pool k-Seq re-
ported here to a previously reported k-Seq assay from a selection pool [17]. 2513 unique
sequences found had their 2.5-percentile for kA, estimated from bootstrapping, that was
greater than the baseline kA of 0.124 min™'M ™! (measured in [17]) in both experiments.
Point estimates of kA for these sequences from the two experiments were compared to
each other (Figure ) For sequences with sufficient counts (e.g. mean counts of at
least 1000 in both experiments, corresponding to 39 sequences), the results from two ex-
periments were well correlated (Pearson’s r = 0.896, P-value = 1.20 x 107!, Spearman’s
p = 0.864, P-value=1.38 x 107!?), indicating good reproducibility of those measurements
from different experiments. As expected, sequences with lower mean counts showed less
correlation (for mean counts between 100 and 1000, Spearman’s p = 0.171, P-value =
0.130, 80 sequences), and those with mean counts < 100 showed weak to none correlation

(Spearman s p = 0.051, P-value = 1.3 x 1072).
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Figure 2.6: Precision of estimation by k-Seq. (A) Fold-range (97.5-percentile / 2.5-per-
centile) of kA estimation depended on the mean counts. Increasing mean counts in-
creases precision, as shown by the relationship of fold-range with mean counts across
different orders of mutants. For d > 2, only 1000 sequences were randomly selected
for visualization. (B) Alignment between estimated kA from two independently
conducted experiments (experiment from , and the k-Seq experiment reported
here). Only sequences with 2.5-percentile higher than baseline catalytic coefficient (
kA = 0.124min"'M~!, reported in \| were included. Each point represents a se-
quence whose color reflects the minimum of mean counts (between two experiments).
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2.3 Discussion

2.3.1 DModel identifiability for pseudo-first order model

A model is not identifiable when the optimal set of parameters fitting the model
cannot be uniquely determined [39]. For the ribozymes exhibiting pseudo-first order
kinetics studied here, the parameter k£ (rate constant) and A (maximum amplitude)
cannot be separately estimated when the data collected do not show saturation behavior,
i.e., the data fall into the initial linear region of the curve. While it is possible to
adjust the substrate concentrations to mitigate the kA-separability problem for individual
sequences, it is impossible in experiments to apply optimal conditions for each sequence
due to pool heterogeneity and concentration required for slow reacting ribozymes might
not be feasible. Thus, we previously used the combined parameter kA as the measure of
chemical activity [17]. However, separate estimation of k& and A is still an important goal.
Therefore, we explored three metrics (o4, v, and AA) to assess the model identifiability
for each sequence. In general, higher values of k£ or A and lower noise level yield better
separability. Of the metrics, v, which measures the increased uncertainty in £ considering
A as an independent constant vs. a confounded parameter, showed good performance.
However, it may not be appropriate to assign a strict cutoff value on k, A, kA, or ~, for
identifiable models. Instead, we suggest that + allows one to semi-quantitatively assess
separability in combination with experimental intuition to determine a sequence or the
parameter region in which the results can be reasonably reported as k and A separately
vs. reported as the combined activity parameter kA.

To understand how to improve experimental design to increase the number of se-
quences in the separable region, we created a simulated reacted fraction dataset and
mapped how separability depends on the true value of k and A, given a set of substrate

concentrations and noise level. Extending the substrate concentration (to 1250 M) ex-
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pands the region of separable sequences by pushing the lower bound on k£ or A down by
roughly one order of magnitude. In contrast, adding another replicate to each substrate
concentration did not change the separability map much. Thus, we used the extended
substrate range in the k-Seq experiment to provide a wider dynamic range. Even so,
there was still a substantial fraction of sequences with non-separable kA, so in practice
the choice of parameters to be reported depends on the goals of the experiment (e.g., for

maximum exploitation of the data, all of k, A, and kA could be reported along with ).

2.3.2 The accuracy and precision for k-Seq

Using DNA sequencing counts to quantify the abundance of sequences has two con-
sequences that need consideration: sequencing error that misidentifies a sequence as a
related sequence, and stochastic effects for sequences associated with lower counts.

Mis-identifying a sequence as a neighboring sequence can be particularly problem-
atic for systems where sequences are close in the sequence space and single nucleotide
resolution is expected (e.g. mutational analysis on a variant pool). If the pool is quite
uneven, the bias from sequencing error can contribute a non-trivial portion of reads to
less abundant neighbor sequences, causing the k-Seq measurement for these less abun-
dant sequences to be effectively mixed with those of their neighboring sequences. While
model-based sequencing error correction could be attempted [20,21], we side-stepped
this problem by taking advantage of paired-end reads in which the random region of
the library was read completely in both directions. By enforcing absolute matching of
paired-end reads during the joining process, the error rate of sequencing (approximately
1% per base) should be decreased to its square (0.01% per base). While this does de-
crease the number of sequence reads that pass quality control, the benefit is important as

mis-identification from this level of sequencing error is essentially negligible for observed
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abundances (Figure [2.3)).

Low counts have a major impact on the accuracy of estimation of kinetic coefficients.
In practice, we found that the average counts for a sequence across samples (i.e., mean
counts) is a better guide for estimation accuracy compared to counts in the input pool
(Figure , Figure . We find that accuracy is good for sequences above a certain
threshold of mean counts (e.g. 100 reads per sample), but decreases quickly below this.
Meanwhile, the benefit from larger counts (e.g., 10,000 reads per sample) was marginal
and other experimental factors likely contribute greater error.

Estimating uncertainty is important for k-Seq experiments, but replicates are likely
to be limited due to the expense associated with HTS. Bootstrapping simulates virtual
experiments by resampling data (in this case, the relative residuals from fitting) with
replacement to its original size. Bootstrapping results can be used to estimate popu-
lation characteristics, such as percentiles for kinetic coefficients. Indead, bootstrapping
results reflected the true 95% uncertainty level more appropriately than the standard
deviation estimated from triplicate experiments, as the latter tended to underestimate
the uncertainty of estimation. As seen for the accuracy of low count sequences, precision
also showed a steep drop-off when mean counts dropped below 100 (Figure [2.6]A), while
additional counts did not significantly improve precision. Using bootstrapping instead of
replicates also provided resampling data that could be used for calculating statistics for
k A-separability analysis. Although a disadvantage is computational expense, the number
of bootstrap samples can be adjusted and computation can be implemented in parallel.
As modern computational resources become cheaper and easier to access, bootstrapping
becomes more affordable. Therefore, while experimental replicates are valuable for con-
trolling for some sources of error, we suggest that bootstrapping analysis is an excellent

method for properly estimating errors of parameter estimation.
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2.3.3 Optimized experimental design for k-Seq experiments

To maximize coverage, or the number of sequences with estimated model parameters
having acceptable accuracy and precision, it is desirable to maximize the number of
sequences satisfying a minimal count requirement without spending excessive sequencing
resources on abundant sequences. In the present experiment, we had approximately
full coverage for single and double mutants in each family, for which the measurement
precision may be considered reasonable (fold-range < 10; mean counts > 10) (Figure
A). While HTS technology enabled the kinetic measurement for large pools with high
richness (number of unique sequences), the practical coverage for k-Seq is affected by
pool evenness, as highly uneven pools may have many sequences with insufficient counts
for precise estimation. Such pools may result from enrichment after selections or from
variant pool synthesis of ribozyme variants exploring many mutants of a given wild type.
For enriched pools from selection experiments, the pool evenness usually decreases during
the selection. For doped pools, evenness is tuned by the ratio of wild-type nucleotides
at each position. In the analysis of BYO-aminoacylation ribozymes presented here, the
designed variant pool was more even than the selection pool from which these ribozymes
were derived (Figure ; thus k-Seq analysis of selected ribozymes may be improved

by designing a new pool rather than directly analyzing the selected pool itself.

2.4 Summary

In this chapter, we developed a model analysis pipeline for k-Seq on a pseudo-first
order kinetic system to measure the kinetic coefficients for up to 10° different ribozymes.
To improve kinetic fitting, we proposed a bootstrapping process to estimate the joint
distribution of fitted parameters observing the noise from the data. From bootstrapping

results, we robustly quantify the estimation uncertainty and proposed a metric to semi-
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quantify the model identifiability in fitting pseudo-first order models, for each individual
sequences. Using this improved method, we further studied the critical parameters af-
fecting the utility of k-Seq, and concluded that the pool composition played an important
role on the coverage of well-fitted sequences. Lastly, both theoretical and experimental
guidance were provided for future practitioners on the design of the pools for k-Seq type

experiments and minimum sequencing depth required for desired fitting quality.

2.5 Methods

2.5.1 k-Seq experiment on mixed pool of ribozymes

We designed a mixed pool of ribozyme variants containing four active wild-type se-
quences (S-1A.1-a, S-1B.1-a, S-2.1-a, and S-3.1-a, see Tablefor sequences) previously
identified in [17] and their variants. Specifically, four DNA libraries were obtained from

Keck Biotechnology Laboratory, with the sequence 5-GATAATACGACTCACTATA-

GGGAATGGATCCACATCTACGAATTC-[21 nt variable region]-TTCACTGCAGAC
TTGACGAAGCTG-3' (nucleotides upstream of the transcription start site are under-
lined). In each library, the central region corresponded to a 21-nucleotide variable se-
quence, based on the wild-type sequence, with partial randomization at each position
(91% of the wild-type nucleotide and 3% of each base substitution at all 21 positions).
RNA was transcribed using HiScribe T7 RNA polymerase (New England Biolabs) and
purified by denaturing polyacrylamide gel electrophoresis (PAGE) as previously described
(2). An equimolar mixture of these four RNA libraries (the variant pool) was prepared
for the k-Seq experiment.

In the k-Seq experiment, reactions were carried out on pools of mixed ribozymes in

triplicates at 2, 10, 50, 250, and 1250 M BYO for 90 min, following the incubation, RNA
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recovery and reverse-transcriptase protocols used in [17]. Briefly, in each 50 uL k-Seq
reaction, 2 ug total RNA was reacted with BYO. The reactions were stopped by desalting
and placed on ice. Reacted sequences were isolated by pull-down with Streptavidin
MagneSphere paramagnetic beads (Promega) and eluted with formamide/EDTA. 10%
of eluted RNA was taken to measure the total RNA amount using Qubit and qPCR
(see below). A ‘spike-in” RNA was added as an alternative quantification method (see
below). RNA was prepared for sequencing by reverse transcription and PCR (RT-PCR),
with primers complementary to the fixed sequences flanking the variable region. DNA
from each of 15 samples was barcoded and pooled together in equal proportions. A
reverse-transcribed unreacted sample was added at three times the total amount of DNA
of one reacted sample to have similar total sequencing depth with each set of BYO
concentration triplicates. Pooled DNA was sequenced on an Illumina NextSeq 500 with
150 bp paired-end run (Biological Nanostructures Laboratory, California NanoSystems
Institute at UCSB), using a high output reagent kit expected to produce > 400 million

reads.

2.5.2 Quantitation of total amount of RNA in samples

We used two methods to quantify the absolute amount of RNA in each k-Seq samples.
The first method measured the amount of RNA in the samples after elution using Qubit
or qPCR. For reactions carried out at 250 and 1250 uM, 10% of the RNA recovered after
elution was quantified with an Invitrogen Qubit 3.0 fluorometer. If the recovered RNA
was below the limit of detection by Qubit, quantitation was done by reverse-transcription-
qPCR using a Bio-Rad C1000 thermal cycler with CFX96 Real-Time PCR block.

The second method used an internal standard (a spike-in sequence) with known

amount to normalize the data using sequencing results. A spike-in sequence different from
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ribozyme sequences ( 5'-GATAATACGACTCACTATA-GGGAATGGATCCACATCT

ACGAATTC-[AAAAACAAAAACAAAAACAAA]-TTCACTGCAGACTTGACGAAGC
TG-3', promoter underlined) was added to each sample before reverse transcription. 0.04,
0.2, 1, 2, and 2 ug of spike-in RNA was added to samples with 2, 10, 50, 250, 1250 uM
BYO concentration respectively. 10 ug of spike-in RNA was added to the unreacted pool

sample. The total RNA recovered (Q);) in sample j was calculated as

. — ns.

where Nj is the total number of reads in sample j, ng; is the total reads of sequences
within 2 edit distance (number of substitution, insertion, or deletion) of spike-in sequences

in sample j, and gs; is the quantity of spike-in sequence added to the sample.

2.5.3 Read pre-processing and quantitation of reacted fraction

for ribozymes

FASTQ files of de-multiplexed paired-end Illumina reads were first processed through a
customized shell script [40] to count the number of reads of each unique sequence in each
sample. The forward and reverse reads were joined using pandaSeq [41] with the options
-a to join the paired-end reads before trimming and completely miss_the point:0 to
enforce absolute matching in the overlapped variable region was required (any pairs
with a disagreement between forward and reverse reads were discarded), thus minimizing
sequencing errors. After joining, forward and reverse primers were also trimmed by
pandaSeq using 'CTACGAATTC’ (forward) and 'CTGCAGTGAA’ (reverse) adapter
sequences. Next, multiple lanes from Illumina sequencing for the same sample were
combined and reads were de-replicated to unique sequences and counts.

The generated count files were analyzed using the k-seq python package developed
40



k-Seq for robust characterizations of reaction kinetics for a heterogeneous RNA pool  Chapter 2

in house. We collected all detected sequences in unreacted and/or reacted samples and
discarded those that were not 21 nucleotides long or within an edit distance of 2 from the
spike-in sequence. The absolute amount (ng) for each sequence in samples were quantified

using total RNA recovered (); and number of reads for sequence 7 in the sample (n;;):

= 1 xQ; (2.5)

The reacted fractions for sequence in reacted samples were further calculated as

qij
qoj

To be analyzable for fitting, a sequence needs at least one non-zero value among
reacted samples as well as a non-zero count in the unreacted sample; non-analyzable

sequences were discarded.

2.5.4 Estimation kinetic coefficients with uncertainty quantifi-

cation

Kinetic coefficients k;, A; for sequence i were estimated using least-squares fitting
on reacted fractions (f;;) with different initial BYO concentrations (c;). Least-squares
fittings were performed using the optimize.curve fit function from the scipy package
in python with “trust region reflective” (trf) method. The initial values of k;, A; were
uniformly sampled from (0, 1) for fittings. To ensure the convergence, the bounds [0, 1]
were applied on A and [0, 400) on k. The tolerances for optimization termination (ftol,
xtol, gtol) were kept as default (107®). Optimal k;, A; determined from all sample
points for a sequence were reported as point estimates.

The uncertainty of estimation was assessed using bootstrap sampling of the relative
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residuals. Let f;; be the reacted fraction for sequence 7 in sample j, and f,-j be the fitted
value from point estimation. For each sequence, we calculate the relative residual as
Tij = @, where 7 = 1,2,... corresponds to each reacted sample. Each bootstrapping
process re-sampled the relative residuals for sequence ¢ with replacement to the same
sample size (71,72, ...,7), then added the re-sampled f;; (that is, (1 + fzj)ﬁj) as
bootstrapped data points. Estimation was performed on each bootstrapped datasets for
which k;, A; and k;A; values were recorded. Sample mean (u), standard deviation (o),
median, and estimated 95% confidence interval (CI-95, as pu £ 1.960 or [2.5-percentile,
97.5-percentile]) on k;, A; and k;A; were calculated from bootstrapped results for each
sequence.

Bootstrapping was performed for 100 re-samples for each sequence for uncertainty
estimation. To compare the performance of bootstrapping, we also applied the triplicates
method, used previously |17], to the simulated pool dataset, with each replicate in a BYO

concentration assigned to one of three series. Each of the simulated triplicate series was

fitted separately to calculate the standard deviation of k;, A; and k; A;.

2.5.5 Model identifiability for different £ and A

To quantify whether the pseudo-first order kinetic model for a sequence is identi-
fiable [42] (i.e., the values of k; and A; can be separately estimated) given the BYO
concentrations and experimental noise, we designed two metrics to estimate the model
identifiability from bootstrapping results: o4 and v = logy, %’“k%, where 04, 01, o4 are
the standard deviations for A, k, and combined parameter kA in bootstrapped samples.
o 4 represents the variance of estimated A during bootstrapping and the metric v is the

log-ratio of standard deviation of combined parameter kA over k adjusted by estimated

constant A. If £ and A are well-estimated independently, the ratio would be close to 1
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and vy would be close to 0. For comparison, we also examined the fitting convergence
through 20 independent fittings (no resampling) with initial values of k& and A randomly
sampled from Unif[0, 10] min™*M ™! and Unif[0, 1] respectively. The variance of the fitting
results was evaluated by the range of fitted A values (AA = Apax — Amin) and used as

an extra candidate metric for model identifiability (higher range means less identifiable).

2.5.6 Simulated reacted fraction dataset

To study the model identifiability, we simulated a reacted fraction dataset containing
5 x 103 sequences with kinetic coefficients (log, &, log;, A) sampled from a regular grid
where log,o k € [—1,3] and log;g A € [-2,0]. The reacted fraction for sequence ¢ in
sample j with BYO concentration c; is calculated using the pseudo-first order model

(Equation with error:
fii = 3, +erry; = A;(1 — e_o‘tkicﬂ') + err;;, err;; ~ N(0, € ZOJ) (2.7)

The error term err;; is parameterized by the relative error € and the true reacted
fraction 8-. We chose € = 0,0.2,0.5, 1.0 to simulate different levels of measurement error.
Negative values of f;; after adding errors were reassigned to be zero. These simulated
reacted fractions were used to estimate k and A for each sequence using least-squares
fitting as described above.

To study whether sequencing effort would be best spent extending the substrate
concentration range or performing additional replicates, we simulated reacted fraction
data for three different sets of BYO concentrations: i) standard set: 2, 10, 50, and 250
uM with triplicates, 12 samples in total, as done previously analyzing a pool after in
vitro selection [17]; ii) additional replicates: 2, 10, 50, and 250 uM with four replicates

each, 16 samples in total; and iii) extended substrate range: 2, 10, 50, 250, and 1250 M
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with triplicates (15 samples, as done in the variant pool experiment reported here).

2.5.7 Simulation count data for RNA pools

Simulated k-Seq pool count data were constructed from a set of true p;g, k;, A; values,
where p,q is the initial relative abundance for sequence 7 in the unreacted pool and k;, A;
are point estimates from the k-Seq experiment on the mixed variant pool. We simulated
M = 10° sequences with parameters (p;o, ki, 4;) sampled from above parameter set, and
renormalized p;0 to sum to 1. We used the pseudo-first order rate equation to calculate

the reacted fraction f;; for each sequence and obtained a new relative abundance for

piofij
=y 7 ——
Z’,‘: 1 Pro frj

MultiNorm(psj, paj, - - -, Pmj, Nj) (where N; = 40M, yielding a similar mean count per

sequence ¢ in sample j as p;; = . We then used the multinomial distribution
sequence to that observed in the experimental pool), to model the process of sampling
a given number of reads given p;; during sequencing. The simulated number of counts
for sequence ¢ in sample j is drawn from this distribution. To simulate total RNA
recovered, we sampled a value from a normal distribution with mean equal to the true
RNA amount in the mixed pool reaction and 15% error (similar to standard deviation

calculated in spike-in or direct RNA amount quantification), using N (s, 0.154;), where

M = Zf\il piofij.
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microNet: construct correlation
networks between microorganisms
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3.1 Background

3.1.1 Metagenomic study for human microbiome

Human microbiomes contain microorganisms colonizing on human body [43]. These
microorganisms (or called microbes) in human microbiomes are abundant and diverse
that 10'® microbial cells and 500 ~ 1000 species were estimated on one’s body [44}45,46].
The genetic and functional diversity of these microbes are even more substantial. For
example, 3.3 million non-redundant genes were found in a study of human gut micro-
biome [47]. With these microbes being our close neighbors, human microbiomes have
received great attention on understanding the composition, structure, functions, as well
as how they are related to human health. Studies have showed that microbiomes are
closely associated with many important health issues, including infections, inflammatory
bowel diseases, metabolic disorders, cardiovascular diseases, etc [45/47,48]. The study on
microbiomes is still at its early age and little is known or understood about microbiomes,
especially the structure, functions, and mechanisms [1].

Microbiomes are complex microbial communities with many different microbes. High-
throughput methods are required to simultaneously characterize different microbes and
factors (e.g., metabolites) in a microbiome. Bioinformatic tools and statistical models are
also important to identify and quantify entities in the samples, and to assess the relations
between microbes and extract other system-level knowledge. HTS-based metagenomic
methods are developed to profile the genomic content for microorganisms and quan-
tify their relative abundance directly from the environmental samples. For example,
16s ribosomal RNA (16s rRNA) amplicon sequencing and Internal Transcribed Spacer
(ITS) amplicon sequencing have been developed to profile bacteria/archea and fungi us-
ing some universal ”fingerprint” genes. Whole metagenomic sequencing can be applied

to profile the viral content (e.g., viruses, bacteriophages) in the microbiome [49]. These
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metagenomic data contain DNA sequencing reads from microbes and bioinformatic tools
are available to preprocess the sequencing reads and group them into Operational Taxo-
nomic Units (OTUs) as proxies for original microbes (or microbial taxa) [25,/49,50,51}52].
By counting the number of reads assigned to OTUs, the relative abundances of microbes
are quantified and can be used for downstream statistical analysis.

Skin is the first barrier of human body against potential pathogens in the environment.
Skin microbiome contains microbes and is closely related to the health of skin and wound
infections [49,53]. A specific interest in Chen lab is on the skin microbiome and chronic
wounds (wounds that do not heal normally). Verbanic et. al. have collected samples
from patients with chronic wounds and used 16s rTRNA Amplicon sequencing and Whole
Metagenomic Sequencing (WGS) to survey the bacterial and viral contents in those
skin microbiome samples (see Method for details) [49}/54]. Their work has showed
the association between skin microbiome and the disease state that the abundance for
some bacterial OTUs were significantly different in wound and skin samples. While the
previous work showed the difference for individual OTUs under different conditions, it
is important to further understand the potential relations between these bacterial and
viral OTUs in the skin microbiome across the patients. Precisely, we are interested in
quantifying the correlations between the microbial OTUs (bacterial and viral) to identify
the most prominent signals and construct a correlation network to assess the structure

of microbiome at the system level.

3.1.2 Construct the microbial networks from metagenomic data
Graphical models

A graph consists of a set of nodes (vertices) and edges connecting the nodes. Nodes

can represent the entities of interests and edges can represent certain pairwise relation-
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ships between the nodes. Graphs are common theoretical tools widely used to represent
and model complex systems with network structures. In biology, graphs have been used to
represent the knowledge of relations between organisms (e.g., a food web [55]), genes (e.g.,
gene regulatory network [56]), or proteins (e.g., protein-protein interaction network [57]).
In addition to describing the knowledge, graphs can also be used to mathematically
model the dependencies between some attributes (e.g., abundance) of entities (so called
variables). For example, a probabilistic graphical model describes the statistical depen-
dency between a set of random variables represented by nodes where the distribution of
a random variable (node) depends on the values of nodes connecting to it (i.e., neigh-
bors) [58,59,/60]. Such graphical models provide a concise mathematical framework to
describe the relations in complex biological data from high-throughput technologies and
help to investigate the relations between different components of the system.

A microbial network is a graph describing the ecological relations between the mi-
crobes sharing the same niche (e.g., a microbiome). Determining the exact ecological
relations (e.g., mutualism or competition) often requires thorough observational or exper-
imental data to determine the mechanism of interactions. Alternatively, the associations
between the abundance of two microbes in shared habitats provide an approximation on
microbial interaction and help to construct the hypotheses on the potential interactions
between microbes. These associations reflect the ”co-occurrence” patterns in ecology
and are usually quantified by calculating the pairwise correlations (e.g., Spearman’s cor-
relation or Pearson’s correlation) [61}/62,|63,(64], ecological distance (e.g., Bray-Curtis
distance) [62,/65,/66], or an ensemble of these measures [67] between two microbes. The
statistical significance of each association or/and a threshold to accept an association as
an edge need to be further determined in order to construct a parsimonious co-occurrence
graph.

However, these co-occurrence methods discover the associations between the microbes
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that can be the result of direct or indirect interactions. For example, in a minimal
microbial community with three microbes (A, B, C) where microbe A and microbe C
both interact with microbe B (e.g., positive correlation) but not each other, a positive
Spearman’s or Pearson’s correlation can be calculated between microbe A and C. These
correlations are 'marginal’ correlations as they are determined from the marginal dis-
tribution of data over the abundance of microbe A and C, neglecting the abundance of
other microbes. In a complex system like microbiome, microbes are expected to interact
with many other microbes, thus, marginal correlations might lead to many edges from
indirect interactions and are difficult to interpret. In comparison, a conditional corre-
lation (or partial correlation) indicating direct relations between two variables while fix
(i.e., conditioned on) the values of other variables. In the previous example, the condi-
tional correlation between the abundance of microbe A and microbe C is zero, assuming
no other confounding factors. The conditional correlations provide a more concise and
interpretable way on the associations between microbes in a potentially interconnected

system.

Gaussian Graphical Model

While it is impractical to determine the conditional correlations between each pair
of variables by controlled experiments, Gaussian graphical model (GGM) provide a the-
oretical framework to estimate the conditional correlations from observational data. In
Gaussian graphical model (GGM), the joint distribution of variables in the data is as-

sumed to follow a multivariate Gaussian distribution:

X ~N(p,X) (3.1)
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X = [X1,Xs,...,X,] € RPis a vector of p random variables for the attribute of
interests. The distribution of X follows the multivariate Gaussian, parameterized by
a mean vector p € RP, and a covariance matrix 3 € RP*P. Inverse of the covariance
matrix is called precision matrix (€2 = X7!) and contains the information of conditional
correlations between p random variables. The [marginal] correlations and the conditional
correlations can be calculated from 3 and €2 respectively, by normalizing to the diagonal

terms:

Uij

p(Xi, X;) = —— (3.2)
(X, XGHX Pixx,) = — (3.3)

where 0;;, 0;;, 0;; are entries in the covariance matrix 3, w;;, w;;, wj; are the entries in the
precision matrix €, and {X } x, x, is the set of all variables excluding X; and X;. By
fitting the GGM to the data, one can estimate for the precision matrix €2 and thus the

conditional correlations.

Gaussian Graphical LASSO

Gaussian Graphical LASSO (GLASSO) is an algorithm commonly used to estimate
a sparse precision matrix €2 from data [68]. It is a Ll-penalized maximum likelihood

estimation (MLE):

Nplog(2m)

N N .

L% = —logdet(2) — —tr(2X) — (3.4)
2 2 2

L = log det(Q) — tr(QX) (3.5)

Qzargm&n(—ﬁ—i—/\HEHl) (3.6)
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Equation[3.4]is the canonical form of log likelihood for multivariate Gaussian distributions
where N is the number of samples, p is the dimension of the distribution (number of
variables), det(-) is the determinant of a matrix, and tr(:) is the trace of a matrix.
3 is the empirical covariance matrix that can be calculated from the data as > =
% Zﬁil(xi — p)(x; — p)7 and x3 = [T14, %o, ..., Ty is the data vector for sample i.
Maximizing the log likelihood L° is effectively same as maximizing £ in Equation [3.5
For noisy "real-world” data, GLASSO applies L1 penalty (or called LASSO penalty)
on the precision matrix |||, = |37, >0, wi;| for Ll-penalized MLE in Equation
[3.6l L1 penalty can enforce the entries in the precision matrix to be zero for a small
set of conditional correlations that best describes the variance in the data. And the
hyperparameter A\ controls the sparsity of inferred precision matrix and thus the density
of the network. The optimization problem in Equation is convex and can be efficiently

solved using block coordinate descent in GLASSO.

3.1.3 Design factors and challenges in applying GGMs to metage-

nomic data
Multi-domain compositional data

A well-known analytical challenge from metagenomic data is the compositionality.
Due to the difficulty in measuring the total amount of microorganisms in a environment,
most metagenomic data only provide the relative abundance of microbes detected in
samples, represented as counts. Compositional data lack one degree of freedom and are
defined on a simplex (all variables sum up to 1) when normalize to fractions. Many
statistical tools are invalid for compositional data including correlation estimations. The
decrease of the relative abundance of a variable increases the relative abundance of other
variables, introducing false correlations between the variables. Log-ratio transforma-
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tion has been proposed to tackle the compositional data and centered log-ratio (CLR)
transformation has been applied to metagenomic data in the inference of microbial cor-
relations [28,30,/69,70]. Let ¢ = [¢1, ¢a, ..., ¢y] be the OTU count vector of a sample and

the CLR transformation is defined as

log ¢;
Ti=—5———fori=1,2,...,p (3.7)
' Z§:1 log ¢,
where the covariance matrix for x = [z, Z9, . . ., ;] has been proved to be a good approx-

imate for the covariance matrix of the unobserved log true abundance for the microbes
logz = [log 21,log 29, ... ,log z,] when p is large [69]. Consequently, inferring precision
matrix over the CLR-transformed data is an alternative approach to construct the con-
ditional correlation network between microbes. Another approach to tackle the compo-
sitionality is modeling the true abundance using latent variables. PLNmodel is a Poisson
Log-Normal model where the log true abundance is modeled by a latent multivariate
Gaussian distribution and observed counts are modeled by Poisson distributions [71].
Despite being able to directly model the log true abundance and the counts, the inclu-
sion of latent variables requires using expectation-maximization (EM) for optimization
and variational approximation for the conditional distribution of latent variables.

One of the emerging interests in the recent microbiome study is the inter-domain /kingdom
relations between the bacteria, fungi, or viruses, using multi-domain metagenomic data
[49,/54, 72]. Nevertheless, current metagenomic pipelines require different DNA library
preparation protocols, sequencing, and bioinformatic pipelines for different domains of
organisms. And the consequently, the multi-domain metagenomic data are compositional
in each domain. A generalization of CLR transformation has been recently proposed for
multi-domain compositional data [72]. The authors have showed that by applying CLR

transformation to each domain and concatenating the CLR-transformed abundance ma-
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trices, the covariance matrix of transformed data can still approximate the covariance

matrix of true abundance of microbes with different domains.

Experimental variables as confounding factors

One important aspect of metagenomic studies is to compare microbiomes in different
types of samples and experimental variables are part of research design for metagenomic
studies. Microbes likely have different mean abundance in different types of samples and
such systematic differences could be falsely attributed to correlations and confound the

inference. The difference of sample mean can be accounted using conditional Gaussian

models (cGGM) [73]:

X; ~ N(Bo+ Bilin + Bolis + - - + Prlik, X) (3.8)

where X is the random vector for sample ¢ and the mean of Gaussian is a linear function
of effects of different sample types. [y € RP is the baseline mean abundance vector,
Br € RP (k = 1,2,...,K) is the effect vector on mean abundance in sample type i
compared to the baseline, and I;; is an indicator function whose value is 1 if sample 4
belongs to sample type k and 0 otherwise. By setting off the mean effect from different
sample types, the value in the covariance matrix 3 is not confounded by experimental

variables.

Balancing the information and noise

Metagenomic data from HTS are usually noisy and have small number of samples.
Given the extremely high dimensions (number of OTUs) in the data, it is particularity
important to balance the information obtained and noise included in the inference when

using GGM to infer the correlation networks (i.e., specificity vs. recall). Generally, the
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more OTUs included for the inference and edges inferred from the model, the more useful
information one might get but also potentially a greater number of false edges are likely
included. Excessive number of false edges decrease the specificity of the inference and the
reliability when interpreting inferred edges; they can also change the topology of inferred
network with misleading results. To control the noise in the inferred network, one can
A) clean OTUs before inference; B) tune the L1 penalty for a sparser graph in GLASSO;
C) add post-hoc filtering for inferred edges.

A common practice in metagenomic analysis is cleaning the OTUs by aggregating
OTUs with similar taxa and removing less abundant or prevalent OTUs. Depending
on the bioinformatic pipeline, OTUs identified have certain taxonomic resolutions. For
example, the sequences for the V1-V3 regions in the 16s RNA gene clustered at 97% simi-
larity is commonly used to determine the genus of OTUs but can also possibly distinguish
some OTUs at the species level (e.g., Staphylococcus) [74,75]. Aggregating OTUs to cor-
responding taxonomic levels can reduce noise from bioinformatic steps and the number of
variables. Moreover, less abundant OTUs or less prevalent OTUs that are only found in
small number of samples can also be removed to focus the study on the major microbes
that are more likely to play an important role in microbiome. Removing a subset of
OTUs changes the relative abundance of remaining OTUs by a constant factor and its
effect is removed after centered log-ratio transformation.

The L1 penalty in GLASSO is controlled by a hyperparameter \: smaller the value
of A\, weaker the L1 penalty, more the non-zero entries in the precision matrix, and thus
denser the correlation network. However, determining a optimal or proper value for A
is not straightforward as the true density of the network is not known. In practice, a
series of models with different A\ are inferred and a ”proper” graph is selected for down-
stream analysis by either practitioner’s discretion or some data-driven criteria for model

selection. Model selection criteria generally fall into three categories: 1) likelihood-based
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criteria, including Akaike Information Criterion (AIC), Bayesian Information Criterion
(BIC), or Extended Bayesian Information Criterion (EBIC) [71,76]. These proposed met-
rics are based on the likelihood of fitted distribution but penalized by model complexity
to encourage a less complex (less edges) model. The model (A) maximizing the metric is
selected as the "best” model; 2) cross validation, a model selection method widely used in
statistics and machine learning models. Cross validation fit the model to a subset of data
and evaluate the goodness-of-fitting on the leave-out data. The model maximizing the
goodness-of-fit in the leave-out set is selected; 3) stability-based criteria such as stARS
proposed in [77]. stARS subsample a given number of copies of data and fit the model
with different A values. For each A, the fraction of each edge inferred across subsamples
can be calculated and a stability score of inference for each A is calculated. The model
yields a desired stability (suggested 0.9 by the authors) is selected. See Method for
details of above selection criteria.

Lastly, post-hoc edge filtering has also been proposed to remove edges with the ab-
solute value of conditional correlation less than a threshold after graphs are inferred.
The threshold can be determined using cross validation |78 or hypothesis testing [79].
They have showed that the original graph inferred from algorithms like GLASSO could
be noisy and post-hoc filtering can help to control the False Positive Rate of discovered

edges.

3.1.4 Structural analysis on microbial networks using graph al-

gorithms

In addition to conditional correlations recovered by edges from the GGM model, net-
work analysis has advantages on recovering other structural characteristics of microbiome

using graph algorithms on the inferred network and assess their potential biological in-
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terpretations. Two types of common structural characteristics in microbiome studies are
central nodes and node clusters [80].

Node centralities measures how nodes connected on inferred graph and different cen-
trality measures can reflect different perspectives of ”connectedness” for the nodes. Nodes
with high centralities might represent important members in the microbial community,
such as "keystone” or "hub” taxa [80,[81]. Two types of centralities are often evaluated:
degree (or normalized value, degree centrality) and betweenness centrality. Node degree
measures the number of edges connected to a node. In microbial networks inferred from
GGM, a node with high degree is a microbe whose abundance is correlated to many
other microbes and could be hypothetically important in microbiome formation or active
in microbial interactions. Betweenness centrality is the fraction of shortest paths (the
continuous route from one node to another with least number of edges) between any
two nodes in the graph that pass the node and nodes with high betweenness centrality
is important in connecting different part of the graph. In microbial networks with high
modularity (i.e., nodes form clusters), high betweenness centrality might indicate the
importance in connecting different microbial groups of the microbiome.

Inferred network might contains clusters of nodes where nodes in each clusters are
more closely connected than nodes from different clusters. One might hypothesize that
microbes have preference in living with other microbes and such clusters in a microbial
correlation network might indicating highly correlated subcommunities of microbes in a
microbiome (if samples are collected from the same habitat, e.g., a longitudinal study)
or a group of microbes that commonly co-occur in a type of microbiome (if samples
are collected from multiple habitats, e.g., studies collect skin microbiome from multiple
patients). Some algorithms have been proposed to discover node clusters on graph based
on graph spectrum [82], modularity maximization [83)84,85], or random walk [86,87].

Among these algorithms, Louvain is a greedy algorithm that iteratively merge nearby
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nodes to find a clustering maximizing the modularity of the graph [83]. It is found
favorable to recover larger communities [88] and has been applied to detect community

structures of microbial networks [89490].

3.1.5 Overview

In this section, we present our studies on constructing the [conditional] correlation
network in skin microbiome from a cohort of patients with chronic wounds. Using the
bacterial and viral metagenomic data collected from clinical samples [49,/54], we present
a CLR-cGGM model to account for the compositional data from multiple domains and
potential confounding effects from experimental covariates (wound vs. skin samples).
Given the small sample size of the study, we carefully control the balance between inferred
edges and noise (false edges) using data-driven model selection criteria and post-hoc edge
filtering. Lastly, we investigate the pairs of microbes detected with strong correlations
and use graph algorithms to detect nodes potentially important to the microbiome and

clusters of microbes identified in the clinical dataset.

3.2 Results

3.2.1 Data preprocessing and quality controls

Following the bioinformatic pipelines described in Section [3.5.1] we identified 22,753
bacterial OTUs (bOTU) and 20,098 viral OTUs (vOTU) across all the samples (including
the control samples), and 22,229 bacterial OTUs and 19,953 viral OTUs from the clinical
samples. On average, there are 52443.24+60966.4 bacterial reads and 407034.94+515703.6
viral reads from wound samples, 161515.2 + 36875.7 bacterial reads and 325907.2 +

708023.1 viral reads from skin samples. Table summarizes the detailed statistics for
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reads recovered from samples. As described in Section [3.5.2 we removed the viral OTUs
that are putative contaminants (582 OTUs) or are eukaryotic viruses (242 OTUs). Most
of discarded reads were from putative contaminants for skin samples and eukaryotic
viruses for wound samples (Figure . On average, 14.0 + 11.0% of viral reads in
wound samples and 13.6 £ 9.0% of viral reads in skin samples were preserved.

OTUs were then aggregated according to their taxonomic annotations. bOTUs were
aggregated at the genus level and the vOTUs were aggregated at the genus level of
their hosts, except OTUs for Staphylococcus spp. that were aggregated at the species
level. 11,962 bOTUs and 17,239 vOTUs were obtained from the taxonomic aggregation.
However, most OTUs were found only in < 5 samples and having low relative abundance
(Figure [A.19A). To focus on a “core set” of microbiome with OTUs detected across
different samples, we filtered bacterial and viral OTUs by their prevalence in samples:
OTUs that were detected only in wound or skin samples, or detected in < 80% of patients
(< 16) were removed; 99 of 11,962 bOTUs and 48 of 17,239 vOTUs passed this filter.
Despite removing most of unique OTUs, the remaining OTUs were highly abundant in
the samples (e.g., mean relative abundance > 0.1%). > 80% of bacterial reads and
> 50% of viral reads were preserved for most of the samples after removing less prevalent
OTUs, except for the viral reads in sample 6C, 8C, and 13C (Figure ) The major
constituents (> 90%) of the viral reads in these three samples were unannotated (except
for one OTU identified as Chryseobacterium phage) and only detected in a small number
of samples.

The filtered dataset contains 99 bOTUs and 48 vOTUs (Figure [3.1). There is a
distinct difference between skin samples and wound samples. For bacterial OTUs, the
skin samples are more diverse with more unique OTUs detected; for viral OTUs, the
wound samples are more diverse with more unique OTUs. While most of samples contain

at least 10* reads, sample 15A, 15B, 18A contain < 10% bacterial reads and sample 6C,
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8C, 11C, 13C, 16C contains < 10% viral reads. Nevertheless, as all samples contain

"prevalent” bacterial and viral OTUs, we did not remove them for downstream analyses.

3.2.2 Construct microbial correlation network using GGM

We proposed a conditional Gaussian Graphical model with centered log-ratio trans-
formation (CLR-cGGm) to construct the (conditional) correlation networks between the 99
bacterial OTUs and 48 viral OTUs from the filtered dataset.

GGMs assume a multivariate Gaussian distribution for the observed data. To assess
whether the data follow the normality assumption and compare different data transfor-
mation methods, we examined the marginal distribution of the relative abundance and
CLR-transformed abundance for each OTU using Shapiro-Wilk normality test. Because
the mean abundances of skin or wound samples for each OTU can be different, we also
compared the data before and after removing the covariate effects by centering in each
type of samples. The relative abundances of OTUs in general do not follow a normal dis-
tribution as most of the OTUs yielded small P-values to reject the null hypothesis (data
is normally distributed), as indicated by the x axis of Figure [3.2]A. Separately centering
the relative abundance in skin and wound samples also did not improve the normality. In
comparison, less OTUs have their marginal distributions rejected by Shapiro-Wilk test
after the abundances are CLR-transformed and separately centered in skin and wound
samples (Figure ) We also examined some example marginal distributions to confirm
the normality (Figure[A.20). Similar results were observed using d’Agostino-Pearson nor-
mality test (Figure and Kolmogorov-Smirnov normality test (Figure . These
results suggested an improved normality of the data when using CLR transformation

compared with using relative abundance.
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Figure 3.1: Overview of the skin microbiome dataset after OTU cleaning and filtering.
(A) Scatter plots of the number of unique OTUs vs. the total number of reads for
bacterial and viral content in each sample. Most of bacterial (51/60) and viral (43/60)
samples contain at least 10* reads after filtering. Samples with < 103 reads are
labeled in each figure. (B) Heatmaps of relative abundance of OTUs in each domain.
Columns represent bacterial or viral OTUs and rows represents samples, ordered by
sample types (skin vs. wound). There is a distinct difference between the distribution
patterns of OTUs between wound and skin samples for both bacteria and viruses.
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Figure 3.2: Comparisons of the normality for the marginal distributions on
OTUs when using different data transformation methods. The P-values from the
Shapiro-Wilk normality tests on the marginal distributions of each OTUs when using
different data transformations that (A) relative abundance vs. relative abundance
centered within wound and skin samples; (B) relative abundance vs. CLR trans-
formed data and centered within wound and skin samples. A low P-value means the
test reject the null hypothesis that the marginal distribution is normal.

To obtain a comprehensive view on the graph inference results with varying L1 penalty
(A), we inferred a series of models using CLR-cGGM with different A values between 8 and
0.3 and examined how the graph changes across the results. As showed in Figure [3.3AB,
when the value of A\ decreases, the penalty relaxes and more edges are inferred. For
each edge, the partial correlation also increases to plateau or slightly decreases when
A decreases. As the ) relaxes, edges detected in graphs with larger A values still tend
to have higher partial correlations than the edges inferred only in graphs with small A
values. This indicates that despite different number of edges are inferred with different A,
the strongest correlation signals from the model are consistent across different choices of
A. When comparing the edges with different domains, more intra-domain edges (bOTU-
bOTU and vOTU-vOTU) edges were inferred than inter-domain edges (bOTU-vOTU)

61



microNet: construct correlation networks between microorganisms from metagenomic data
Chapter 3

for both the number of edges and the density in the type of edges. Despite lower number
of edges, the vOTU-vOTU is more dense than bOTU-bOTU edges for most A values
(Figure [3.3B).

We also examined the connectivity of inferred graph. Transitivity and average cluster-
ing coefficients both quantify the local connectivity of a graph by comparing the number
of triangles (three fully connected nodes with three edges) and triads (three nodes with
two edges) in a graph. Higher values indicate the graph are more clustered locally. Both
transitivity and average clustering coefficients of the graph decrease when A changes from
8 to 1 and start to increase when A changes from 1 to 0.3 (Figure ), suggesting the
graph first expands to include more nodes by adding the edges between the unconnected
node and a node in the connected graph, and then start to add more edges between the
nodes in the connected graph. It is further confirmed by the size of the largest compo-
nents and the number of unconnected nodes. There are only < 3 connected components
exist in the graph when relaxing A and all nodes are included in a single main component
when A < 1 (Figure [3.3D).

In this analysis, we found that the edges with the strongest correlation signals relative
consistent to the choice of A values (except for too large A values that only a few edges
were inferred), however, the structure of graph may change greatly as the A changes. A

small A value can result in a dense graph difficult for structural analysis.

3.2.3 Two-step model selection to control false discovered edges

In order to balance the signals (inferred edges) and noises from the inference, we
applied a two-step model selection process on first choosing an A and second apply post-
hoc edge filtering to remove edges with weak correlations.

We investigated the performance of several data-driven model selection criteria to
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Figure 3.3: Characteristics of inferred graphs from CLR-cGGM with respect to differ-
ent choices of L1 penalty weight (A\). (A) The change of edge weight for each edge
with different A values. 277 bOTU-bOTU edges, 118 bOTU-vOTU edges, and 97
vOTU-vOTU edges have absolute value > 0.10 for some choice of A\ and are shown;
(B) the number of edges (solid line) and the density of edges (dashed line) for intra—
domain edges (bOTU-bOTU, vOTU-vOTU) and inter-domain (bOTU-vOTU) edges;
(C) local connectivity evaluated using transitivity and average clustering coefficients
for connected nodes; (D) the size of the largest components, the number of isolated
(unconnected) nodes, as well as the number of components (dashed line).
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determine )\, including likelihood-based criteria (AIC, BIC, EBIC), 5-fold stratified cross
validation, and stARS, see Section for details. Likelihood-based criteria penalize
the log likelihood of a fitted model by model complexity (number of edges and other pa-
rameters) and select the A maximizing the criteria. As showed in Figure , extended
Bayesian information criteria (EBIC-FD, EBIC-PLN) apply the strongest penalties on
the number of edges and select larger A values with sparser graphs. However, roughly
< 50% OTUs are included in the graph and might only provide limited structural in-
formation about the network. On another extreme, AIC selected the most dense graph
that might include too many false edges. In comparison, BIC provided the most suitable
level of L1 penalty where most of nodes are connected in the graph but the graph is not
too dense with many potential false edges. We also performed 5-fold cross validation
(CV) for model selection stratified on sample types (wound and skin samples are each
separated into 5 splits and combined to keep the ratio of sample types in each fold). The
best model is the one with highest log likelihood on the holdout test sets averaged over
5 splits. Similar to BIC, cross validation selected a reasonable model with most of the
nodes are connected but the graph is not too dense (Figure ) The stability-based
method stARS is also examined with 100 repeats and using 0.9 as the stability thresh-
old. stARS also yielded reasonable choice of A (Figure 3.4C), however, it is the most
computationally heavy method due to the large number of repeated inference.

The graph inferred with a selected A value (e.g., using CV, BIC, or stARS) might still
contain many edges with weak conditional correlations, which are more likely to be false
edges. To further control the discovery of false edges, we applied a post-hoc edge filtering
step to remove the edges with absolute values of correlations less than a threshold. The
threshold 7 is determined by performing multiple regressions on the filtered graph and
selecting the 7 values to minimize the mean sum-of-squared error in stratified 5-fold

cross validation, following the process proposed in [78]. We examined this post-hoc edge
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Figure 3.4: Model selection criteria on A, including (A) likelihood-based criteria, (B)
cross-validation, and (C) edge stability selection (stARS). The A value selected by
each criterion was marked on the curve. 5-fold cross validation was stratified on the
sample types (wound or skin samples). The 100 repeat runs were performed for stARS
selection and the selection stability threshold for stARS is 0.9.
filtering on graphs inferred with different A values. As showed in Figure [3.5A, despite
a smaller A value leads to a denser graph, a higher value of 7 is selected and thus more
edges are removed. By applying this post-hoc edge filtering step, the densities of filtered
graphs are kept under 0.05 even with largest A (Figure [3.5B).

To understand to what extent this post-hoc edge filtering step changes the structure
of interred graph, we compared the degree of nodes before and after the post-hoc edge
filtering for selected A values. While removing edges decreases the degrees, the order of
node degrees before and after the post-hoc edge filtering remains well-aligned (Spearman
correlations r > 0.5) for all selected A values.

The local connectivity and the modularity of the graph before and after the edge
filtering were also examined. With post-hoc edge filtering, the transitivity and average
clustering coefficients do not increase when A decreases below 1, indicating that some
edges forming the triangles are likely to have lower correlation values and are removed, as

showed in Figure[3.6D. And the modularity, a metric evaluating how modular a graph is,

decreases slower as A\ decreases when applying the post-hoc edge filtering. The boundary
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between the clusters in the graph might be difficult to detect if too many edges are inferred
with smaller A values (thus, decreasing modularity) and the post-hoc edge filtering helps

to keep the community structure clear (if exists) in the microbial network.
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Figure 3.5: Post-hoc edge filtering for graphs inferred from CLR-cGGM model. (A)
Heatmap of sum of squared errors (SSE) of multiple regression on the filtered graph
using stratified 5-fold cross-validation, with different A values for the graph inference
and different 7 for filtering. Higher thresholds are determined by CV when applying
on a graph inferred with smaller A values. (B) Effect of post-hoc edge filtering on the
density of the graph inferred varying A values. The threshold 7 is determined by CV.
Post-hoc edge filtering step controls the densities of filtered graphs to be less than
0.05 even with low A values.
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Figure 3.6: Effect of post-hoc edge filtering on node degrees (A - C), graph local
connectivity (D), and graph modularity (E). (A) - (C) The node degrees of graph
before and after the post-hoc edge filtering are compared. Despite lower node degrees
for the filtered graph, good alignments are found for node degrees before and after the
filtering. (D) Local connectivity does not increase as A decreases below 1.0 after the
filtering that less ”local triangles” are formed. (E) The modularity of filtered graph
decreases slower with post-hoc edge filtering, suggesting the community structure of
the graph might be better preserved.

3.2.4 Key structures of the skin microbiome correlation net-

work

The final skin microbiome correlation graph was inferred using CLR-cGGM with 5-fold

stratified cross validation for A selection and post-hoc edge filtering was applied with 7

determined from 5-fold stratified cross validation.
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The top edges with the strongest correlations in the network were examined. We veri-
fied that the relative abundance for each pair of the OTUs from the top edges also showed
strong marginal correlations (Figure and . In general, there are more strong pos-
itive correlations edges than negative edges that the top 15 edges are all positive (Figure
and the 15-th strongest negative edges is ranked 63 overall (Figure . Almost
all strongest edges were intra-domain edges (i.e., bOTU-bOTU, vOTU-vOTU) rather
than inter-domain edges (bOTU-vOTU), except for Neisseria phage-Sphingomonadaceae
(Family), Enterobacter phage - Staphylococcus aureus. We noted that, based on the as-
sumption of GGM, all zero counts were considered "below the limit of detection” and
assigned a pseudo count of 0.1 for CLR transformation. If two OTUs both have zero
count in a sample, they will have identical abundance and that might lead to a ”inflated”
positive correlation or ”decreased” negative correlation (see data points at the diagonal
in the plots). See Discussion for more details.

We next investigated the nodes with high degree or betweenness centrality in the
graph. Node degree counts the number of edges connecting to a node. We found the
most connected bacterial OTUs in the networks include Porphyromonas, Campylobac-
ter, Peptoniphilus, Helcococcus, and Bacteroides, and the most connected viral OTUs
include Staphylococcus aureus phage, Staphylococcus haemolyticus phage, Enterobacter
phage, and two unannotated viral OTUs (Figure . Interestingly, most connected
OTUs are represented > 0.1% on average in the samples but are not the ones with high-
est relative abundance. Betweenness centrality measures the importance of a node in
connecting different parts of a graph. We found the bacterial OTUs with the highest
betweenness centrality were Porphyromonas, Campylobacter, Bacteroides, Peptoniphilus,
and an unannotated OTU; and the viral OTUs with highest betweenness centrality were
Staphylococcus aureus phage, Enterobacter phage, Staphylococcus haemolyticus phage,

Campylobacter phage, and an unannotated vOTU. The OTUs that were found with
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highest betweenness centrality (Porphyromonas, Campylobacter, Staphylococcus aureus
phage, Enterobacter phage, Staphylococcus haemolyticus phage) were also found having

high degrees, indicating their potential importance in the topological structure of the

network.
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Figure 3.9: Top central nodes identified with highest (A) node degree and (B) be-
tweenness centrality.

Lastly, we investigated the overall network structure to identify potential node clus-
ters. Two types of node clustering schema using Louvain were applied: the first type of
clusters were identified by perform clustering on the inferred graph with all edges for both
positive and negative correlations (unweighted). The clusters identified are topological

groups closely connected in the network, and we call these " Topological Groups”. The
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second type of clusters were identified by clustering on the graph with only the edges of
positive correlations. Clusters identified in this schema contain mostly positive-correlated
nodes, and we call them ”Clusters” (Table[A.3). A full list of OTUs and their classifica-
tion in "Topological Groups” and ”Clusters” are listed in Table As shown in Figure
, 8 Topological Groups (Figure and 9 Clusters (Figure were identified
by Louvain with the default setting of parameters. 109 OTUs are included in the main
component of the graph. 36 OTUs are not connected by any other OTUs nodes, and two
bOTU Staphylococcus cohnii and Staphylococcus pettenkoferi form an isolated pair.

OTUs in each "Clusters” are mostly positively correlated, we further investigated
the relations between these ”Clusters” for a higher level understanding of the network
structure. As shown in Figure [3.11 among major clusters (Cluster 1 - 6), Cluster 1 is
closely connected to Cluster 2 with negative correlations and to Cluster 6 with a mixture
of positive and negative correlations. Cluster 2 is also closely connected to Cluster 6 with
both positive and negative correlations. Cluster 3 is negatively corrected with Cluster 4
and 5 while Cluster 4 is positively correlated with Cluster 5 with one edge.

Confirmed with previous results, OTUs with high centrality scores were found impor-
tant in the network structure. The bacterial OTUs of Porphyromonas, Campylobacter,
and Helcococcus form the central structure for bacterial OTUs in Cluster 1 and also
connect to Cluster 2, 5, 6, and 7. The bacterial OTU of Peptoniphilus seems to be the
center of Cluster 6 and connects with the OTUs in Cluster 1 and Cluster 5. The viral
OTUs of Staphylococcus aureus phage and Staphylococcus haemolyticus phage are part of
Cluster 5 and negatively correlated with groups of viral OTUs in Cluster 2 and 3, as well
as several isolated OTUs. The viral OTU of Enterobacter phage was found important to
Cluster 2 and negatively correlated with Cluster 4 and 5.

The bacterial and viral OTUs in the networks are mostly separated but connected

by some bridging OTUs. Cluster 1, 2, and 6 are the largest clusters containing mostly
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bacterial OTUs; Cluster 3, 4 contain only viral OTUs and Cluster 5 contain both bac-
terial and viral OTUs. The frontier between bacterial and viral OTUs contains many
edges with known host-viral relations. The viral OTUs either directly connect to its host
(Enterobacter phage - Enterobacter, Campylobacter phage - Camphylobacter, Streptococ-
cus phage - Streptococcus, and Staphylococcus phage - Staphylococcus capitis) or connect
to a neighbor OTU of its host (Pseudomonas phage connects to Bacteroides which is a
neighbor of Pseudomonas). Some of these viral OTUs at the frontier (e.g, Enterobacter

phage, Campylobacter phage) are the highly central OTUs that connected to other viral
OTUs.
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Figure 3.11: Top central nodes identified with highest (A) node degree and (B) be-
tweenness centrality.
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3.3 Discussion

3.3.1 Treatments on the metagenomic data for GGM models

The the multi-domain compositional count data collected from presented metage-
nomic study on the chronic wound skin microbiome contain special statistical structures
that prevent the direct use of GGM to infer the correlations between microbes. The
study also contains environmental covariate (i.e., samples from wound vs. skin) that
would confound with the inference if not treated properly. As a solution, we carefully
prepared the dataset and designed the CLR-cGGM model for inference.

The raw dataset was cleaned using multiple bioinformatic steps. First, potential viral
contaminants and viruses infecting human or other eukaryotic hosts were removed. As
samples were collected from human skin, human viruses constituted a large fraction of
viral reads (especially in wound samples) and the removal of these eukaryotic viral OTUs
decreased the dimension (number of variables) of the problem and avoided potential
noisy correlations from these viral OTUs. Decontam detected the putative contaminants
by identifying OTUs that were statistical invariant across different samples [91] and
removing these OTUs neither were likely to influence on the results. Despite a noticeable
fraction of reads was removed, the remainder is more focused on the purpose of the study
to understand the relations between bacteria and bacteriophages in the chronic wound
skin microbiome. Second, OTUs were aggregated at genus level to reduce error and
noise. The reads from HTS were clustered as OTUs and the actual resolution of OTUs
dependents on many factors, including the region of genome sequenced, the quality of
sequencing, and the bioinformatic pipelines. In this dataset, the V1-V3 region of 16s
rRNA gene was sequenced and the OTUs were clustered at 97% sequence similarity
which were more proper to represent taxa at the genus level for the majority of the

genera. Specially, Staphylococcus species have been found that can be distinguished by
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97% sequence similarity in the V1-V3 region [74,75] and additional bioinformatic steps
were added to annotate the species correctly. For the purpose of analysis, the viral OTUs
were also aggregated to match the resolution of their hosts. Lastly, a prevalence filter
is applied to remove OTUs only found in a small number of samples and to focus on a
small ”core set” of OTUs yet constituted the majority of cleaned OTU reads. Removing
OTUs only detected in a few samples also helps remove the excessive zeros in the data.
In our model, zeros were treated as "below the limit of detection” and a small pseudo
counts 0.1 were added for analysis. OTUs with zero counts are treated as having same
abundance in these samples and lead to ”false” positive correlations as observed in some
examples in Figure [3.7 While it is impractical to remove all OTUs with zero count,
we chose to filter the OTUs by their prevalence across different sample sources (wound
or skin, different patients). This filtered allowed us to drastically reduced number of
OTUs, keep most of total reads in samples, and minimize the effect of ”false” positive
correlations from excessive zeros (despite not able to completely remove such effect).

In addition to data filtering and cleaning, the model we used CLR-cGGM was carefully
designed to account for structures of the dataset. On top of classic GGM model, we
applied two modifications for our dataset: 1) separate centered-log ratio transformation
for multi-domain compositional data and 2) use conditional GGM to adjust the mean
(1) for data from different sample types. While the absolute quantitation of microor-
ganisms is of researchers’ interests [29], neither the absolute quantitation nor the total
amounts were available for this dataset. Directly infer the correlations from the relative
abundances can lead to spurious correlations due to constraint of all relative abundances
needed sum up to a constant. Alternatively, it has been proved that the covariance matrix
of log transformed relative abundances can approximate the covariance matrix for the log
transformed true abundance [30,/69]. An extension of this approximate to multi-domain

data has also been proposed [72]| and we adopted this CLR transformation for our dataset
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which contains compositional data from bacterial and viral domain. Previous studies on
this dataset have showed that some bacterial OTUs had different abundances in wound
and skin samples [54] and the pattern of relative abundances for bacterial and viral OTUs
were different in these two types of samples (Figure ) Sample type is a confounding
variable to the abundance of some OTUs and might be attributed as false correlations
between these OTUs. A linear model is used to offset the difference of u for two different
type of samples to remove the effect of this confounding covariates. Combining above
two adjustment, we proposed to use CLR-cGGM to infer the correlation network in our

dataset.

3.3.2 Two-step model selection to regularize the edge discovery

The goal of the study is to infer a parsimonious representation of correlations between
OTUs. Real-life biological data are usually noisy and having small sample sizes. Giving
the larger number of possible node pairs (p(p—1)/2, p is the number of nodes), detecting
real correlations is an imbalanced problem and susceptible to false discovery even with
a small false positive rate. The inference of precision matrices needs to be carefully
regularized in order to discover the signals from noisy data. An Ll-penalized maximum
likelihood estimation named Gaussian graphical LASSO (GLASSO) is applied to infer
a sparse precision matrix with its density controlled by the parameter A\. Edges with
small absolute correlation values are further removed using a post-hoc edge filtering
step. Using this two-step model selection process, we applied a stringent regularization
on edge discover without hurting the discovery of graph structural characteristics.

Selecting A\ value is an active research area and the choice of selection criteria is still
subjective and guided by practices [69}/71]. We explored three categories of commonly

used selection criteria: likelihood-based metrics, cross validation, and stARS. Likelihood-
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based metrics penalize the log likelihood of fitted Gaussian distribution with model com-
plexity (number of parameters of the model, including the number of inferred edges). For
example, AIC penalizes log £ by number of parameters k, BIC penalizes with additional
weight 0.5logn on k, EBIC metrics are proposed for high-dimensional problems (e.g.,
a graph model) to further penalize the size of the model space (i.e., number of possible
combinations to choose edges). As expected, AIC is not designed for high-dimensional
problems and selected dense networks in our experiments. While EBIC-FD and EBIC-
PLN are specifically designed for model selection on graphs, these two criteria selected
very sparse networks with only 43 and 114 edges (< 1 edge per node on average) where
most of the nodes are not connected. In comparison, BIC instead selected a graph that
best align with our intuition. Compared to likelihood-based metrics, cross validation
selects the optimal model from a more practical perspective and requires less theoret-
ical assumptions. It selects the model with best goodness-of-fit on the holdout data.
In practice, CV selected X\ value aligned with our intuition with 1181 edges. Lastly, a
popular stability-based method called stARS was also assessed. stARS selects the model
based on the stability of inferred graph across data subsamples. However, repeated sub-
sampling is computationally heavy and the selection of model still requires a ”stability
threshold” determined empirically. While several criteria (BIC, 5-fold CV, stARS) have
showed suitable in our experiments, choosing which criterion to use is still subjective and
depends on the problem.

While selecting the a criterion is relative subjective, we observed that the edge sig-
nals change smoothly and the order of edge weights is relatively stable with similar A
values. The model selection on A can be compensated by setting a minimum edge weight
threshold. We applied a post-hoc edge filtering and selected the edge weight threshold 7
using cross validation [78]. We found this post-hoc edge filtering further regularizes the

graph inference process. Higher threshold values were selected for models with smaller A
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and controlled the graph density to be < 0.05 for varying A values. We further confirmed
that removing these weak edges did not change the rank of node centrality significantly
and maintained the structure of inferred graph. Despite that GGM learns the direct
conditional correlations between variables, non-zero values can still be inferred for indi-
rect correlations due to the noise in the data. Applying post-hoc edge filtering seems
to remove such ”indirect” edges with a lower mean clustering coefficients. Additionally,
higher graph modularity was observed for the graph after the post-hoc edge filtering,

indicating a cleaner graph structure was recovered.

3.3.3 Biological interpretation of key structural characteristics

in the inferred graph

We investigated the key structural characteristics in the inferred graph, including
edges with strongest correlations, nodes with high centralities, and node clusters.

Some noticeable pairs of OTUs recovered from the top edges with highest conditional
correlations have shared biological properties. For example, both Salmonella and Enter-
obacter have been frequently found related to human gastrointestinal system and some
species from these two genera have been reported in skin infections [92,93]. Pseudomonas
and Bacteroides are both Gram-negative and some species such as P. aeruginos and B.
fragilis are both known for antibiotic resistance and are important to skin or soft tissue
infections [94,95,96,97]. Staphylococcus epidermidis and Staphylococcus capitis are both
considered to be common skin commensals but are also related to hospital-acquired or
medical devices related infections [98,(99,/100]. The relations between species of Porphy-
romonas and Campylobacter are most commonly found in human oral microbiome and
their co-infection has been reported in several clinical and lab studies [101,]102]. Inter-

estingly, P. gigivalis has been report to antagonise the cytokines production induced by
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C. rectus, indicating potential co-infection between these two species can suppress the
host immune responses [101].

By identifying the nodes with high centralities, we found several bacterial and viral
OTUs that have both high node degree centrality and betweenness centralities. These
OTUs are important in connecting nodes in a cluster and across different clusters that
are referred to as "hub” taxa [80]. These OTUs with valid taxonomic annotations in-
clude Porphyromonas, Campylobacter, Staphylococcus aureus phage, Enterobacter phage,
Staphylococcus haemolyticus phage. Despite being not the most abundant ones in chronic
wound skin microbiome samples, one might hypothesize that these taxa are more active
in interacting with other microbes or important in the formation of different types of skin
microbiome. However, these hypotheses can not be verified from current observational
data and require further studies.

Lastly, at the system level, we found the bacterial and viral OTUs are in general
organized in two different sections of graph but connected by some noticeable host-virus
pairs can be verified by their taxonomic annotations. The inferred network aligns with
our expectation as most of bOTU and vOTU are not found to interact based on their
taxonomic annotations. And the ones found to be potentially interacts are found directly
connected or close in the inferred network, providing an evidence on the potential use of
the correlation network to understand the underlying relations between microbes. An-
other interesting structure found in the network is a cluster of taxonomic group of Staphy-
lococcus species or bacteriophages infecting Staphylococcus species. Cluster 5 contains
OTUs from Staphylococcus lugdunesis, Staphylococcus capitis, Staphylococcus epidermidis,
Staphylococcus phage (not identified at the species level), Staphylococcus aureus phage,
and Staphylococcus haemolyticus phage, and all these OTUs are positively correlated

with each other.
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3.4 Summary

In this section, we used Gaussian graphical models to construct the conditional cor-
relations between the bacteria and viruses observed in a chronic wound skin microbiome
metagenomic data. Considering the special structures in this HTS dataset, we proposed
conditional Gaussian graphical model with centered log-ratio transformation CLR-cGGM
to account for: 1) the compositionality of HTS data, 2) data from multiple life domains,
each is compositional, and 3) experimental factors influence the mean abundance of
OTUs in different samples. One major challenge in constructing the correlation network
from noisy biological data is to balance the signal and noise detected by the model. We
implemented a two-step model selection process to first select an optimal L1 penalty A
for a graph with desired density and a post-hoc edge filtering process to further remove
edges with weak correlations. Both hyperparameter A and 7 are selected by a data-driven
methods, K-fold cross validation. We showed this process regularize the inferred graph
without losing much structural information. Lastly, we utilized graph analysis tools to
identify the key characteristics in the correlation graph, including strongest correlations,
OTUs with high centralities, OTUs clusters and other structural information. Some of
these findings have meaningful biological interpretations and were further confirmed by
previous studies. These findings support the potential utility of GGM and correlation
networks to help guide the future studies on microbial interactions and the structure of

microbiome.
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3.5 Methods

3.5.1 Sample collection, sequencing, and bioinformatic pipelines

for OTU picking

The sample collection, preparation for DNA sequencing, and bioinformatic pipelines
for OTU picking for the bacterial and viral content of skin microbiome samples have
been described in the previous work [49,54]. Briefly, 20 outpatients were recruited at
Ridley-Tree Center for Wound Management at Goleta Valley Cottage Hospital, with four
types of chronic wounds (diabetic ulcers, venous wounds, arterial wounds, and pressure
ulcers, 5 patient each). During their visit, samples from the surface of wounds before
and after the debridement were collected, as well as a sample from healthy skin on the
contralateral limb. Clinical swabs were placed into the dry, sterile collection tubes and
store at 4°C before being processed. Negative control samples from the wound center
(WC) were collected by exposing the swab into the air in the room for the same duration
as wound and skin swabs were collected. Negative control samples from the processing
lab (CL) were obtained by exposing the swabs to air in the lab. A cell-based microbial
mock community (Zymo) was also included as a positive control.

Samples with swab tips were resuspended in 500 pL. 1x TE buffer and centrifuged to
pallet cells. 250 pLi supernatant was transferred for immediate viral-like particle (VLP)
precipitation (viral fraction) and the remaining 250 pM supernatent, pelleted cells, and
swab tips were used for whole-microbiome DNA extraction (bacterial fraction).

The bacterial fractions of 69 samples (60 clinical samples, 3 wound center negative
controls, 3 processing lab negative controls, 3 mock communities) were processed as
described in [54]. Cells were lysed extensively and the DNA content in each sample

was extracted, purified, and quantified for 16S rRNA amplicon sequencing. In each
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sample, 16S DNA library was prepared for PCR with custom adapter primers amplifying
the V1-V3 regions of 16S rRNA gene. After PCR products were purified, each sample
was indexed, normalized, and pooled for DNA sequencing on an Ilumina MiSeq with
PE300 V3 chemistry at UCSB’s Biological Nanostructures Laboratory (BNL) sequencing
core. Paired-end reads processed using QIIME [25]: reads were joined using fastq-join
with the default settings [103] and the joined reads were then trimmed and filtered by
Trimmomatic [104]. The open OTU picking pipeline was used with the default settings
and the taxonomic annotations for OTUs were assigned using SILVA128 16S reference
database clustered at 97% identity level [105].

As described in [49], the viral fractions from 66 samples (60 clinical samples, 2 wound
center negative controls, 2 processing lab negative controls, 2 mock communities) were
extracted. Free DNA was digested using DNase and viral-like particles were further
purified, disrupted, and digested to extract the viral DNA. The viral DNA content in each
sample was quantified using Qubit dsDNA HS kit. Samples with DNA concentration >
0.2ng/pL (43 out of 66 samples) were diluted to 0.2 ng/ul and samples with DNA content
<0.2ng/pL (23 out of 66 samples) were prepared using 'tagmentation’ reaction described
in [106]. All samples were indexed, normalized, and pooled for sequencing on an Illumina
HiSeq 400 with PE150 V3 chemistry, using two lanes, at the UC Davis DNA Technologies
Core. Reads were trimmed and quality controlled using Trimmomatic [104]. Trimmed
reads were then joined using PANDASeq with the default settings [41]. All singletons (not
joined) and joined pairs were classified against NCBI’s Viral RefSeq database [107] and
full IMG/VR database [108] using Kraken2 [24] to identify viral OTUs. In each sample,
OTU abundances were estimated using Braken with ideal read length of 150 bp [26].
The viral and host taxonomic annotations were abstracted from NCBI and IMG/VR

with manual curation for standardization.
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3.5.2 OTU cleaning, aggregation, and filtering

Putative viral contaminants were identified by Decontam using negative control sam-
ples as the reference and a threshold of 0.2 [91]. Additional contaminants were identified
manually to exclude species, strains, or types known to be used in adjacent laboratory
space [49]. Additionally, a list of viral OTUs infecting human or other eukaryotic hosts
were curated manually based on the host annotation and were excluded from the analysis.

Bacterial and viral OTUs that were only detected in the negative control or mock
communities samples were removed. Bacterial OTUs were aggregated at the genus level
(except for Staphylococcus spp.) based on their taxonomic annotations. Bacterial OTUs
belong to Staphylococcus were further annotated with their species using blastn and
aggregated at the species level [54,/109]. Viral OTUs (bacteriophages) were also aggre-
gated based on their host annotations. Staphylococcus phages were aggregated at the
species level of their hosts and other viral OTUs were aggregated at genus level of their
hosts. Bacterial or viral OTUs without annotations at the desired level were kept as
separate OTUs. After aggregation, OTUs that were only detected in wound (pre- and
post-debridement) or skin samples, were detected in < 80% of patients (16 patients) were
removed from downstream analysis.

All OTU cleaning, aggregation, and filtering were conducted using Pandas (1.3.3) in
Python (3.8).

3.5.3 Model implementation

CLR-cGGM was implemented in R (version 3.6.3) with customized scripts. A pseudo
count of 0.1 was added to all counts before CLR transformation and the transformations
were performed separately for each domain. The conditional GGM was implemented

using cglasso (version 2.0.4). The CLR-transformed OTU tables from bacterial and
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viral domains were concatenated and passed as argument Y and the covariate factors
were passed as the argument X to cglasso: :datacggm for inference. cglasso can also
apply L1 penalty on the regression coefficients for the mean (argument lambdas) and we
always set it to be 1e-6 for no penalty and the actually L1 penalty on the prevision matrix
A was passed to rhos, due to naming difference. The diagonal terms for the precision

matrix were penalized and all other arguments were set as default.

3.5.4 Model selection ()

Let £, be the log likelihood (Equation D for the multivariate Gaussian distribution
with precision matrix () with given A. Let k be the total number of parameters in
the model, p be the number of variables, |E| be the number of inferred edges (non-zero
entries in the upper triangle of 2. Likelihood-based criteria used for model selection are

calculated by following formulas:

o Akaike Information Criterion:

AIC =L, — k

e Bayesian Information Criterion:

BIC = £, — 0.5k log(n)

e Extended Bayesian Information Criterion by Foygel and Dorton [76]:

EBIC-FD = £, — 0.5k log(n) — 2k log(p)
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e Extended Bayesian Information Criterion used in [71]:

. ~1)/2
EBIC-PLN = £, — 0.5k log(n) — 0.5|€|log n — 0.5 log (p(p £l )/ )

(:1) is the number of options to choose m elements from n elements.

In our implementation, AIC, BIC, EBIC-FD were calculated using cglasso: :AIC,
cglasso: :BIC with default arguments suggested in https://cran.r-project.org/web/
packages/cglasso/cglasso.pdf and multiplied the criteria scores by 0.5 to convert the
values according to formulas above. EBIC-PLN is calculated directly using the formula
above.

K-fold cross validation was implemented using customized R (3.6.3) scripts. K-fold
cross validation splits the data into K random folds. For each K-1 data fold, a model is
fitted and evaluated on the holdout test set by the log likelihood of fitted Gaussian. K
experiments are repeated using each one of the K folds as the holdout set. The A value
maximizes the mean log likelihood on the test sets across K fitted models was selected.
For K-fold stratified CV, splits are created by keeping the ratio of strata (different sample
types) in each fold. In this work, we performed 5-fold CV stratified on the sample types.

Stability Approach to Regularization Selection (stARS) was also implemented in R
(3.6.3), following Liu et. al. [77]. 80% of data are randomly sampled for a given number
of times (100 in our experiments), and for each subsample, CLR-cGGM models are fitted
with a series of A values. For each A\, 100 graphs are inferred from sample repeats, and
the fraction of graphs contain a edge between Node i and Node j is §;;. The stability

of a edge is calculated as &;;(1 — &;;) and the stability of graphs inferred using a choice

of Ais 1 — 421§<—J§p£23
p(p—1)

recommended in [69,71,77]), the smallest A value that has stability above the threshold

Given a desired stability for graph inference (usually 0.9, as

is selected.
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3.5.5 Post-hoc edge filtering

Post-hoc edge filtering was applied by removing the edges with weight (conditional
correlation w;;) less than a threshold (7). 7 was determined using 5-fold stratified cross
validation on multiple linear regression on the filtered graphs, following the method
proposed in [78]. Let G, , be the filtered graph with edges inferred from CLR-cGGM with

A and edges with |w;;| < 7 were removed. A multiple regression on graph G ;:

Yij = Bjo + Bjtli + Bjellip + - -+ + Bjx ik + Z by (3.9)
1eNe(j)

fori=1,2,...,Nand j=1,2,...,p

where y;; is the response variable that the CLR transformed abundance of OTU j in
sample 7, Bjo, Bj1, ..., Bjk are the regression coefficients for K sample types for OTU j
on the mean of the Gaussian, I;1, ;5, ..., I;x are the indicator functions on sample ¢ and
sample type k that is 1 if sample ¢ belongs to sample type k and is 0 if not. Ne(j) is a
set of neighbor nodes connecting to OTU j in graph G ;, b;; is the regression coefficient
for the abundance of neighbor node [ (y;). The multiple regression guided by the graph
structure is performed on nodes and a 7 value minimized the sum of squared errors (SSE)
on the test sets in 5H-fold stratified CV is selected. The method was implemented in a

customized R (3.6.3) script.

3.5.6 Graph analysis

Analysis of inferred graph were performed in Python (3.8) using NetworkX for node
degree and betweenness centrality. Edge weights were not included when calculating
the centralities. The Louvain clustering was performed using CD1ib (0.2.4). The final
correlation network was visualized using Cytoscape (3.8.2) with Boundary Layout (http:
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In this dissertation, I focused on analyzing the computational challenges in utilizing
HTS data from experimental or clinical studies to understand complex chemical or bio-
logical systems, and developing solutions to more robustly quantify the biochemical or
statistical properties of interests. Despite being exploratory, these works provided the
knowledge on the practicality of these computational models on real-world datasets and
critical factors to consider when analyzing similar data.

In the work of Chapter [2, we investigated the utility of a massively paralleled assay
called k-Seq that can quantify the kinetic properties for 10° different ribozymes. Com-
pared to conventional kinetic experiments, k-Seq can achieve unprecedented throughput
but are compromised on the fitting quality for some of the sequences due to either their
lower abundance in the pool and consequently the higher error rate in the measurement,
or the experimental conditions not being optimal for these sequences. Thus, robust
quantification on the fitting quality for individual sequences is particularly important in
reporting the results with confidence from k-Seq type of studies. The proposed boot-
strapping process takes the advantages of the sampling noise and estimates a joint distri-
bution of fitting optima, providing richer information on the fitting quality for individual
sequences. Using this method, we were able to study the effect of critical parameters
on the utility of £-Seq, and how to improved the coverage of sequences with desired fit-
ting quality. These theoretical and practical guidance can help the future practitioners
to better design and optimize the k-Seq type experiments and maximize the benefits of
using HT'S for quantification.

In the work of Chapter 3] we investigated the means of using Gaussian graphical mod-
els (GGM) to construct the correlation network between microbes, from a metagenomic
dataset of our clinical study on the skin microbiome. We integrated three modifications
on GGM to account for the special structure of data and proposed CLR-cGGM for the

multi-domain compositional data with experimental covariates. Given the noisy clinical
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data with small sample size, we applied a stringent two-step model selection process to
regularize the results from the model. We were able to construct a sparse network repre-
senting the conditional correlations between the bacteria and viruses in the microbiome.
We used graph analytical tools to identify key structural characteristics on the network

and assessed the biological relevance for these structures.
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100
Region (min‘klM_l) A (minl?f\M_l)
1 2 3 1 N/A 10'<Aa<1 107 <kA <1
2 N/A 107'<A<1 1 <kA < 10!
10

<
<] 1
= 3 k<10 107'<A<1 kA > 1
4 N/A 102<A<107" 107'<kA< 1
4 5 6
5 N/A 102<A<107! 1<kA<10!
102 6 k< 10 102<A<107! kA>1
10-1 100 101 102 108
True k

Figure A.1: Tllustration of the 6 regions selected to sample sequences and their fitting
values from simulated reacted fraction dataset, with the boundary values for true k,
A and kA indicated in the table (N/A = not applicable). Example sequences from

these regions are in Figure
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Figure A.2: Selected fitting results from Region 1 in simulated reacted fraction dataset
with different relative error. Each curve plot shows the simulated reacted fraction
(in triplicates) at various initial BYO concentrations (orange crosses), fitting curves
from point estimation (blue line), and fitting curves from 20 repeated fitting or 20
bootstrapped samples (grey lines); fitted k, A values for the curves are shown in
the corresponding heatmap (red crosses) under each curve plot. For visual guidance,
background color of the heatmap indicates the relative values of mean squared error
(normalized in each plot; blue to yellow is lower to higher error) over the parameter
space given the data. The white dashed line marks kA = Imin~'M~'. An ideal
fitting result would have converged fitting optima and is both numerically stable
(from repeated fitting) and robust to noise (from bootstrapping). A large variance
along the line of kA = constant indicates the model is not identifiable, i.e., k and A
cannot be separately estimated. (react. frac. = reacted fraction.)
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Figure A.3: Selected fitting results from Region 2 in simulated reacted fraction dataset
with different relative error. Each curve plot shows the simulated reacted fraction
(in triplicates) at various initial BYO concentrations (orange crosses), fitting curves
from point estimation (blue line), and fitting curves from 20 repeated fitting or 20
bootstrapped samples (grey lines); fitted k, A values for the curves are shown in
the corresponding heatmap (red crosses) under each curve plot. For visual guidance,
background color of the heatmap indicates the relative values of mean squared error
(normalized in each plot; blue to yellow is lower to higher error) over the parameter
space given the data. The white dashed line marks kA = Imin 'M~!. An ideal
fitting result would have converged fitting optima and is both numerically stable
(from repeated fitting) and robust to noise (from bootstrapping). A large variance
along the line of kA = constant indicates the model is not identifiable, i.e., k and A
cannot be separately estimated. (react. frac. = reacted fraction.)
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Figure A.4: Selected fitting results from Region 3 in simulated reacted fraction dataset
with different relative error. Each curve plot shows the simulated reacted fraction
(in triplicates) at various initial BYO concentrations (orange crosses), fitting curves
from point estimation (blue line), and fitting curves from 20 repeated fitting or 20
bootstrapped samples (grey lines); fitted k, A values for the curves are shown in
the corresponding heatmap (red crosses) under each curve plot. For visual guidance,
background color of the heatmap indicates the relative values of mean squared error
(normalized in each plot; blue to yellow is lower to higher error) over the parameter
space given the data. The white dashed line marks kA = Imin~'M~'. An ideal
fitting result would have converged fitting optima and is both numerically stable
(from repeated fitting) and robust to noise (from bootstrapping). A large variance
along the line of kA = constant indicates the model is not identifiable, i.e., & and A
cannot be separately estimated. (react. frac. = reacted fraction.)
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Figure A.5: Selected fitting results from Region 4 in simulated reacted fraction dataset
with different relative error. Each curve plot shows the simulated reacted fraction
(in triplicates) at various initial BYO concentrations (orange crosses), fitting curves
from point estimation (blue line), and fitting curves from 20 repeated fitting or 20
bootstrapped samples (grey lines); fitted k, A values for the curves are shown in
the corresponding heatmap (red crosses) under each curve plot. For visual guidance,
background color of the heatmap indicates the relative values of mean squared error
(normalized in each plot; blue to yellow is lower to higher error) over the parameter
space given the data. The white dashed line marks kA = Imin~'!M~!. An ideal
fitting result would have converged fitting optima and is both numerically stable
(from repeated fitting) and robust to noise (from bootstrapping). A large variance
along the line of kA = constant indicates the model is not identifiable, i.e., kK and A
cannot be separately estimated. (react. frac. = reacted fraction.)
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Figure A.6: Selected fitting results from Region 5 in simulated reacted fraction dataset
with different relative error. Each curve plot shows the simulated reacted fraction
(in triplicates) at various initial BYO concentrations (orange crosses), fitting curves
from point estimation (blue line), and fitting curves from 20 repeated fitting or 20
bootstrapped samples (grey lines); fitted k, A values for the curves are shown in
the corresponding heatmap (red crosses) under each curve plot. For visual guidance,
background color of the heatmap indicates the relative values of mean squared error
(normalized in each plot; blue to yellow is lower to higher error) over the parameter
space given the data. The white dashed line marks kA = 1min™'M~!. An ideal
fitting result would have converged fitting optima and is both numerically stable
(from repeated fitting) and robust to noise (from bootstrapping). A large variance
along the line of kA = constant indicates the model is not identifiable, i.e., k and A
cannot be separately estimated. (react. frac. = reacted fraction.)
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Figure A.7: Selected fitting results from Region 6 in simulated reacted fraction dataset
with different relative error. Each curve plot shows the simulated reacted fraction
(in triplicates) at various initial BYO concentrations (orange crosses), fitting curves
from point estimation (blue line), and fitting curves from 20 repeated fitting or 20
bootstrapped samples (grey lines); fitted k, A values for the curves are shown in
the corresponding heatmap (red crosses) under each curve plot. For visual guidance,
background color of the heatmap indicates the relative values of mean squared error
(normalized in each plot; blue to yellow is lower to higher error) over the parameter
space given the data. The white dashed line marks kA = Imin~'M~!. An ideal
fitting result would have converged fitting optima and is both numerically stable
(from repeated fitting) and robust to noise (from bootstrapping). A large variance
along the line of kA = constant indicates the model is not identifiable, i.e., k and A
cannot be separately estimated. (react. frac. = reacted fraction.)
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Method

Relative error (e)

Region 1 Region 2 Region 3 Region 4 Region 5 Region 6

Repeated fitting

0.0

N
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Table A.1: Summary of visual examination of model identifiability from repeated
fitting (no resampling) and bootstrapping. Y’ indicates regions where k and A appear
that they can be separately estimated, N’ indicates regions where they do not appear
to be separately estimable. Results from repeated fitting account for the numeric
effect from different initial values and results from bootstrapping also account for the
effect of sample noise.
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Figure A.8: Distribution of metric scores for sequences from 6 selected regions in
the simulated reacted fraction dataset, with various noise level. Histogram bars are
stacked for visibility. Both metrics o4 and «y captured the trend of model identifiability
as summarized in [A71] In contrast, AA failed to capture the difference in model
identifiability between sequences with different regions and sample noise.
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Figure A.9: Distribution of v (A) and g4 (B) for sequences with in Hamming distance
of 2 to the family centers from the variant pool k-Seq experiment. Example fitting
results are shown for sequences within each score range (labels on the left) of v (C)
and o4 (D). For explanation of (C) and (D), also see caption of Figure[A.2] Sequences
with low metric scores for both metrics showed good model identifiability while & and
A cannot be separately estimated for those with high metric scores. k and a for most
sequences up to double mutants could not be estimated separately.
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Figure A.10: Processing of sequence reads. (A) Number of raw paired-end reads
in each sample. The input sample (unreacted) had 3x of other samples for total
DNA input for sequencing. (B) Number of unique sequences and (C) percent of total
reads retained after paired-end reads joining, filtering (removal of spike-in sequence
and sequences that are not 21 nt long), and checking for analyzability (has non-zero
counts in the input pool and in at least one of the reacted samples)
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Text A.1: Theoretical design for the variant pool. We defined a sequence with d substi-
tutions (Hamming distance) compared to the wild-type sequence as a d-th order mutant.
For each variant pool (a single family) with randomized length L = 21 residues and

mutation rate 7, the fraction of a d-th order mutant in the pool is

pa=(1-n)(1)’ (A1)

The value of 1 maximizing the fraction of a single d-th order mutant satisfies ‘% = 0,
thus

n) = argmaxpy = d/L (A.2)
1

and the maximum fraction for a d-th order mutant in the variant pool is

Pamax = (1- %)H(g%)d (A.3)

We used above equation to determine the optimal 1 maximizing the fraction of a given

order of mutant in the pool. For a sample with N total reads, the expected counts for a

d-th order mutant is py/N.
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Text A.2: Effects of sequencing error in the variant pool. From Equation[A.T] the relative

abundance ratio between a d-th mutant and a (d 4 1)-th mutant is

 Pat1 n

Assuming a constant sequencing error rate & per nucleotide and considering the ef-
fect of sequencing error only by substitution, the probability that a sequence will be

misidentified as one of its one-mutation neighbors is
(1-gt (A.5)

A d-th order mutant has 3L neighbors consisting of d (d — 1)-th mutants (i.e., one of
the d mutated nucleotides reverted to the wild type), 2d d-th mutants (i.e., one of the
d mutated nucleotides changed to one of other two possible mutations), and 3(L — d)
(d + 1)-th mutants (i.e., one of the L — d wild type nucleotides mutated). Assuming the
real abundance for this d-th order mutant is 1, the (d — 1)-th mutant is ¢, and (d+ 1)-th
mutant is 1/¢. The expected observed abundance for a d-th mutant, in a variant pool

with mutation rate n and sequencing error rate £ is

pld, &) = (d6+ 2+ B(L — )/6)(1 ~ 'S + (1 &) (A6)

The fraction of abundance that originates from its neighbors due to sequencing error

18

- 3 (A7)
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Figure A.11: Expected error from single-mutation neighbor sequences due to sequenc-
ing errors, for different orders of mutants (d) and different rates of sequencing error
(€). Family centers (d = 0) are the most abundant sequences and would be least af-
fected by sequencing error. With decreased error rate, the fraction of reads resulting
from erroneous reads of neighboring sequences is decreased for each order of mutants.
The mutation rate in synthesizing the variant pool is 9%.
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Figure A.12: Change in relative abundance for mutants in the mixed variant pool
(A) and in each individual family (B - E). Most reads were within triple mutants
in the unreacted pool (~ 90%) and reacted pool (~ 95%). Activities of ribozymes
affected the abundance of sequences in the reacted pool that the abundance for more
active sequences (e.g., family centers) might increase after the reaction, affecting the
quantitation for lower abundance, lower active sequences. In Figure B-E, sequences
from other families are also classified as d > 4.
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Figure A.13: Relative standard deviation vs mean of total RNA measured in each
reacted sample triplicates using spike-in sequence or qPCR + Qubit as the absolute
quantification methods. The mean relative standard deviation for spike-in method is
0.162 and for gPCR + Qubit method is 0.176.
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Figure A.14: Fraction estimated CI-95 using bootstrap or triplicates includes true
kA values for sequences with different true kA values. Sequences were ordered by
true kA values (from large to small) and each data point represented the fraction
of CI-95 include the truth in each 25,000 consecutive sequences. While results from
bootstrapping consistently includes ~ 95% of truth in the CI-95, results from tripli-
cates underestimate the uncertainty (over-confidence), especially for sequences with
high kA values.
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Figure A.15: The relation of fold range (97.5-percentile / 2.5-percentile) did not have
a strong dependence on median kA. A decrease then plateaued trend was observed
as median kA increases. Colored by sequences’ hamming distance to the nearest peak

center
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Figure A.16: Pool evenness for enriched pool and variant pool. Pool evenness is eval-
uated by entropy efficiency (— Zf\; 1 p(i)logp(i)/log(N)) for sequences with various
minimum count thresholds in the unreacted samples. As designed, variant pool is
more even (higher entropy efficiency) than the enriched pool.

110



Supplementary Information Chapter A

A.2 Supplementary Information for Chapter 3

Bacterial OTUs Viral OTUs
Sample type | Microbial Standard Negative Control Skin Wound | Negative Control Skin Wound
# of samples | 3 6 20 40 4 20 40
Mean 158182.7 21481.5 161515.2 52443.2 | 111400.2 325907.2  407034.9
SD 141681.3 18280.3 36875.7  60966.4 | 106651.3 708023.1 515703.6
Min 70528 1714 108253 195 7446 17803 23394
25% 76454.5 7813 143464.2 11979.8 | 57111.8 55435.2  202312.2
50% 82381 19705.5 157753  35438.5 | 89459.5 142193 242536
5% 202010 32018.8 177004.8 68553.5 | 143748 267070.5 312258
Max 321639 47792 269516 322811 | 259236 3266230 2597506

Table A.2: Summary of statistics for the raw reads recovered in bacterial and viral
bioinformatic pipelines after OTU picking, categorized by different sample types. SD
= standard deviation.
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Figure A.17: Number of unique OTUs vs. total reads in each sample from the output

of OTU picking pipelines.

112



Supplementary Information Chapter A

[1 Remove contaminants
[ Remove contaminants and eukaryotic viruses

N o o
IS o )
T T T

.

Fraction of reads preserved

o
V)
T

0.0

Wound Skin

Figure A.18: Fraction of reads preserved after removing putative viral contaminants
and eukaryotic viruses.
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Figure A.19: Prevalence filter for aggregated OTUs. (A) Most of the bacterial and
viral OTUs were only detected in a small number of samples and and low relative
abundance in the samples. By applying the prevalence filter (removing the OTUs only
detected in skin or wound samples, or OTUs only detected in < 80% (16) of patients,
most of the low abundant and non-prevlend OTUs were removed. (B) Removing these
OTUs does not change the total number of reads for most of samples (> 50% of reads
preserved), (C) excepting for the viral reads in sample 6C, 8C, and 13C .
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Figure A.20: Selected marginal distribution for CLR transformed abundance and
centered within wound and skin samples. (A) top OTU dimensions with highest
p-values from Shapiro-Wilk test (most normal) and (B) top OTU dimensions with
lowest p-values from Shapiro-Wilk test (least normal)
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Figure A.21: Compare the normality of the marginal distributions of the dataset. The
p-values from the d’Agostino-Pearson normality test for transformed data with differ-
ent methods were plotted against each other as (A) relative abundance vs. relative
abundance with wound and skin samples each centered on the group mean; (B) rela-
tive abundance vs. centered log transformed data with wound and skin samples each
centered on the group mean. A low p-value means the test reject the null hypothesis

that the marginal distribution is normal.
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Figure A.22: Compare the normality of the marginal distributions of the dataset. The
p-values from the Kolmogorov-Smirnov normality test for transformed data with dif-
ferent methods were plotted against each other as (A) relative abundance vs. relative
abundance with wound and skin samples each centered on the group mean; (B) rela-
tive abundance vs. centered log transformed data with wound and skin samples each
centered on the group mean. A low p-value means the test reject the null hypothesis

that the marginal distribution is normal.
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Figure A.23: Marginal distributions of CLR transformed and centered (in each sample
type) abundance for each pair of the nodes from the top (A) positive edges and (B)

negative edges.
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Cluster Cluster Edge density Fraction of posi-
size tive correlations
Cluster 0 18 0.169935 1.000
Cluster 1 14 0.175824 0.875
Cluster 2 14 0.153846 1.000
Cluster 3 13 0.243590 1.000
Cluster 4 9 0.305556 1.000
Cluster 5 8 0.285714 1.000
Cluster 6 5 0.400000 1.000
Cluster 7 3 0.666667 1.000
Cluster 8 3 0.666667 1.000

Table A.3: Basic statistics of Clusters identified from the skin microbiome dataset.

Cluster size is the number of nodes in the cluster.
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Table A.4: Table of OTUs in the filtered dataset with two groupings. Group is the
topological group identified from Louvain using both positive and negative edges;
Cluster is the group identified from Louvain using only positive edges, OTUs in the
sample Cluster are mostly positively correlated.
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