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Behavioral/Cognitive

Hierarchical Gradients of Encoded Spatial and Sensory
Information in the Neocortex Are Attenuated by Dorsal
Hippocampal Lesions

Aubrey M. Demchuk,1 Ingrid M. Esteves,1 HaoRan Chang,1 Jianjun Sun,2 and Bruce L. McNaughton1,3
1Canadian Centre for Behavioural Neuroscience, Department of Neuroscience, University of Lethbridge, Lethbridge, Alberta T1K 3M4, Canada,
2Hotchkiss Brain Institute, University of Calgary Foothills, Calgary, Alberta T2N 4N1, Canada, and 3Department of Neurobiology and Behaviour,
University of California, Irvine, Irvine, California 92697

During navigation, the neocortex actively integrates learned spatial context with current sensory experience to guide behaviors.
However, the relative encoding of spatial and sensorimotor information among cortical cells, and whether hippocampal feedback
continues to modify these properties after learning, remains poorly understood. Thus, two-photon microscopy of male and female
Thy1-GCaMP6s mice was used to longitudinally image neurons spanning superficial retrosplenial cortex and layers II–Va of primary
and secondary motor cortices before and after bilateral dorsal hippocampal lesions. During behavior on a familiar cued treadmill,
the locations of two obstacles were interchanged to decouple place-tuning from cue-tuning among position-correlated cells with
fields at those locations. Subpopulations of place and cue cells each formed interareal gradients such that higher-level cortical regions
exhibited higher fractions of place cells, whereas lower-level regions exhibited higher fractions of cue cells. Position-correlated cells
in the motor cortex also formed translaminar gradients; more superficial cells were more likely to exhibit fields and were more
sparsely and precisely tuned than deeper cells. After dorsal hippocampal lesions, a neural representation of the learned environment
persisted, but retrosplenial cortex exhibited significantly increased cue-tuning, and, in motor cortices, both position-correlated cell
recruitment and population activity at the unstable obstacle locations became more homogeneously elevated across laminae.
Altogether, these results support that the hippocampus continues to modulate cortical responses in familiar environments, and
the relative impact of descending feedback obeys hierarchical interareal and interlaminar gradients opposite to the flow of ascending
sensory inputs.

Key words: cortical layers; motor cortex; place cells; retrosplenial cortex; top–down feedback; two-photon calcium imaging

Significance Statement

During learning, the hippocampus imparts spatial context to memory representations throughout the superficial neocortex.
However, the postlearning role of the hippocampus has not been well defined. The current results support that, during nav-
igation of a familiar environment, the hippocampus continues to link unreliable sensory attributes to a stable contextual
framework, effectively updating the learned model of the environment. The results are also consistent with descending
suppression of sensory-evoked activity during behavior, which varied in strength according to hierarchical proximity to
the hippocampus. This effect was abolished by bilateral lesions of the dorsal hippocampus, supporting that the hippocampus
plays an ongoing role in propagating context-dependent predictions throughout the cortical hierarchy, a core hypothesis of
the predictive coding theoretical framework.
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Introduction
Fluid spatial navigation relies on an internal representation of
space to accurately plan locomotor trajectories, as well as active
sensory perception to guide appropriate behavior and flexibly
adapt to unexpected perturbations. Hence, as an animal navi-
gates an environment, the neocortex must actively integrate pre-
viously learned spatial context with current experience. The
integration of diverse feedforward (“bottom–up”) and feedback
(“top–down”) inputs is supported by both regional and laminar
organizational hierarchies (Felleman and Van Essen, 1991;
Douglas and Martin, 2004; Schwindel and McNaughton, 2011).
In brief, unimodal sensory inputs—first relayed by the thalamus
to the granular layer of lower-level primary cortices—are cross-
modally integrated in higher-level association cortices. This
highly processed information ultimately converges on the hippo-
campus, which possesses an abundance of activity-modifiable
synapses that can support rapid associative learning
(Monaghan and Cotman, 1985; Moriyoshi et al., 1991; Brose
et al., 1993). Thus, at the apex of the cortical hierarchy, hippo-
campal output can link together the diverse attributes of experi-
ence, distributed widely throughout the cortex, within a unique
contextual framework (Nadel and Willner, 1980; Teyler and
DiScenna, 1986).

The hippocampal code is proposed to facilitate the reinstate-
ment of distributed cortical traces of experience and to orches-
trate gradual changes in cortical connectivity for long-term
memory consolidation (Marr, 1971; Teyler and DiScenna,
1986; Buzsáki, 1989; Treves and Rolls, 1994; McClelland et al.,
1995; Squire and Alvarez, 1995; Takehara-Nishiuchi and
McNaughton, 2008). During subsequent slow-wave sleep or
quiet wakefulness, the sequences of neural activity that occurred
during awake behavior are simultaneously “replayed” in both the
hippocampus (Wilson and McNaughton, 1994; Skaggs and
McNaughton, 1996; Kudrimoti et al., 1999) and the neocortex
(Qin et al., 1997; Euston et al., 2007; Ji and Wilson, 2007;
Peyrache et al., 2009). In addition, hippocampal neuronal popu-
lations encode unexplored spatial trajectories during replay
events (Gupta et al., 2010) and possible future trajectories ahead
of behavior (Johnson and Redish, 2007; Pfeiffer and Foster,
2013), implicating the hippocampus in internal model-based
planning and higher-level cognition.

Accordingly, descending hippocampal feedback has been
shown to influence the functional properties of cortical neurons.
Akin to hippocampal place cells (O’Keefe and Dostrovsky, 1971;
O’Keefe, 1976; Wilson and McNaughton, 1993), large fractions
of cells in the superficial retrosplenial cortex (RSC), primary
motor cortex (M1), secondary motor cortex (M2), primary
somatosensory cortex (S1), posterior parietal cortex, medial pre-
frontal cortex, and primary visual cortex (V1) exhibit position-
correlated activity during navigation (Fujisawa et al., 2008;
Mao et al., 2017; Saleem et al., 2018; Zielinski et al., 2019;
Esteves et al., 2021; Gianatti et al., 2023). The emergence of
spatially uniform representations of novel environments in the
cortex was recently shown to be impeded by bilateral lesions of
the hippocampus (Mao et al., 2018; Esteves et al., 2021).
Nevertheless, cortical spatial representations of familiar environ-
ments largely survive such lesions, a defining characteristic of
memory consolidation (Esteves et al., 2023). However, the rela-
tive encoding of the spatial context versus the sensory content
of experience, and whether the hippocampus continues to
modulate the properties of position-correlated cortical cells in
familiar environments, remains poorly understood.

To disentangle the relative contributions of learned spatial
context (descending “where” information) versus current sen-
sory experience (ascending “what” information) to the activity
of cortical cells, neural activity was assessed in dysgranular
RSC, posteromedial M2, and forelimb M1 during mouse beha-
vior in a familiar, cued treadmill environment. Together, these
regions constitute a spatiomotor network that adheres to con-
served interareal pathways of feedforward (M1→M2→RSC)
and feedback (RSC→M2→M1) information flow in the cortex
(Ueta et al., 2014; Yamawaki et al., 2016). By interchanging the
location of two salient cues, sensorimotor activity could be disso-
ciated from global location-specific activity, enabling quantifica-
tion and characterization of place- and cue-tuned cells
throughout the cortical hierarchy. The experimental paradigm
was then replicated after bilateral sham or dorsal hippocampal
lesions to assess any continued influence of descending feedback
from the hippocampus over spatial or cue-based representations
of a familiar environment.

Materials and Methods
Animals
A total of 19 adult hemizygous C57BL/6J-Tg(Thy1-GCaMP6s)
GP4.3Dkim/J (“Thy1-GCaMP6s”; Jackson Laboratory; RRID, IMSR_
JAX:024275) mice were used: 11 males and 8 females (with initial crani-
otomies completed by 3–4 months of age). Of those 19 mice, 3 (two
males and one female) were implanted with a hollow cylinder to enable
imaging of the CA1 subregion of the hippocampus. Sixteen mice (nine
males and seven females) received a typical cranial window for imaging
of cortical regions. Of those latter 16 mice, 10 (six males and four
females) received excitotoxic lesions of the dorsal hippocampus, and 6
(three males and three females) received sham lesions after training
and prelesion imaging. Age-matched littermates were split equally
between the sham and lesion groups and balanced by sex when possible.
Following the initial cranial window surgery, mice were housed individ-
ually in standard, plastic rodent cages under constant humidity, temper-
ature, and a 12 h light/dark cycle. Mice were experimentally manipulated
during the light cycle, and both with food and water were available
ad libitum throughout the experiment. All procedures were performed
in accordance with the Canadian Council on Animal Care guidelines
and following protocols approved by the Institutional Animal Care
and Use Committee at the University of Lethbridge.

Surgical procedures
Cylinder or cranial window implantation. Before surgery, mice

were administered buprenorphine (0.05 mg/kg, s.c.), dexamethasone
(2 mg/kg, i.m.), and 0.5 ml of dextrose 5% in water (D5W) with atropine
(0.06 mg/kg, s.c.). Mice were then anesthetized with 1.5% isoflurane and
immobilized in a stereotaxic frame with body temperature maintained at
37°C by a regulated heating pad. Lidocaine (0.5%, 7 mg/kg, s.c.) was
injected under the skin at the incision site. Once the skull was exposed,
a custom-made titanium headplate was fixed to the skull using adhesive
cement (Metabond, Parkell) and dental acrylic (Jet Tooth Shade Powder
and Liquid, Lang Dental Manufacturing).

For imaging of cortical regions, 16 mice were implanted with a
standard cranial window. After implantation of the headplate, a bilateral
craniotomy, 4 mm in diameter, was performed above the dorsal cortex
(centered at the bregma; AP and ML, +2 to −2 mm). Three layers of
coverslips (affixed with optical adhesive; NOA71, Norland) were
implanted over the craniotomy and attached to the skull with Vetbond
(3M). Of the 10 mice in the hippocampal lesion group, 5 were concur-
rently implanted with both the headplate and the cranial window to
enable presurgery imaging (and the coordinates for the bregma were
marked on the dental acrylic surrounding the window). However, due
to the possibility of cortical distortion interrupting the targeting
precision of injections for the lesion surgery, the remaining five mice
were initially implanted with a headplate for training and prelesion
familiarization with the experimental paradigm, but the cranial window
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implantation procedures were postponed and completed with the
lesion surgery.

For imaging of CA1, a separate cohort of three mice was implanted
with hollow cylinders that afforded unilateral imaging of dorsal CA1.
After implantation of the headplate, a 3 mm craniotomy was performed
above the right hippocampus (centered at AP, −2.5 mm; ML, −1.5 mm).
The cortical tissue was aspirated to a depth of 1 mm, and a hollow glass
cylinder (1.5 mm long and 3 mm in diameter) capped with a 3 mm cov-
erslip (affixed with optical adhesive; NOA71, Norland) was inserted until
the coverslip touched the exposed cortical white matter. The cylinder was
then attached to the skull with Vetbond (3M).

Following implantation of the cylinder or cranial window, dental
acrylic was used to create a well around the imaging window, and a rub-
ber O-ring was fixed to the outer edge of the headplate to help retain
water during immersion of an objective lens. Mice received injections
of meloxicam (Metacam, 1.0 mg/kg, s.c.) and enrofloxacin (Baytril,
10 mg/kg, s.c.) postoperatively and once daily for an additional 3 d fol-
lowing the surgery. Mice were allowed to recover for a minimum of
2 weeks before behavioral training and two-photon microscopy.

Hippocampal excitotoxic and sham lesions. Before surgery, mice were
administered phenobarbital (30 mg/kg, i.p.), meloxicam (Metacam,
1 mg/kg, s.c.), dexamethasone (2 mg/kg, i.m.), and 0.5 ml of D5W with
atropine (0.06 mg/kg, s.c.). Mice were then anesthetized with 1–1.5%
isoflurane and immobilized in a stereotaxic frame with body temperature
maintained at 37°C by a regulated heating pad. A dental drill was used to
create four small holes (two per hemisphere) in the dental adhesive sur-
rounding the craniotomy and the skull for injection sites targeting the
dorsal hippocampal formation (AP, −2.3 mm; ML, ±1.5 mm; DV,
1.8 mm; and AP, −3.2 mm; ML, ±2.5 mm; DV, 2.0 mm; locations of
injection sites shown in Fig. 1A). Eight pulses (9.2 nl/pulse for a total
of 73.6 nl) of 15 mg/ml N-methyl-D-aspartate (NMDA; Sigma-Aldrich)
in 1X phosphate–buffered saline (PBS) were then injected at each site
with a Nanoject II autonanoliter injector (Drummond Scientific) and a
beveled micropipette (20–30 µm tip diameter) with an interpulse interval
of 15 s. For sham lesions, the micropipette was loaded and inserted into
the hippocampus at the injection sites, but no pulses were administered.
The injection sites were subsequently closed with dental adhesive, and
diazepam (5 mg/kg, i.p.) was administered to both sham and lesion ani-
mals to prevent seizures. Mice also received injections of meloxicam
(Metacam, 1 mg/kg, s.c.) and enrofloxacin (Baytril, 10 mg/kg, s.c.) post-
operatively and once daily for an additional 3 d following the surgery.
Mice were allowed to recover for a minimum of 21 d to allow sufficient
time for NMDA to exert its excitotoxic effects.

Behaviour
Training. During the first 3 d of training, head-fixed mice were accli-

matized to a mild, aversive air stimulus and trained to run on a nonmo-
torized treadmill in response to it (Fig. 1A). An automated solenoid
valve-based system was used to direct a continuous air stream from a reg-
ulated compressed air supply toward the rump of the mice (Inayat et al.,
2023). During these first three training sessions, progressively longer
running distances were required to trigger cessation of the air stimulus,
at which point the mice could move freely on the belt without the air
stimulus for 15 s. After the initial 3 d, the air stimulus duration was
increased such that mice had to run one complete lap of the belt
(150 cm) to trigger cessation of the air stimulus, at which point a brake
was applied to prevent movement during the 15 s intertrial interval. This
brake point occurred whenever a photoelectric sensor (Omron) was trig-
gered by a reflective tape attached on the opposite side of the belt and
coincided with delivery of a ∼1 µl strawberry-flavored milk reward dis-
pensed by a solenoid pinch valve (Bio-Chem). A custom-designed circuit
and microcontroller (Arduino Uno, Farnell) were used to control reward
delivery, as well as the air stimulus onset and offset. Mice were trained
daily for a minimum of 2 weeks and until they consistently ran for
20 min (the duration of a typical imaging session).

The treadmill belt—used for both training and subsequent experi-
ments—was constructed with a 150 cm length of Velcro (Country
Brook) and included two static visuotactile cues, hot glue circles and

reflective tape strips, as well as two separate but identical squares of
treadmill material that both joined the ends of the belt andmarked where
two obstacles would later be attached during experiments (Fig. 1B, “static
cues only”). Two polyamide wheels (10 cm in diameter) were used to
guide the circular treadmill belt, and an optical encoder (Avago
Technologies) attached to the wheel shaft was used to monitor the belt
movement during behavior.

Experimental paradigm. One region of interest (dorsal CA1, anterior
RSC, posteromedial M2, or forelimb M1; Fig. 1A) was imaged for
∼20 min per day for 10 consecutive days (Fig. 1B, “experimental para-
digm”). For each region of each mouse, the sampled hemisphere was
preferentially determined by the clarity of cells (i.e., the hemisphere least
obscured by blood vessels or bone regrowth was selected), and the loca-
tion of the imaging window was kept constant across days. On Days 1–2
and 9–10, mice ran on the familiar treadmill belt used during training
(Fig. 1B, “static cues only”). On Days 3 and 8, two additional obstacles
—rough Velcro strips (Obstacle A) and a soft block-like barrier (obstacle
B)—were added in orientations A/B and B/A, respectively, but remained
static throughout these imaging sessions. During Days 4–7, obstacles A
and B were added in a pseudorandom order to the treadmill belt, and
their positions were interchanged midway through the session (Fig. 1B,
“added obstacles”). As during training, mice had to run one complete
lap of the belt to trigger cessation of the air stimulus, at which time the
brake was applied, a milk reward was delivered, and there was a 15 s
intertrial rest interval. Mice were given a minimum of 3 d of rest after
completion of the 10 d paradigm before another cortical region was
imaged using the same methods. The order that each region of interest
was imaged was varied across mice. The aforementioned protocol was
then repeated for each region of interest after bilateral sham or dorsal
hippocampal lesions.

Two-photon microscopy
Images were acquired using a Thorlabs Bergamo II multiphoton micro-
scope. A Ti:sapphire femtosecond pulsed laser (Coherent Chamelion
Ultra II)—tuned to an excitatory wavelength of 920 nm—was passed
through a 16× water immersion objective (Nikon; NA, 0.8; 80–120 mW
output power measured at the sample). Using a galvo-resonant scanner
and a piezoelectric oscillator, 12 836 µm×418 µm planes, each separated
in the z-dimension by 35 µm and spanning a total depth of 385 µm across
Layers II–V of the cortex, were sequentially acquired (Fig. 1C). Emitted
signals were amplified using a GaAsP photomultiplier tube
(Hamamatsu Photonics), and each frame was digitized to a resolution
of 384× 192 pixels at a sampling rate of 5 Hz. For dorsal CA1, the
galvo-resonant scanner was used to acquire a single 835 µm× 835 µm
plane, which was digitized to a resolution of 800× 800 pixels at a sampling
rate of 19 Hz. Photosensor and rotation encoder signals were acquired
and synchronized with imaging data using a data acquisition system
(Axon Instruments Digidata 1322A) and Clampex software (Axon
Instruments). During imaging, a strip of Velcro was wrapped around
the body of the objective and lowered to the level of the cranial window
to block ambient light.

Histology
During sacrifice, mice were deeply anesthetized with an intraperitoneal
injection of sodium pentobarbital (1,000 mg/kg) and perfused transcar-
dially with 1X PBS and 4% paraformaldehyde (PFA; Sigma-Aldrich).
Following fixation, brains were extracted, postfixed overnight in 4%
PFA, and subsequently cryoprotected in 30% sucrose in 1X PBS with
0.02% sodium azide. Coronal sections (40 µm) were prepared using a
sliding microtome (Model 860; American Optical Instrument).
Sections were collected in 1X PBS, manually mounted on Superfrost
Plus slides (Thermo Fisher Scientific), and dried before coverslipping
with VECTASHIELD Antifade Mounting Medium (Vector
Laboratories).

A NanoZoomer (Hamamatsu Photonics) scanning microscope was
then used to acquire images of all coronal sections. For both sham and
lesion mice, the area of the intact hippocampus and subiculum in each
hemisphere of each section was measured using the freehand region
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drawing tool in the NDP.view2 image viewing software (Version 2.3.1;
Hamamatsu Photonics). The total volume of the intact hippocampus
and subiculum per hemisphere was then calculated by multiplying the
observed area in each section by the section thickness (40 µm) and sum-
ming the resulting volumes across all sections. Mice with dorsal lesions
that comprised <50% of the total mean volume of intact (sham) hippo-
campi (including dorsal and ventral regions) were excluded from postle-
sion analyses (Fig. 1D).

Image processing and analysis
Suite2p was used for automated image registration, cellular ROI detec-
tion, and activity extraction (Pachitariu et al., 2016). For all datasets,
the most superficial two planes and all flyback frames were excluded
from analyses. For each brain region of each animal, both the reference
images from each movie and all automatically detected cellular ROIs
were registered across all experimental days, and raw activity traces
were concatenated. For imaging frames that could be accurately aligned
before and after the lesion surgeries, reference images and cellular ROIs
were registered across all presurgery and postsurgery days. Among all
automatically detected cellular ROIs, those that fell below a 50% proba-
bility of being a cell (relative to the classifier) were excluded. The remain-
ing cellular ROIs were then manually assessed by one researcher, blind to
the treatment group, to exclude cell bodies that were duplicated, incom-
pletely segmented, or whose raw activity trace did not exhibit distinct cal-
cium fluorescence peaks that were greater in magnitude than the baseline
signal.

Raw fluorescence traces were extracted for each cellular ROI by aver-
aging the fluorescence of all pixels within the ROI and subtracting the
neuropil and baseline signals as in Esteves et al. (2023). Briefly, to deter-
mine neuropil contamination, each ROI mask was dilated by 8 pixels,
and the original ROI mask, dilated by 1 pixel, was subtracted. The raw
neuropil fluorescence was calculated as the mean fluorescence of the
remaining ring mask, and singular value decomposition was used to
reconstruct the timeseries of neuropil fluorescence for each ROI. For
each raw fluorescence trace (F), a rolling baseline (F0) was estimated
with a Gaussian filter (10 s width), which was then minimum and max-
imum filtered with a 60 s window. This baseline was then subtracted
from the raw fluorescence signal [(F− F0)/F0], and deconvolved spike
rates were computed from the extracted ΔF/F0 traces by a constrained
non-negative matrix factorization algorithm (Pnevmatikakis et al., 2016;
Fig. 1E). All subsequent analyses were completed using the deconvolved
activity traces (without normalization, unless otherwise specified).

Position-correlated cells were identified as previously described
(Chang et al., 2020; Esteves et al., 2021) using custom-written
MATLAB (MathWorks; version R2019a) code. Briefly, two criteria
needed to be met for a neuron to be classified as position-correlated.
First, the spatial information (SI) conveyed by a neuron about the ani-
mal’s location needed to exceed the 95th percentile of a shuffled distribu-
tion. Spatial information was computed as in Skaggs et al. (1993) as
follows:

SI =
∑N
i=1

pi
fi
f
log2

fi
f
,

where the average neuronal activity (fi) in the ith bin over the total aver-
age activity ( f ), weighted by the occupancy (pi), was evaluated over
N = 50 spatial bins (one bin, 3 cm). The null distribution of SI was
obtained by circularly shifting the timecourse vectors of neuronal activ-
ities 1,000 times by a random factor. Second, the place fields of neurons
were identified by conducting a continuous wavelet transform over the
spatial tuning curve using a Ricker (Mexican Hat) wavelet. The scales
evaluated were S= {1, 2, 3, …, 50} corresponding to the N= 50 spatial
bins. Local maxima exceeding 3 median absolute deviations from the
wavelet coefficients at the lowest scale of the transform (s = 1) were
identified as potential place fields. If a local maximum fell within the
bounds of another maximum at a higher scale (i.e., a wider place
field), the candidate with the narrower place field was discarded. The
width of a place field was restricted between 5 and 80% of the length

of the environment, and the mean activity within a place field had to
be 2.5 times higher than the activity outside of place fields. Peak activity
during individual trials must also have occurred within the place field in
at least a third of the total trials. Cells that exhibited one or more place
fields satisfying these criteria were considered to be position-correlated.

For differentiation of cue- and place-tuned cells, analyses were
restricted to position-correlated cells that had place fields within the
18 cm trailing the leading edge of each of the interchangeable obstacles.
Cue cells were defined as those position-correlated cells that exhibited
maximummean normalized activity at the position of one specific obsta-
cle across Days 3–8, regardless of its location on the track, whereas place
cells were defined as position-correlated cells that always exhibited max-
imum mean normalized activity at the same location on the track,
regardless of which obstacle was present.

Lifetime sparsity—ameasure of how diffuse the firing of an individual
neuron is in the spatial domain—was calculated as in Jung et al. (1994) as
follows:

sparsity = (
∑N

i=1 pifi)
2

∑N
i=1 pif

2
i

,

where fi is the average neuronal activity in the ith bin, weighted by the
probability of occupancy (pi), and evaluated over N= 50 spatial bins.
Sparsity ranges between 0 and 1, where smaller values indicate narrower
spatial tuning profiles (i.e., firing was more sparse).

Population activity was decoded using an independent Bayesian
decoding algorithm (Zhang et al., 1998; Mao et al., 2018; Esteves et al.,
2021, 2023). Briefly, the maximum log-posterior probability of being at
a position (x) given the population response of all imaged neurons was
estimated as follows:

max
x

l
x
n

( )
/

∑N
i=1

ni log ( fi(x))− dt
∑N
i=1

fi(x)+ log(P(x)),

where fi(x) is the mean deconvolved fluorescence trace of neuron i at
position x, ni is the timecourse vector of the ith neuron within a time
bin of length dt = 1 s, N is the number of neurons, and P(x) is the prob-
ability of occupancy at position x. To control for differences in total
detected neurons between subjects and regions, the M-out-of-N boot-
strap method (Bickel and Sakov, 2008; Yong et al., 2022) was used to esti-
mate the distribution of decoding error on a single test day (Day 8; with
added obstacles in a stable orientation), where M = 250 neurons were
sampled from N total cells with replacement. To avoid a sampling bias
that can emerge when M approaches N, six (out of 50) datasets were
excluded from these analyses because they contained <350 total detected
cells. Decoding accuracy was assessed using leave-one-out cross-
validation. Given k trials, k − 1 trials were used to calculate the likelihood
(fi(x)) and prior (P(x)) probabilities, and ni from the omitted trial was
used to evaluate the decoding error. This process was repeated for all k
trials. Decoded position was defined as the position with the highest
probability for any given time bin, and the Bayesian decoding error
was the absolute value of the difference between true position and
decoded position.

Statistical analyses were performed using MATLAB (MathWorks;
version R2019a) and GraphPad Prism (version 9.4.1). For repeated-
measure analysis of variance (ANOVA) calculations, sphericity was
not assumed, and the Geisser–Greenhouse correction was applied, if nec-
essary. The Tukey–Kramer test was used to correct for multiple compar-
isons in instances where all means from all groups were compared, and
the Dunn–Šidák correction was applied when only select subsets of the
group means were compared.

Results
Two-photon microscopy was used to longitudinally image neu-
rons from male and female genetically encoded Thy1-GCaMP6s
calcium indicator mice during running on a cued, nonmotorized
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treadmill. During active behavior, each cortical region of interest
(anterior dysgranular RSC, posteromedial M2, or forelimb M1)
was imaged for 10 consecutive days (Fig. 1A). On select days,
two added obstacles interchanged locationsmidway through beha-
vior to decouple location-specific activity from sensorimotor

activity, which enabled detection and characterization of place-
and cue-tuned cell subtypes at those locations (Fig. 1B). To enable
assessment of both superficial and deep layer cells, 10 planes were
imaged spanning layers II–Va (LII–Va) ofmotor cortices (Fig. 1C).
However, due to anatomical limitations, imaging planes were

Figure 1. Overview of the experimental paradigm and two-photon imaging of the neocortex. A, Top, Schematic diagram of a head-fixed mouse on the treadmill belt situated under a
two-photon microscope. A mild aversive air stimulus directed at the rump was used to motivate running. Bottom, Cortical regions of interest within the cranial window area and example
positions of the 417 µm × 835 µm imaging frames (red rectangles) over anterior RSC, posteromedial M2, and forelimb M1. Red dots indicate NMDA and sham injection sites.
Figure created with BioRender.com. B, The 150 cm treadmill belt had two static cues (reflective tape strips and glue circles) and two interchangeable obstacles (A, rough Velcro strips and
B, a raised block) that were added in the indicated positions during the 10 d experimental paradigm. After each complete lap, a brake was applied for 15 s, the air stimulus was turned
off, and mice received a ∼1 µl strawberry milk reward. On Days 1–2 and 9–10, mice ran on the familiar treadmill belt without added obstacles. On Days 3 and 8, the obstacles were added
in orientations A/B and B/A, respectively, but remained static throughout the imaging session. On Days 4–7, the obstacles were pseudorandomly added to the treadmill belt, and their position
was interchanged midway through the session. The same protocol was applied before and after bilateral sham or dorsal hippocampal lesion surgeries. C, Schematic depictions of the maximum
extent (shaded gray) and minimum extent (dark gray) of dorsal hippocampal lesions included in the experiment. Note that the dorsal subiculum was also lesioned. Figure adapted from the Allen
Mouse Brain Atlas (Lein et al., 2007; Allen Brain Institute for Science, 2011). D, Example maximum intensity projection z-stack from M2 spanning 10 frames from −160 to −475 µm below the
cortical surface (left) and the corresponding Suite2p-detected neurons (right). E, Raw, normalized ΔF/F0 traces (top left) and raster plot of corresponding deconvolved traces (middle left) relative
to animal position (Pos.; bottom left) of 20 example place cells detected within one imaging plane (x= 417 µm; y= 835 µm; z=−190 µm; right panel) from RSC.
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restricted to superficial layers (LII–III) of dysgranular RSC. To
examine any continued influence of the hippocampus on familiar
spatial representations, the experimental paradigm was then repli-
cated for each cortical region of interest after mice received sham
or complete, bilateral dorsal hippocampal lesions (Fig. 1D). Active
neurons were automatically detected and registered across days
(Fig. 1C), and large fractions of cortical cells were found to be
selectively tuned to precise positions within the treadmill environ-
ment, analogous to hippocampal “place cells” (Fig. 1E). For com-
parison of cortical cells with hippocampal cells, dorsal CA1 was
imaged in a separate cohort of mice according to the same exper-
imental paradigm.

Use of an aversive air stimulus improves running performance
The treadmill environment included two static somatosensory
cues, which remained in fixed positions throughout the experi-
mental timeline, and two additional obstacles that were added,
interchanged, or removed from the treadmill belt on select
days (Fig. 2A). Relative to the static cues, the added obstacles
were larger to ensure that mice made tactile contact with them
during running. However, these obstacles also made the treadmill
environment more physically demanding to traverse, which
impaired performance among mice motivated by reward alone
(Fig. 2B). Thus, as an alternative to conventional chronic water
restriction and reward-motivated behavior (Mao et al., 2017,

Figure 2. An aversive air stimulus improved running performance in physically demanding environments, and the air stimulus onset was overrepresented as a salient sensory cue. A, The
treadmill belt—used for both training and subsequent experiments—was a 150 cm length of soft Velcro that included two static visuotactile cues: hot glue circles (top left) and reflective tape
strips (bottom left). During Days 3–8 of the experimental paradigm, two obstacles were added to the belt that interchanged positions: rough Velcro strips (top right) and a soft block-like barrier
(bottom right; inset shows side view). Note that the Velcro strips were not a purely tactile cue but required a pulling motion during traversal due to friction from the barrier on the opposite side
of the belt as it passed through the open braking system. In these images, the objective lens, second headplate stabilizing bar, and the reward delivery system were removed from the apparatus
for clarity. B, Number of laps (averaged over three days) run by mice in response to an aversive air stimulus (blue) relative to reward motivation only (orange) in the presence and absence of the
added interchangeable obstacles. Error bars are SEM across mice. See Table 1 for summary of statistics. C, Distributions of place field locations across the binned length of the treadmill belt in mice
running in response to an aversive air stimulus (blue) relative to reward motivation only (orange). The air stimulus onset is located at the first binned position in the treadmill environment
(corresponding peak in place field distribution indicated by black arrowhead). Gray bars indicate positions of stable cues (light gray) and interchangeable obstacles (dark gray). Error bars are SEM
across mice.
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2018; Esteves et al., 2021, 2023), treadmill running was motivated
by a mild, aversive air stimulus. In the presence of the added
obstacles, the use of the air stimulus significantly increased the
number of trials performed relative to mice motivated by reward
alone (Fig. 2B). Consistent with other studies that employed an
aversive air stimulus (Okada et al., 2017; Inayat et al., 2023), spa-
tial resolution was increased near the location of the air stimulus
onset/offset (Fig. 2C), akin to the overrepresentation of place
fields at the locations of rewards, goals, or other salient sensory
cues (Hollup et al., 2001; Burke et al., 2011; Gauthier and
Tank, 2018; Bourboulou et al., 2019; Sato et al., 2020). Notably,
these fields were largely absent when mice were motivated by
the coincident strawberry milk reward only (Figs. 1B, 2C), sup-
porting that the air stimulus was preferentially utilized as a
salient sensory cue at this location.

Position-correlated cortical cells encode lower spatial
information than hippocampal “place” cells
Many recent studies have identified spatially tuned cortical cells,
and these have been posited to be cortical correlates of hippo-
campal place cells (Fujisawa et al., 2008; Mao et al., 2017;
Saleem et al., 2018; Zielinski et al., 2019; Esteves et al., 2021;
Gianatti et al., 2023). Accordingly, in the current study, large pro-
portions of active cells in anterior RSC, posteromedial M2, and
forelimb M1 were found to exhibit position-correlated activity,
and these cells comprised sequences that uniformly tiled the
treadmill environment (Figs. 1E, 3A–C). However, few studies
have concurrently compared the spatial characteristics of
position-correlated cortical and hippocampal cells. To address
this gap in the literature, we imaged dorsal CA1 in a small cohort
of mice (n= 3) according to the same experimental paradigm.
Notably, position-correlated cells in CA1 encoded significantly
higher spatial information (Fig. 3D) and lower lifetime sparsity
indices (Fig. 3E) relative to all examined cortical regions, which
is likely a consequence of lower out-of-field activity (Fig. 3B).
Alternatively, spatial information measures can be biased by
the slow, nonlinear rise and decay rates of fluorescence tran-
sients. While the Skaggs et al. (1993) metric has proven to be
the most robust approach to analysis of calcium imaging data,
there is an increasing error associated with slower calcium indi-
cators and cells encoding higher information (when measured in
bits/action potential; Climer and Dombeck, 2021). However, spa-
tial information saturates logarithmically, and the median fluor-
escence of cells in hippocampal CA1 was significantly lower than
that of cortical cells (Fig. 3D, inset), supporting that there was a
true difference in spatial information between hippocampal and
cortical cells. Notably, there were no significant differences across
cortical regions in the median fluorescence of all position-
correlated cells (Fig. 3D, inset) or cells without position tuning
(data not shown; see Table 1 for summary of statistics), consis-
tent with previous findings that the properties of GCaMP6s
fluorescent transients do not significantly vary across cortical
regions (Gianatti et al., 2023). Besides spatial information and
lifetime sparsity, position-correlated cell characteristics were oth-
erwise comparable across regions, including place field distribu-
tion (Fig. 3F), place field width (Fig. 3G), and the fraction of
position-correlated cells exhibiting only one place field (or, con-
versely, multiple fields; Fig. 3H). These findings suggest that neu-
ronal populations in hippocampal CA1 and cortical regions each
encode analogous representations of the environment, but
position-correlated cells in the dorsal cortex appear to be less
rigidly tuned than those in dorsal CA1. However, care should
be taken to avoid generalizing these results to the entire

hippocampal formation as the spatial properties of hippocampal
(and subicular) cells vary along the septotemporal axis (Barnes
et al., 1990; Jung et al., 1994; Kim et al., 2012).

Neocortical spatial representations of familiar environments
persist after hippocampal lesions
In mice that were introduced to a novel environment, Esteves
et al. (2021) demonstrated that bilateral hippocampal lesions
significantly decreased both the detected proportion of position-
correlated cortical cells and their encoded spatial information rel-
ative to sham controls, which was interpreted as a failure to
acquire a cortical representation of the novel spatial environ-
ment. However, in a subsequent study, Esteves et al. (2023)
reported that spatial tuning was preserved in a preoperatively
learned environment. Thus, to validate the persistence of cortical
spatial representations of a learned environment after hippocam-
pal lesions, we next quantified the general characteristics of
position-correlated cells in cortical regions before (n= 11) and
after bilateral sham (n= 5) or dorsal hippocampal lesions
(n = 4). Across cortical regions, there were no generalized effects
of lesion on the fraction of position-correlated cells recruited on
any given day (Fig. 4A), encoded spatial information (Fig. 4B),
lifetime sparsity (Fig. 4C), field distribution (Fig. 4D), field width
(Fig. 4E), or the number of fields detected per cell (Fig. 4F).
However, relative to when only the static cues were present,
the addition of the interchangeable obstacles significantly
increased spatial information (Fig. 4B) and decreased lifetime
sparsity (Fig. 4C) and median place field width (Fig. 4E) across
the position-correlated cell populations of all lesion groups.
Finally, a Bayesian decoder was used to decode mouse position
from population activity. Among presurgery mice, median
decoding error was lowest in hippocampal CA1 (M± SD across
mice, 3.20 ± 0.32 cm) and consistently increased across cortical
regions with hierarchical distance from the hippocampus (RSC,
M± SD= 5.75 ± 3.90 cm; M2, M± SD= 7.75 ± 3.90 cm; M1,
M ± SD= 9.52 ± 4.00 cm). However, the median decoding error
was not significantly different between cortical regions or lesion
groups (Fig. 5). Consistent with enhanced spatial information
and reduced place field width after addition of the interchange-
able obstacles, the decoding error was specifically reduced trail-
ing the locations of the two interchangeable obstacles across all
cortical regions and treatment groups. Taken together, these
results support that (1) spatial representations of the familiar
environment persisted after bilateral hippocampal lesions, (2)
the addition of local cues generally enhanced cortical spatial rep-
resentations of a familiar environment, and (3) the use of an aver-
sive air stimulus did not differently affect the spatial properties of
cells compared with previous studies that employed reward-
motivated running.

It is important to note, however, that there was amain effect of
the treatment group on the total number of cells detected per
mouse such that significantly fewer cortical cells were active in
mice with bilateral dorsal hippocampal lesions relative to both
presurgery and sham controls (Fig. 6A). There was substantial
uncontrolled variability in the total number of detected cells
between individual mice (and between regions within subjects)
due to differences in the extent that blood vessels, the edge of
the cranial window, or bone regrowth obscured individual
imaging frames. Nevertheless, lesioned mice exhibited a signifi-
cantly lower density of detected cells than both presurgery and
sham controls (Fig. 6B), a result that could not be explained by
gross motor deficits. Relative to presurgery and sham controls,
running performance was not impaired by complete bilateral
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dorsal hippocampal lesions as there were no significant
differences in the mean running velocity per trial or in the
mean number of trials performed over a 20 min period
(Fig. 6C). Although inactive cells were not quantified in this
study, these findings suggest that complete dorsal hippocampal
lesions may impair cortical cell recruitment during navigation

of a familiar environment. However, such a hippocampal effect
on cell recruitment has not been reported by other studies that
used comparable methods (Mao et al., 2018; Esteves et al.,
2021, 2023), and, thus, uncontrolled variability among mice
cannot be excluded as the underlying cause of this disparity
between experimental groups.

Figure 3. Comparison of presurgery position-correlated cell characteristics in hippocampal CA1 and cortical regions (RSC, M2, and M1). A, Regions of interest: dorsal CA1 of the hippocampus
(blue), anterior RSC (orange), posteromedial M2 (yellow), and hindlimb M1 (purple). Figure created with the Scalable Brain Atlas (Lein et al., 2007; Bakker et al., 2015). The dorsal position of the
imaging window above these regions is shown as a white circle (not to scale). B, Top, Position-correlated cells were pooled across mice, and a random selection of 1,500 cells was sorted by the
order of maximum mean normalized ΔF/F0 on a day with static cues only. Bottom, Pearson’s correlation matrices of sorted cells. C, Proportions of all detected cells that were classified as position
correlated. Error bars are SEM across mice. D, Median spatial information encoded by position-correlated cells. Inset shows median non-normalized ΔF/F0 across position-correlated cells. For all
boxplots, line, median; box, 25th and 75th percentiles; whiskers, minimum and maximum values; + signs, outliers. E, Median lifetime sparsity of position-correlated cells. F, Binned distributions
of place field locations across the length of the treadmill belt. Gray bars indicate positions of stable cues (light gray) and interchangeable obstacles (dark gray). Error bars are SEM across mice.
G, Median place field width of position-correlated cells. H, Fractions of position-correlated cells with one or more (2+) place fields. Error bars are SEM across mice. Note: for C–H, measures were
averaged across all presurgery experimental days for each mouse. Refer to Table 1 for a summary of statistics.
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Table 1. Summary of statistics

Figure Variable Statistical test(s) and results

Figure 2A Number of trials performed with added obstacles M± SD, air stimulus motivated, 35 ± 8 laps; reward-motivated: 20 ± 6 laps;
two-tailed t test; t(11) = 4.0505; p= 0.0019

Figure 3C Fraction of position-correlated cells (by region) One-way ANOVA, F(3,27) = 6.718; p= 0.0016;
Tukey’s test, M2 and RSC: p= 0.0016;
M2 and CA1, p= 0.0377

Figure 3D Spatial information (by region) One-way ANOVA and Tukey’s test; F(3,27) = 15.56; p< 0.0001
Figure 3D inset Median fluorescence (by region and cell tuning) Two-way repeated–measure ANOVA

Main effect of region: F(3,28) = 5.697; p= 0.0036; Dunn–Šidák test, CA1 and RSC, t(28) = 3.154; p= 0.023; CA1 and
M2, t(28) = 4.120; p= 0.0018; CA1 and M1, t(28) = 3.360; p= 0.014;
No main effect of cell tuning (position vs none), F(1,28) = 0.6803; p= 0.42

Figure 3E Lifetime sparsity (by region) One-way ANOVA, F(3,27) = 12.21; p< 0.0001;
Tukey’s test, CA1 and RSC/M2/M1, p< 0.0001

Figure 3F Place field distribution (by region) Two-sample χ2 tests and Bonferroni’s corrected α= 0.01; p= 0.02–0.45
Figure 3G Place field width (by region) One-way ANOVA, F(3,27) = 1.336; p= 0.28
Figure 3H Fraction of position-correlated cells with >1 place

field (by region)
One-way ANOVA, F(3,27) = 1.846; p= 0.11

Figure 4A Fraction of position-correlated cells (by lesion and
cues present)

Two-way repeated-measure ANOVAs
No effect of lesion: RSC, F(2,11) = 0.9978; p= 0.40; M2, F(2,17) = 0.8760; p= 0.43; M1, F(2,13) = 0.2484; p= 0.78;
No main effect of cues present: RSC, F(1,11) = 0.0917; p= 0.77; M1, F(1,13) = 1.9070; p= 0.19;
Main effect of cues present: M2, F(1,17) = 10.39; p= 0.005; Dunn–Šidák test, lesion, t(17) = 3.249; p= 0.01

Figure 4B Spatial information (by lesion and cues present) Two-way repeated–measure ANOVAs
No main effect of lesion: RSC, F(2,11) = 0.6590; p= 0.54; M2, F(2,17) = 0.1680; p= 0.85; M1, F(2,13) = 0.6660;
p = 0.53;
Main effect of cues present: RSC, F(1,11) = 145.1; p< 0.0001; M2, F(1,17) = 254.2; p< 0.0001; M1, F(1,13) = 156.6;
p < 0.0001

Figure 4C Lifetime sparsity (by lesion and cues present) Two-way repeated-measure ANOVAs
No main effect of lesion: RSC, F(2,11) = 0.4208; p= 0.67; M2, F(2,17) = 1.003; p= 0.39; M1, F(2,13) = 0.4364;
p = 0.66;
Main effect of cues present: RSC, F(1,11) = 72.39; p< 0.0001; M2, F(1,17) = 158.8; p< 0.0001; M1, F(1,13) = 157.2;
p < 0.0001

Figure 4D Place field distribution (by lesion) Two-sample χ2 tests, RSC, p= 0.08–0.39; M2, p= 0.29–0.34; M1, p= 0.08–0.33
Figure 4E Place field width (by lesion and cues present) Two-way repeated–measure ANOVAs

No main effect of lesion: RSC, F(2,11) = 0.7071; p= 0.51; M2, F(2,17) = 0.1246; p= 0.88; M1, F(2,13) = 0.7417;
p = 0.50;
Main effect of cues present: RSC, F(1,11) = 39.43; p< 0.0001; M2, F(1,17) = 17.13; p= 0.0007; M1, F(1,13) = 52.74;
p < 0.0001

Figure 4F Fraction of position-correlated cells with >1 place
field (by region and lesion)

Two-way ANOVA
No main effect of region: F(2,41) = 1.166; p= 0.3218;
Main effect of lesion: F(2,41) = 4.828; p= 0.01;
Tukey’s test, RSC, p= 0.25–0.85; M2, p= 0.35–0.99; M1, 0.14–0.83

Figure 5A Bayesian decoding error (by region and lesion) M± SD, CA1, 3.20 ± 0.32 cm; RSC, 5.75 ± 3.90 cm; M2, 7.75 ± 3.90 cm, M1, 9.52 ± 4.00 cm;
Two-way ANOVA
No main effect of region: F(2,35) = 1.4250; p= 0.25
No main effect of lesion: F(2,35) = 1.9640; p= 0.16

Figure 6A Total detected cells (by lesion) One-way ANOVA, F(2,47) = 6.963; p= 0.0022
Figure 6B Distance between detected cells and nearest 3

neighbors (by lesion)
One-way ANOVA, F(2,47) = 17.95; p< 0.0001;
Tukey’s test, lesion, and presurgery, p< 0.0001; lesion and sham, p= 0.0002

Figure 6C Running velocity per trial (by lesion) One-way ANOVA, F(2,17) = 0.1542; p= 0.86
Figure 6C inset Number of trials performed per ∼20 min (by

lesion)
One-way ANOVA, F(2,17) = 0.3244; p= 0.68

Figure 8B Mean non-normalized peak activity before and
after cue-swaps
(Note: peak activities of individual example cells
are shown; statistics compare population means
across mice)

Paired two-tailed t tests
Place cells, t(27) = 5.6865; p< 0.0001;
Cue cells, t(27) = 0.4653; p= 0.65;
Place cells at nonpreferred obstacle location (relative to baseline), t(27) = 6.5169; p< 0.0001;
Cue cells at nonpreferred obstacle (relative to baseline), t(27) = 5.1182; p< 0.0001

Figure 9A Fraction of cue cells at obstacle locations (by
region)

One-way ANOVA, F(2,25) = 31.67; p< 0.0001;
Tukey’s test, M1 and M2, p= 0.0029; M1 and RSC, p< 0.0001; M2 and RSC, p= 0.0002;
Data not shown: CA1 and RSC, two-tailed t test, t(9) = 1.1; p= 0.30

Figure 9B Spatial information of place or cue cells (by region) One-way ANOVAs
Place cells, F(2,25) = 2.846; p= 0.08;
Cue cells, F(2,25) = 6.385; p= 0.0058; Tukey’s test, RSC and M2, p= 0.0366; RSC and M1, p= 0.0052

Figure 9C Lifetime sparsity of place or cue cells (by region) One-way ANOVAs
Place cells, F(2,25) = 1.055; p= 0.36;
Cue cells, F(2,25) = 4.046; p= 0.03; Tukey’s test, RSC and M2, p= 0.14; RSC and M1, p= 0.0257

(Table continues.)
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Table 1. Continued

Figure Variable Statistical test(s) and results

Figure 9D Fraction of place or cue cells with >1 place field
(by region)

One-way ANOVAs
Place cells, F(2,25) = 0.04; p= 0.96;
Cue cells, F(2,25) = 2.653; p= 0.09

Figure 9E Peak trial-averaged, non-normalized activity (by
region and cell type)

Two-way repeated–measure ANOVA
Interaction of cell type and region, F(2,25) = 5.470; p= 0.0107; Dunn–Šidák test, cue cells in RSC and M1,
t(50) = 2.881; p= 0.017;
Main effect of cell type: F(1,25) = 51.37; Dunn–Šidák test, RSC, t(25) = 1.298; p= 0.50; M2, t(25) = 5.443;
p < 0.0001; M1, t(25) = 5.996; p< 0.0001;
No main effect of region: F(2,25) = 1.039; p= 0.37

Figure 10A Fraction of cue cells at obstacle locations (by region
and lesion)

Two-way ANOVA
No main effect of lesion: F(2,41) = 2.405; p= 0.10;
Main effect of region: F(2,41) = 20.94; p< 0.0001;
Presurgery: Tukey’s test, RSC and M2, p= 0.0007; RSC and M1, p< 0.0001; M2 and M1, p= 0.0083;
Sham: Tukey’s test, RSC and M2, p= 0.0468; RSC and M1, p= 0.0011; M2 and M1, p= 0.15;
Lesion: Tukey’s test, RSC and M2, p= 0.84; RSC and M1, p= 0.14; M2 and M1, p= 0.34

Figure 10B Spatial information (by lesion and cell type) Two-way repeated–measure ANOVA
Interaction in RSC: F(2,11) = 5.56; p= 0.0214; Dunn–Šidák test, cue cells of sham and lesion, t(22) = 2.823;
p = 0.029; cue cells of presurgery and lesion, t(22) = 2.864; p= 0.027;
No main effect of lesion: RSC, F(2,11) = 2.326; p= 0.14, M2: F(2,17) = 0.4551; p= 0.64, M1: F(2,13) = 0.6364;
p = 0.54;
Main effect of cell type: RSC, F(1,11) = 0.5465; p= 0.48; M2, F(1,17) = 5.862; p= 0.027; M1, F(1,13) = 103.0;
p < 0.0001

Figure 10C Lifetime sparsity (by lesion and cell type) Two-way repeated–measure ANOVA
No main effect of lesion: RSC, F(2,11) = 1.807; p= 0.21; M2, F(2,17) = 0.2731; p= 0.76; M1, F(2,13) = 0.3039;
p = 0.74;
Main effect of cell type: RSC, F(1,11) = 0.0496; p= 0.83; M2, F(1,17) = 9.556; p= 0.0066; M1, F(1,13) = 113.6;
p < 0.0001

Figure 10D Fraction of place or cue cells with >1 place field
(by lesion and cell type)

Two-way repeated–measure ANOVA
No main effect of lesion: RSC, F(2,11) = 1.153; p= 0.35; M2, F(2,17) = 1.394; p= 0.28; M1, F(2,13) = 1.393; p= 0.28;
No main effect of cell type: RSC, F(1,11) = 2.369; p= 0.15; M2, F(1,17) = 1.854; p= 0.19; M1, F(1,13) = 0.0042;
p = 0.95

Figure 10E Mean, non-normalized population activity Coefficient of variation (SD/M)
RSC: sham, 9.40%; lesion, 27.20%;
M2, sham, 18.67%; lesion, 26.94%;
M1, sham, 19.04%; lesion, 27.44%

Figure 10F Non-normalized peak activity (by lesion and cell
type)

Two-way repeated–measure ANOVA
Interaction of lesion and cell type in RSC, F(2,11) = 10.94; p= 0.0024; Dunn–Šidák test, sham and lesion, cue,
t(22) = 2.715; p= 0.0375; place, t(22) = 0.3924; p= 0.97;
Main effect of cell type: RSC, F(1,11) = 25.96; p= 0.0003; M2, F(1,17) = 36.68; p < 0.0001; M1, F(1,13) = 0.39.64;
p < 0.0001;
No main effect of lesion: RSC, F(2,11) = 1.518; p= 0.26; M2, F(2,17) = 0.1664; p= 0.85; M1, F(2,13) = 0.1404;
p = 0.87

Figure 11A Fractions of detected cells (by laminar division and
lesion)

Two-way repeated–measure ANOVA
Main effect of depth, F(1.565,15.65) = 17.09; p= 0.0002;
Tukey’s test, upper and lower superficial, p= 0.65; upper superficial and deep: p= 0.0068, lower superficial and
deep, p < 0.0001
No effect of lesion, F(1,10) = 2.542; p= 0.14

Figure 11B Fractions of position-correlated cells (by laminar
division and lesion)

Two-way repeated–measure ANOVA
Interaction of depth and lesion: F(2,22) = 12.14; p= 0.0003;
Sham: Dunn–Šidák test, upper and lower superficial, t(6) = 8.883; p= 0.0003; upper superficial and deep,
t(6) = 6.571; p= 0.0018; lower superficial and deep, t(6) = 1.615; p= 0.40;
Lesion: Dunn–Šidák test, upper and lower superficial, t(5) = 0.1010; p= 1; upper superficial and deep,
t(5) = 1.355, p= 0.55; lower superficial and deep, t(5) = 1.831; p= 0.33

Figure 11C Fractions of cue cells (by laminar division and
lesion)

Two-way repeated–measure ANOVA
No interaction of depth and lesion: F(2,22) = 0.9884; p= 0.39;
Sham: Dunn–Šidák test, upper and lower superficial, t(6) = 3.040; p= 0.067; upper superficial and deep,
t(6) = 63.645; p= 0.032; lower superficial and deep, t(6) = 0.9835; p= 0.74;
Lesion: Dunn–Šidák test, upper and lower superficial, t(5) = 0.3376; p= 98; upper superficial and deep,
t(5) = 0.2987; p= 0.99; lower superficial and deep, t(5) = 2,148; p= 1

Figure 11D Spatial information (by laminar division) Two-sample Kolmogorov–Smirnov tests and Bonferroni-corrected α= 0.008
Sham: upper and lower superficial, p< 0.0001; upper superficial and deep, p< 0.0001; lower superficial and
deep, p= 0.0012;
Lesion: upper and lower superficial, p; upper superficial and deep, p = 0.0002; lower superficial and deep,
p = 0.048

(Table continues.)
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Position-correlated sequences include both place- and
cue-tuned cells
A common criticism of studies that employ head-fixed behavior
is that position-correlated activity might be better explained by
local sensory cues (including somatosensory, visual, or odor
landmarks) and/or behavioral variables (such as motor patterns,
rewards, or velocity) that were unaccounted for during analyses.
Thus, to limit the influence of these variables and discern the dis-
tinct contributions of global location and sensorimotor informa-
tion among position-correlated cells, analyses were next
restricted to the locations of the two added, interchangeable
obstacles. These locations were demarcated by the leading
boundary of each obstacle and the area trailing those obstacles

that exhibited elevated fractions of place fields relative to days
with static cues only (Fig. 7A). Consistent with the presence of
cue-tuned cells within the larger position-correlated cell popula-
tion, many of the place fields within these boundaries changed
locations with the interchangeable obstacles (Fig. 7B).
Furthermore, the length of these segments also roughly corre-
sponded to themean length of a mouse (15 cm; Fig. 7C), support-
ing that tactile sensation of the obstacles contributed to
position-correlated coding within these regions of the environ-
ment. Nevertheless, a substantial fraction of place fields remained
fixed to single locations. Thus, cue cells were defined as position-
correlated cells that exhibited maximum mean normalized
activity at the position of one specific obstacle, regardless of its

Table 1. Continued

Figure Variable Statistical test(s) and results

Figure 11E Lifetime sparsity (by laminar division) Two-sample Kolmogorov–Smirnov tests and Bonferroni-corrected α= 0.008
Sham: upper and lower superficial, p< 0.0001; upper superficial and deep, p< 0.0001; lower superficial and
deep, p< 0.0001;
Lesion: upper and lower superficial, p< 0.0001; upper superficial and deep, p< 0.0001; lower superficial and
deep, p= 0.033

Figure 11F Mean, non-normalized population activity Coefficient of variation (SD/M )
Sham: upper superficial, 21.11%; lower superficial, 18.60%; deep, 14.61%;
Lesion: upper superficial, 36.54%; lower superficial, 26.95%; deep, 31.92%

Figure 11G Non-normalized peak activity (by lesion and
depth)

Two-way repeated–measure ANOVA
Main effect of depth: F(1.414,12,72) = 13.74; p= 0.0014;
Sham: Tukey’s test, upper and lower superficial, p= 0.0099; upper superficial and deep, p= 0.0037; lower
superficial and deep, p= 0.037;
Lesion: Tukey’s test, upper and lower superficial, p= 0.46; upper superficial and deep: p= 0.36; lower superficial
and deep, p= 0.27;
No main effect of lesion: F(1,9) = 0.3785; p= 0.55

Figure 4. Position-correlated cortical cell characteristics were stable before and after bilateral sham or dorsal hippocampal lesions. A, Proportions of detected cells that were classified as
position-correlated during sessions with static cues only or with the added obstacles. Error bars are SEM across mice. B, Median spatial information encoded by position-correlated cells during
sessions with static cues only or with the added obstacles. For all boxplots, line, median; box, 25th and 75th percentiles; whiskers, minimum and maximum values; + signs, outliers. C, Lifetime
sparsity of position-correlated cells during sessions with static cues only or with the added obstacles. D, Distributions of place field locations across the length of the treadmill belt. Gray bars
indicate positions of stable cues (light gray) and interchangeable obstacles (dark gray). Error bars are SEM across mice. E, Median place field width of position-correlated cells during sessions with
static cues only or with the added obstacles. F, Fractions of position-correlated cells exhibiting one or more (2+) place fields. Error bars are SEM across mice. Refer to Table 1 for summary of
statistics.
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location on the track, whereas place cells were defined as
position-correlated cells that always exhibited maximum mean
normalized activity at the same location on the track, regardless
of which obstacle was present (Fig. 7D).

Across all examined regions, the total population of position-
correlated cells with fields at the interchangeable obstacle
locations was composed of subpopulations of both place- and
cue-tuned cells (Fig. 8A). Interestingly, both place and cue cells
with either single or multiple fields often exhibited activity mod-
ulation by both of the interchangeable obstacles (Fig. 8B). For
place cells, non-normalized peak activity was typically higher
when one specific obstacle was positioned within the place

field, and, on average, these cells exhibited a ∼15–20% reduction
in peak activity when the “nonpreferred” obstacle was moved
into the place field. In contrast, the cue cell population was not
modulated by obstacle location as there was no significant differ-
ence between the mean non-normalized peak activity at the pre-
ferred obstacle while it was positioned at either location. In
addition, both cue and place cells with single fields demonstrated
significantly elevated mean non-normalized activity at the non-
preferred obstacle or obstacle location, respectively, relative to
the baseline (averaged across all treadmill locations that were
at least 30 cm from the interchangeable obstacle locations).
Altogether, these findings suggest that position-correlated cells

Figure 5. Bayesian decoding accuracy was not impaired by bilateral dorsal hippocampal lesions during traversal of a familiar environment. A, Mean Bayesian decoding error as a function of
position along the binned length of the treadmill belt. Median is indicated by a dotted line for each lesion group. Gray bars indicate positions of stable cues (light gray) and interchangeable
obstacles (dark gray). Shaded area is SEM across mice. B, Median decoding error as a function of the number of neurons used for bootstrapping. Dots indicate the median and error bars indicate
the 95% confidence interval (CI). Note that, for all regions, median decoding error approximately plateaued at M= 250 neurons. Refer to Table 1 for summary of statistics.

Figure 6. Fewer active cells were detected after bilateral dorsal hippocampal lesions. A, Mean number of total active cells detected across mice in each experimental treatment group. Error
bars are SEM across mice. B, Cumulative distributions of distances between detected cells and their three nearest neighbors in each experimental treatment group. C, Mean velocity per
trial (cm/s) as a function of position. Shaded area is SEM across mice. Note that mean velocity was not the same at the start and end of each trial because a brake was applied during
the 15 s intertrial interval, during which time the velocity declined to 0 cm/s. The inset shows the mean number of laps run per ∼20 min experimental session. Error bars are SEM across
mice. Refer to Table 1 for summary of statistics.

12 • J. Neurosci., July 31, 2024 • 44(31):e1619232024 Demchuk et al. • Hierarchical Gradients of Spatial and Sensory Info



in the neocortex undergo firing rate remapping to convey chang-
ing sensory information (Leutgeb et al., 2005; Allen et al., 2012;
Navratilova et al., 2012), at least at locations in the environment
where those cues demonstrate a salient relationship with each
other.

Cortical representations exhibit reciprocal, interareal
gradients of place and cue cells
Considering that any given environmentmay be represented by an
amalgamation of cells that encode place, sensory cues, or other
behavioral variables, general analysis of the entire population of
position-correlated cells (with fields throughout the treadmill
environment; Figs. 3, 4) could plausibly obscure any regional
differences in one of these variables. Thus, the unique characteris-
tics of the place and cue cell subpopulations (with fields at the
interchangeable obstacle locations) were individually assessed.
Interestingly, there were significantly different fractions of cue-
and place-tuned cells across cortical regions in presurgery animals
such thatM1 exhibited significantly higher proportions of cue cells
—and, conversely, fewer place cells—relative to M2 and RSC
(Fig. 9A). In turn, the fraction of cue cells was also significantly
higher in M2 relative to RSC, which did not significantly differ
from hippocampal CA1 in the relative fractions of place and cue
cells (data not shown; refer to Table 1 for summary of statistics).

Thus, for the regions studied, the proportions of detected place-
and cue-tuned cells formed interareal gradients such that higher-
level cortical regions exhibited larger fractions of place cells, sim-
ilar to hippocampal CA1, whereas regions that were lower in the
cortical hierarchy exhibited larger fractions of cue cells.

Despite differences in relative proportions, place cells at the
interchangeable obstacle locations exhibited spatial characteris-
tics that were comparable across cortical regions. There were
no significant differences in encoded spatial information
(Fig. 9B), lifetime sparsity (Fig. 9C), the number of cells that
exhibited multiple place fields (Fig. 9D), or non-normalized
peak activity (Fig. 9E). Notably, place cells in all regions exhibited
ramping activity ahead of the obstacle locations, which was initi-
ated around the location of the preceding static cue (Fig. 9E). In
contrast, cue cells exhibited characteristics that varied consis-
tently across the cortical hierarchy. Compared with cue cells in
motor cortices, cue cells in RSC exhibited significantly lower spa-
tial information (Fig. 9B) and higher measures of sparsity
(Fig. 9C) and were more likely to exhibit multiple place fields
(Fig. 9D). Consistent with increased spatial information among
cue cells of M2 and M1, the trial-averaged, non-normalized
peak activity of cue cells was significantly higher in these regions
relative to RSC. In contrast, there was no difference between the
peak activity of cue- and place-tuned cells in RSC, though only

Figure 7. Criteria for the classification of position-correlated cells as place- or cue-tuned at the interchangeable obstacle locations. A, Top, Binned distributions of place field locations detected
across RSC, M2, and M1 spanning the length of the treadmill belt and averaged across days with static cues only (orange) and days with added obstacles (blue). Error bars are SEM across mice.
Gray bars indicate positions of stable cues (light gray) and interchangeable obstacles (dark gray). The outsets highlight an increased representation of fields trailing the obstacle locations (position
A on left and position B on right). Note that the position of the forelimb is one bin (3 cm) delayed from where imaging occurs. B, Position-correlated cells were pooled across M2 of all presurgery
mice on a cue-swap day. Top, Position-correlated cells were sorted by the order of maximum mean normalized ΔF/F0 during trials with obstacles in the A/B position. Bottom, Maximum mean
normalized ΔF/F0 during trials with obstacles in the B/A position sorted by the order of maximum mean normalized ΔF/F0 during trials with obstacles in the A/B position (top). White dashed lines
indicate the edges of the interchangeable obstacles. C, The regions of the environment (blue) that were analyzed for activity relating to the interchangeable obstacles for cue and place cell
classification, which corresponded to (A) the locations of increased place fields after the obstacles were added, (B) place field movement during the cue-swaps, and the mean length of a mouse.
The edges of the interchangeable obstacles are indicated by gray dashed lines. D, Representative cue cell and place cell from M2. Mean, normalized ΔF/F0 across laps on example days with the
interchangeable obstacles in a stable configuration (A/B or B/A), on cue-swap days (A/B→ B/A or B/A→ A/B), and a day without the added interchangeable obstacles (Static Cues). White lines
indicate the center positions of the interchangeable obstacles, and red arrows indicate the cue-swap trial.
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place cells exhibited ramping activity (Fig. 9E). These findings
support that cue cells in lower cortices augment spatial localiza-
tion—encoding higher spatial information than place cells in all
regions and cue cells in RSC—whereas place cells are highly uni-
form in their representation of space throughout the cortex and
exhibit predictive activities.

Position-correlated cells in RSC exhibit increased cue-tuning
after hippocampal lesions
The interareal gradients of place and cue cells may reflect the rel-
ative strength of descending contextual information (from the
hippocampus) and ascending sensory inputs (from the thala-
mus). To test this assumption, we reexamined the place and

cue cell characteristics in mice after bilateral dorsal hippocampal
lesions (i.e., after disruption of higher-level descending feed-
back). As observed among presurgery controls (Fig. 9A), RSC
of sham controls exhibited significantly lower proportions of
cue cells relative to M2 and M1. However, after bilateral lesions
of the dorsal hippocampus, this effect was abolished, and RSC
tended to exhibit higher fractions of cue-tuned cells (Fig. 10A).
In addition, cue cells in RSC of lesioned mice encoded signifi-
cantly higher spatial information (and trended toward lower life-
time sparsity indices) relative to cue-tuned cells of both
presurgery and sham controls (Fig. 10B,C). This effect was not
due to any differences across groups in the number of fields
per cell (Fig. 10D) but, rather, was consistent with substantially

Figure 8. Representative place cells and cue cells. A, Mean, normalized ΔF/F0 across trials for example place and cue cells from one subject on days with the interchangeable obstacles in a
stable configuration (A/B or B/A), on cue-swap days (A/B→ B/A or B/A→ A/B), and a day without the added interchangeable obstacles (Static Cues). White lines indicate the center positions of
the interchangeable obstacles and red arrows indicate the cue-swap trial. B, Comparison of peak activity before and after the cue-swap among representative place and cue cells. Top left of each
panel, Normalized mean ΔF/F0 across laps of an example cue-swap day where the obstacles changed orientations (A/B→ B/A) midway through the session. White lines indicate positions of
interchangeable obstacles and red arrows indicate the cue-swap. Top right of each panel, Polar plots showing trial-averaged, non-normalized ΔF/F0 for all cue-swap days (Days 4–7). Bottom
panels, Trial-averaged, non-normalized mean ΔF/F0 as a function of position for the cells on an example cue-swap day where the obstacles changed orientations (A/B→ B/A) midway through
the session. Open circles indicate peak activity for each trial within the session. Gray bars indicate positions of interchangeable obstacles. Refer to Table 1 for summary of statistics.
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elevated non-normalized population activity at the interchange-
able obstacle locations after hippocampal lesions (Fig. 10E),
which was at least partially a consequence of increased peak
activity of cue cells with single fields (Fig. 10F). Although a spatial
representation of the familiar environment persisted in all exam-
ined cortical regions, bilateral lesions of the dorsal hippocampus
abolished the ramping activity of place cells (Fig. 10F) and dis-
rupted the uniformity of the learned spatial representations at
the locations of the interchangeable obstacles (Fig. 10G). Thus,
an intact hippocampus appears to be necessary for the suppres-
sion of sensory-evoked responses in RSC and the online anticipa-
tion of spatial landmarks during active navigation.

Unlike RSC, there were no significant effects of hippocampal
lesions on the fractions of cue- and place-tuned cells in M2 orM1
relative to presurgery (Fig. 9A) or sham controls (Fig. 10A).
Among both place and cue cells of motor cortices, there were
also no effects of lesion on encoded spatial information
(Fig. 10B), lifetime sparsity (Fig. 10C), or the fractions of cells
exhibiting multiple place fields (Fig. 10D). Nevertheless, non-
normalized population activity was moderately elevated at the
interchangeable obstacle locations after bilateral lesions of the
dorsal hippocampus (refer to Fig. 10E), which—in contrast to
RSC—was not a consequence of increased peak activity at the
preferred firing locations of place or cue cells with single fields
(Fig. 10F). Instead, this less-pronounced change in population

activity at the obstacle locations may be attributable to greater
spatial clustering of activity (i.e., reduced uniformity of the spa-
tial representation) or an obscured effect within a subpopulation
of these cells (e.g., deep layer cells). In sum, whereas loss of an
intact hippocampus directly augmented the relative contribution
of sensorimotor variables to the representation of a familiar envi-
ronment in RSC, this effect abated in downstream cortices.

Motor cortical volumes exhibit a laminar gradient of spatial
information
The propagation of information flow throughout the cortex relies
on stereotyped interareal and translaminar circuitry. In general,
the perisomatic basal dendrites of excitatory neurons in L3
receive the majority of feedforward sensory inputs from lower
cortices or thalamic areas via L4, whereas the distal apical den-
drites of L2/3 and L5a neurons receive feedback inputs from
higher-level cortical and thalamic areas via synaptic connections
in L1 (Cauller and Connors, 1994; Petreanu et al., 2009; Sermet
et al., 2019). Thus, it was hypothesized that there would also be
distinct laminar patterns of spatial or sensorimotor tuning based
on cell depth. Although laminar analyses were not possible in
dysgranular RSC due to the anterior medial location of imaging
(Allen Brain Institute for Science, 2011), two-photon imaging
extended from ∼170 to 485 µm below the pial surface in the
motor cortex, enabling quantification of the depth-dependent

Figure 9. Lower-level cortices exhibited elevated fractions of cue cells with higher spatial information. A, Mean proportions of place- versus cue-tuned cells at the locations of the inter-
changeable obstacles in RSC (orange), M2 (yellow), and M1 (purple) of presurgery mice. Error bars are SEM across mice. B, Median spatial information encoded by place versus cue cells. For all
boxplots, line, median; box, 25th and 75th percentiles; whiskers, minimum and maximum values; + signs, outliers. C, Median lifetime sparsity indices for place versus cue cells. D, Mean fractions
of total place or cue cells that exhibited multiple place fields. Error bars are SEM across mice. E, Aligned peak non-normalized ΔF/F0 of place cells (left) and cue cells (right) with maximum mean
normalized ΔF/F0 at one of the interchangeable obstacle locations. The shaded area is SEM across mice. Refer to Table 1 for summary of statistics.
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Figure 10. After bilateral lesions of the dorsal hippocampus, RSC exhibited increased cue-tuning, analogous to motor cortices of control mice. A, Fractions of place and cue cells detected at the
locations of the interchangeable obstacles in RSC, M2, and M1 of sham controls (purple) and hippocampus-lesioned mice (red). B, Median encoded spatial information and (C) median lifetime
sparsity of place- and cue-tuned cells of mice with sham or bilateral lesions of the dorsal hippocampus. For all boxplots, box, 25th and 75th percentiles; whiskers, minimum and maximum values;
+ signs, outliers. D, Fractions of total place or cue cells detected at the interchangeable obstacle locations that exhibited two place fields on cue-swap days. Error bars are SEM across mice.
E, Mean non-normalized ΔF/F0 of all detected cells after sham or bilateral lesions of the dorsal hippocampus. The shaded area is SEM across mice. Gray bars indicate positions of stable cues (light
gray) and interchangeable obstacles (dark gray). F, Aligned peak non-normalized ΔF/F0 of place cells (left) and cue cells (right) with maximum mean normalized ΔF/F0 at one of the inter-
changeable obstacle locations. The shaded area is SEM across mice. Note the ramping activity of place cells in sham controls, which was initiated at the location of the preceding static cue, and its
reduction after bilateral lesions of the dorsal hippocampus. G, Position-correlated cells from RSC of example mice were sorted by the order of maximum mean normalized ΔF/F0 on the last days
before and the first days after sham or hippocampal lesion surgeries. Days with static cues only (left) correspond with Day 10 (presurgery) and Day 1 (postsurgery) of the 10 d paradigm, whereas
days with added obstacles (right) correspond with Day 8 (presurgery) and Day 3 (postsurgery). White dashed lines indicate the boundaries of the interchangeable obstacles. Note the over-
representation of the interchangeable cue locations after hippocampal lesions. Refer to Table 1 for summary of statistics.
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characteristics of position-correlated cells in this region. Based
on anatomical atlases (Allen Brain Institute for Science, 2011),
the boundary between superficial (L2/3) and deep (L5a) layers
was expected to be located at a depth of ∼400 µm in the motor
cortex. Corresponding with this approximation, the three
z-planes below this division exhibited a higher density of active
cells in any given experimental session relative to planes above
400 µm, which is also consistent with evidence of sparse and
dense coding strategies in L2/3 and L5, respectively (for reviews,
see Barth and Poulet, 2012; Petersen and Crochet, 2013).
Superficial cells were further divided into “upper” and “lower”
divisions such that cells from the most superficial three z-planes
1–3 were classified as upper L2/3 (upper superficial; ∼170–
240 µm below the pial surface) and cells from z-planes 4–6

were classified as lower L2/3 (lower superficial; ∼275–345 µm
below the pial surface). Cells detected in the deepest three
z-planes 8–10 were classified as L5a (deep; ∼415–485 µm below
the pial surface), and the intermediate Plane 7 was excluded to
account for variations in the location of the boundary between
L2/3 and L5a across mice. When all detected cells were grouped
by these laminar divisions, there were significantly fewer deep
layer cells recorded across mice relative to upper and lower
superficial cells (Fig. 11A), which was a consequence of two-
photon imaging depth limitations that arise due to light scatter-
ing and the poor signal contrast of green-shifted fluorophores in
deep layers.

The fractions of position-correlated cells detected in each
z-plane formed a gradient that spanned the superficial layers

Figure 11. Spatial selectivity formed a translaminar gradient in the motor cortex that was abolished after bilateral dorsal hippocampal lesions. A, Mean fractions of all detected cells, grouped
by cortical depth, in the motor cortex of sham controls and mice with bilateral lesions of the dorsal hippocampus. Superficial L2/3 cells were divided into upper (dark blue) and lower (teal)
fractions, whereas deep L5a cells are shown separately (yellow). B, Proportion of all cells within each laminar subdivision that were classified as position-correlated at any location throughout the
treadmill environment. C, Proportion of all cells within each laminar subdivision that were classified as cue-tuned at the interchangeable obstacle locations. Note the difference in scale between
(B) and (C) and that cue-tuned cells also fit the criteria for position correlated and so are also represented in B. The fractions of place-tuned cells at the interchangeable obstacle locations were
comparatively small in the motor cortex and so are not shown. For all plots, the dashed line indicates the approximate boundary between L3 and L5 (∼400 µm below the cortical surface). Error
bars are SEM across mice. D, Cumulative frequency distributions of spatial information encoded by neurons. Cells were pooled across mice for each treatment group. E, Cumulative frequency
distributions of sparsity indices. Cells were pooled across mice for each treatment group. F, Trial-averaged, non-normalized ΔF/F0, averaged across all detected neurons in upper superficial, lower
superficial, and deep layers as a function of binned location on the treadmill. Shaded area is SEM across mice. Gray bars indicate the positions of the stable cues (light gray) and interchangeable
obstacles (dark gray). G, Aligned peak non-normalized ΔF/F0 of all upper superficial, lower superficial, and deep cells. The shaded area is SEM across mice. Refer to Table 1 for summary of
statistics.
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with the lowest proportions evident at or just below the boundary
between L3 and L5. When compared by grouped laminar divi-
sion, the fraction of all position-correlated cells detected in the
upper superficial layer of sham controls was significantly higher
than lower superficial and deep layers (Fig. 11B). Subsets of cue-
tuned cells at the interchangeable obstacle locations were also
evident throughout the depth of the cortex and similarly formed
a gradient across the cortical volume that was roughly propor-
tionate to the laminar distribution of all position-correlated cells
(Fig. 11C). Consistent with elevated spatial selectivity in superfi-
cial layers, cells located in z-planes closer to the cortical surface
encoded higher spatial information (Fig. 11D) and exhibited
reduced lifetime sparsity indices (Fig. 11E). These measures
each formed a gradient that extended into deep layers, with
deep cells encoding the lowest spatial information and exhibiting
the highest lifetime sparsity indices.

The distribution of population activity (averaged across all
detected cells at each binned position on the treadmill) was
also different across the cortical volume. Cell populations in
more superficial imaging z-planes exhibited moderately elevated
non-normalized activity trailing cued locations in the environ-
ment, a trend that was not evident in deep layers (Fig. 11F).
Consistent with enhanced cue-tuning, the trial-averaged, non-
normalized peak activity of position-correlated cells was
significantly higher in upper superficial planes relative to lower
superficial and deep planes and in lower superficial relative to
deep planes (Fig. 11G). Altogether, cells that were located closer
to the cortical surface were more likely to be position correlated
and to exhibit higher cue modulation.

Position-correlated cell activity becomes homogeneous across
layers after hippocampal lesions
Although the characteristics of place and cue cells in the motor
cortex appeared to be relatively unaffected by dorsal hippocam-
pal lesions (Fig. 10), a reduction in descending feedback might
have specifically impacted deeper cells, an effect that would be
masked by the significantly larger fraction of detected superficial
cells (Fig. 11A). Thus, the translaminar distributions of position-
correlated cells and their characteristics were reassessed after
bilateral lesions of the dorsal hippocampus. Importantly, there
was no effect of lesion on the relative fractions of total detected
cells per grouped laminar division (Fig. 11A). However, the gra-
dient of position-correlated cell recruitment was largely abol-
ished such that the proportions of position-correlated cells
(detected throughout the entire environment; Fig. 11B) and cue
cells (at the interchangeable obstacle locations; Fig. 11C)
increased in lower superficial and deep layers—particularly in
upper L5a—of lesioned mice. Depth-dependent differences in
encoded spatial information (Fig. 11D) and lifetime sparsity
(Fig. 11E) were also reduced. In particular, spatial information
increased among lower superficial and deep layer cells, a result
that is consistent with increased cue-tuning in these layers.
Moreover, the differences in mean population activity were
also largely attenuated such that cells at all depths exhibited
homogeneously elevated activation at the cued locations
(Fig. 11F), and there were no longer significant differences
between the trial-averaged, non-normalized peak activity of
position-correlated cells in upper superficial, lower superficial,
and deep planes (Fig. 11G). In sum, in the absence of an intact
hippocampus, the recruitment and spatial characteristics of
position-correlated cells were more uniform across the cortical
depth relative to sham controls, and, in general, cue-specific
activity was enhanced across layers. These findings suggest that

hippocampal feedback propagates downstream and indirectly
suppresses sensory-evoked activity around the boundary of
L3/5 of the motor cortex, where pyramidal neurons exhibit the
archetypal molecular markers and input–output circuits of L4
of other sensory cortices (Skoglund et al., 1997; Yamawaki
et al., 2014; Bopp et al., 2017).

Discussion
This study discerned the relative encoding of spatial and sensor-
imotor information among position-correlated cells in RSC, M2,
and M1 and assessed the continued influence of hippocampal
modulation on the cortical representation of a familiar environ-
ment. Across this cortical hierarchy, reciprocal, interareal gradi-
ents of place- and cue-tuned cells jointly encoded the positions of
two unstable obstacles such that higher-level cortices exhibited
greater fractions of place-tuned cells, whereas lower-level regions
exhibited greater fractions of cue-tuned cells. Although a cortical
representation of the learned environment persisted after bilat-
eral dorsal hippocampal lesions, there was a marked shift from
place- to cue-tuning in RSC, and both the recruitment of
position-correlated cells and their activity at the two unstable
obstacle locations became homogeneously elevated across lami-
nae in motor cortices. Taken together, the hippocampus appears
to enduringly support the online binding of unreliable sensory
attributes to a coherent contextual framework during navigation
of a familiar environment. In turn, descending feedback modulates
sensory-evoked cortical responses during ongoing behavior—an
effect that is strongest in the adjacent RSC but propagates to lower
cortices according to stereotyped laminar circuitry.

The abundance of place-tuned cells in RSC can likely be attrib-
uted to direct interconnectivity with the hippocampal formation
(Vogt and Miller, 1983; van Groen and Wyss, 1992, 2003; Sugar
et al., 2011). In the absence of spatiotemporal inputs from the hip-
pocampus, increased cue-specific tuning in RSC may reflect a local
imbalance between global contextual and local sensory inputs, with
responses being principally driven by locomotor information and
optic flow (Yamawaki et al., 2016; Mao et al., 2020). Moreover,
the dorsal subiculum—which mediates the majority of the interac-
tions between CA1 and dysgranular RSC—was also lesioned in this
study. CA1-projecting subiculum cells modulate the responses of
place cells to displaced objects (Sun et al., 2019) and may be crucial
for tracking object location in allocentric space. Thus, even in famil-
iar environments, the dorsal hippocampus and subiculum appear
to remain essential for updating or stabilizing a global spatial rep-
resentation amid unreliable sensory information.

In contrast to RSC, the balance of tuning among position-
correlated cells in motor cortices was consistently biased toward
the manipulated cues, likely because ascending sensory input
predominates in these regions. Even after dorsal hippocampal
lesions, peak activity and spatial information were augmented
among cue-tuned cells in motor cortices, supporting that
stimulus-evoked responses may largely overshadow top–down
inputs in lower-level regions. Notably, there was also a marked
overrepresentation of the unstable obstacles relative to the stable
cues. This object instability may have enhanced the attentional
state of the animals, increasing spatial resolution in the motor
cortices at those locations (Kentros et al., 2004). Alternatively,
or as an additional consequence of an attentive state (Alink
and Blank, 2021), there may have been repetition or expectation
suppression of responses to the predictable stable cues (Henson
et al., 2000; Summerfield et al., 2008; Todorovic et al., 2011;
Richter et al., 2018). Furthermore, hippocampal place cells tend
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not to orient their place fields to unstable environmental cues
(Knierim et al., 1995), and the RSC preferentially encodes perma-
nent landmarks in humans (Auger et al., 2012, 2015) and beha-
viorally significant or context-identifying cues in rats (Smith
et al., 2012; Vedder et al., 2017). Thus, increased activity at the
unreliable cue locations in lower cortices may also reflect reduced
top–down modulation and a greater reliance on local sensory
inputs for driving appropriate behavioral responses.

Across layers of motor cortices, the distribution of position-
correlated cells and their encoded spatial information formed a
gradient such that superficial cells closer to the cortical surface
were more likely to be position correlated and were more sparsely
and precisely tuned than deeper cells. Previous studies in RSC
(Mao et al., 2017) and S1 (Long and Zhang, 2021) have similarly
reported low fractions of position-correlated cells in L5a.
However, bilateral dorsal hippocampal lesions increased both
recruitment and the spatial information of position-correlated
cells within upper L5a, which coincides with the location of sen-
sory thalamic inputs to the motor cortex (Hooks et al., 2013).
Thus, in intact mice, descending hippocampal feedback appears
to indirectly suppress the stimulus-evoked recruitment of
position-correlated cells in the thalamic input layer of lower cor-
tices while simultaneously enhancing spatial tuning among
superficial cells during behavior in a familiar environment.
Although resolving the local circuits that facilitate translaminar
activity dynamics is beyond the scope of this study, both feedback
projections to L1 and L2/3 output converge on L5, and the net
effect of L5 activation is recurrent suppression of L2–4
(Onodera and Kato, 2022). Accordingly, learning has been
shown to gradually enhance descending inputs from RSC to L1
while sparsening the activity of downstream L2–4 cells in V1
(Makino and Komiyama, 2015), and optogenetic stimulation of
L5 in the auditory cortex sharpens frequency tuning and reduces
the amplitude of tone-evoked responses in superficial layers
(Onodera and Kato, 2022), analogous to the laminar effects of
intact hippocampal input in the motor cortex.

Whereas the properties of cue cells were maintained after dor-
sal hippocampal lesions, the ramping activity of place cells (in
anticipation of upcoming sensory cues) was abolished, a finding
that validates other recent observations of predictive activities
among cortical neurons. For instance, Lande et al. (2023) also
identified a subpopulation of “trace cells” in RSC that maintained
stable tuning at the position of a tactile cue after it was removed
from a treadmill environment (i.e., place cells) and “nontrace
cells” that lost tuning when the object was removed (i.e., cue
cells). The trace cells—but not the nontrace cells—similarly
exhibited ramping activity up to 50 cm in advance of contact
with the objects. In another study, Makino and Komiyama
(2015) observed that anticipatory activity emerged as a conse-
quence of learning a visually guided active avoidance task. Both
synaptic boutons from RSC and excitatory cells in superficial
V1 were predominantly responsive to the visual stimulus onset
in naive animals but, with learning, eventually exhibited ramping
activity specific for the stimulus offset and the coincident timing
of an aversive shock. Importantly, ramping was abolished after
postlearning inactivation of the RSC, supporting that descending
inputs from RSC modulate task-dependent responses in V1
(Makino and Komiyama, 2015). However, the results of the cur-
rent study imply that these context-dependent signals originate
in the hippocampus and are distributed to lower cortices via
RSC. In any case, cortical cells of intact animals continue to
receive top–down modulation that enables online prediction of
salient stimuli in a familiar environment.

Considering that fewer active cells were detected in lesioned
animals, a potential caveat is that the reported effects may be
due to decreased recruitment in superficial layers or a detection
bias toward highly active cells after a generalized decrease in
firing rates. However, these explanations seem unlikely as the rel-
ative fractions of active cells detected across laminar divisions of
sham and lesioned animals were not significantly different and
encoded spatial information was selectively increased in deep
layers of lesioned animals relative to controls. Moreover, as pre-
viously described, optogenetic manipulation of L5 (Onodera and
Kato, 2022) and inactivation of RSC (Makino and Komiyama,
2015) have produced complementary results, suggesting that
the lesion effects are more plausibly due to interruption of
descending pathways rather than gross impairments. Finally,
such a hippocampal effect on cell recruitment has not been
reported by other lesion studies from our lab group (Mao
et al., 2018; Esteves et al., 2021, 2023). A possible methodological
limitation in the current study is that, whenever possible, cellular
ROIs were registered across both presurgery and postsurgery
days. However, cortical distortion necessitated independent reg-
istration of postsurgery reference frames in subjects with com-
plete dorsal hippocampal lesions. Thus, in addition to
uncontrolled variability in the clarity of the imaging frames
across mice, the total number of cells detected in controls may
have been inflated by ongoing representational drift over time
(Ziv et al., 2013; Driscoll et al., 2017). To eliminate this variable,
future studies should strive to quantify both inactive and active
cells.

Taken together, this study provides evidence that the hierar-
chical regional and laminar organization of the cortex scaffolds
the integration of descending contextual and ascending sensory
inputs during navigation of a familiar environment. Although
recall of remote contextual memories depends on RSC
(Corcoran et al., 2011; Katche et al., 2013; Todd et al., 2016),
which may assume the long-term role of storing allocentric spa-
tial representations after hippocampus-dependent learning, the
hippocampus appears to remain necessary for updating the
internal model of the environment amid unreliable sensory
information. Atop the cortical hierarchy in hippocampal CA3
—a subregion that maintains a spatial code that is robust against
changes to environmental cues (Lee et al., 2004; Neunuebel and
Knierim, 2014)—autoassociative pattern completion mecha-
nisms may function to bind changing sensory attributes of expe-
rience to a stable contextual framework (Teyler and DiScenna,
1986; Rolls, 2013). In turn, top–down feedback can more effec-
tively anticipate future behaviors and modify stimulus-evoked
cortical responses that are congruent with the current internal
model, perhaps through recruitment of a distributed cortical
network that can locally modulate the balance between excita-
tion and inhibition. Importantly, the results are consistent
with descending suppression of ascending sensory-evoked
responses, which substantiates a central hypothesis of the pre-
dictive coding theoretical framework (Srinivasan et al., 1982;
Rao and Ballard, 1999; Friston, 2005). Therefore, the results
lend support for a dual role of the hippocampus in both facilitat-
ing the coordinated reinstatement of distributed cortical
memory representations and propagating top–down predictions
to enhance the efficiency of information processing (Barron
et al., 2020).
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