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Abstract

Objective: Researchers are often interested in assessing the causal effect of an exposure on an 

outcome when randomization is not ethical or feasible. Estimating causal effects by controlling for 

confounders can be unconvincing because important potential confounders remain unmeasured. 

Study designs leveraging instrumental variables (IV) offer alternatives to confounder-control 

methods, but are rarely used in stress and trauma research.

Method: We review the conceptual foundations and implementation of IV methods. We discuss 

strengths and limitations of IV approaches, contrasting with confounder-control methods, and 

illustrate the relevance of IV for stress and trauma research.

Results: IV approaches leverage an external or exogenous source of variation in the exposure. 

Instruments are variables that meet three conditions: relevance (variation in the IV is associated 

with variation in the chance of exposure), exclusion (the IV only affects the outcome through 

the exposure), and exchangeability (no unmeasured confounding of the IV-outcome relationship). 

Interpreting estimates from IV analyses requires an additional assumption, such as monotonicity 

(the instrument does not change the chance of exposure in different directions for any two 

individuals). Valid IVs circumvent the need to correctly identify, measure, and control for all 
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confounders of the exposure-outcome relationship. The primary challenge is identifying a valid 

instrument.

Conclusions: IV approaches have strengths and weaknesses compared to confounder-control 

approaches. IV offers a promising complementary study design to improve evidence about 

the causal effects of exposures on outcomes relevant to stress and trauma. Collaboration with 

scientists who are experienced with identifying and analyzing IVs will support this work.

Keywords

Stress; trauma; instrumental variable; causal inference; confounding

Introduction

In stress and trauma research, investigators often conduct statistical analyses to document 

the relationship between an exposure and an outcome. We use the term “exposure” broadly 

to refer to any treatment, experience, event, or condition that may influence an outcome 

of interest. Documenting associations between an exposure and outcome typically has one 

of two goals: (1) to evaluate whether the exposure may be a cause of the outcome, or (2) 

to evaluate whether the exposure is predictive of the outcome, regardless of whether the 

exposure actually causes the outcome. Identifying whether a traumatic experience predicts 
an outcome can be useful to determine whether an exposed group needs services. For 

example, documenting the extent to which rural residence is associated with suicide can 

ensure that adequate resources are directed to suicide prevention in rural areas. Even 

if rural residence does not cause suicide, the association informs service allocation. In 

contrast, estimating causal effects is essential to evaluate whether a specific exposure 

caused an outcome and thus whether intervening on that exposure is likely to change the 

outcome. While many estimates in the stress and trauma literature are characterized as 

associational, researchers are often implicitly interested in estimating causal effects. For 

example, researchers may seek to understand whether military service causes post-traumatic 

stress disorder (PTSD), so that clinicians can understand whether military service is a reason 

PTSD arises, and decisionmakers can understand how changing deployments will affect the 

number of veterans with PTSD (Angrist et al., 2010; Conley & Heerwig, 2012; Gade & 

Wenger, 2011; Johnston et al., 2016; Lyk-Jensen et al., 2016).

Confounding: A primary challenge for causal inference

A primary challenge in estimating causal effects is conceptualizing and adjusting for bias 

due to confounding (Matthay et al., 2020). Confounding arises when there are differences 

between exposed and unexposed individuals with regard to variables that also affect 

the outcome of interest. For example, when estimating the effect of military service on 

PTSD, a possible study design would compare the health outcomes of people with and 

without military service experience. However, military service requires both eligibility and 

interest in participation (even in the context of a draft, some people volunteered). Military 

veterans may have different physical, cognitive, personality, or behavioral profiles than 

nonparticipants even prior to enlisting, and if these profiles influence PTSD risk, military 

service and PTSD will be spuriously associated. Left unaddressed, these unbalanced factors 
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(i.e., confounders) can induce confounding bias in estimates of the causal effect of military 

service. Thus, the measured association between the exposure and the outcome may differ 

from the true causal effect of the exposure on the outcome due to confounding.

Randomized trials can offer strong evidence of the causal effect of an exposure on an 

outcome, because randomization ensures that on average any potential confounders, whether 

measured or unmeasured, are balanced between the exposed and unexposed groups and 

thus will not lead to confounding bias. However, there are many situations in which an 

exposure (war, natural disasters, homelessness, violent victimization, or other traumatic and 

stressful life experiences) is not ethical or feasible to randomize. Randomizing access to 

trauma-focused interventions can also be fraught. Research questions often arise after an 

exposure has occurred or outside of a randomized trial, and because of restrictive eligibility 

criteria, randomized trials have limited generalizability. Thus, many questions pertinent to 

stress and trauma can only be examined in observational research.

Two observational approaches to addressing confounding

In observational research, we distinguish between two main strategies for addressing 

confounding to estimate causal effects: confounder-control and instrumental variables 

(Figure 1) (Pearl, 2009; Matthay et al., 2020). Confounder-control approaches involve 

correctly identifying, measuring, and adjusting for the confounding variables. The vast 

majority of nonexperimental stress and trauma research uses this approach, and some 

common examples of these statistical approaches are multiple regression (Fernandez et 

al., 2017), propensity score matching (Ebrahimi et al., 2021), propensity score weighting 

(Scherrer et al., 2020), stratified analyses, and structural equations modeling (Syed Sheriff 

et al., 2019). However, confounder-control studies can fall short of estimating causal 

effects because of incomplete adjustment (i.e., not all confounders are observed, adequately 

measured, or adjusted) or inappropriate adjustment (i.e., adjustment for factor that are not 

confounders) (Jiang et al., 2021).

Instrumental variables (IV) approaches leverage an external or exogenous source of variation 

in the exposure, known as an instrument. Examples of exogenous variation include lotteries, 

arbitrary changes or thresholds used by a program or policy, or other “accidents” of time 

or space. For example, researchers have argued that among individuals surveyed through 

the ongoing Behavioral Risk Factor Surveillance System, individuals who were interviewed 

immediately before versus immediately after the terrorist attacks of September 11, 2001 

were very similar except with respect to their short-term stress levels (Pesko & Baum, 2016). 

This means that differences in the interview date (days before or after the attack) could be 

used as an instrument for short-term stress levels to study how stress affects smoking.

This IV-based approach to estimating the causal effect of short-term stress on smoking 

can be compelling because there are many confounders of the stress-smoking relationship 

(e.g., prior psychopathology). Accurately identifying, measuring, and adjusting for these 

confounders can be challenging.. In contrast, IV approaches do not require to the 

investigator to correctly adjust for all confounders of the exposure-outcome relationship, 

but instead rely on an alternative set of assumptions described in the next section.
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The potential of instrumental variable methods

IV-based designs have a long history of use in the social sciences, and various types of 

IV methods predominate contemporary applied econometrics research (Angrist & Krueger, 

2001a; Athey & Imbens, 2017). In stress and trauma research, applications of IV approaches 

are rare, but the field may benefit from diversifying the set of available causal inference 

tools. Both confounder-control approaches and IV-based methods rely on assumptions; the 

preferred approach depends on the context, and no one approach is universally preferable. 

Since neither set of assumptions can be tested, conducting studies that vary the required 

assumptions may contribute a stronger body of evidence than relying on any one approach 

alone. Barriers to the use of IV methods may include lack of exposure to IV concepts, and 

limited experience with how the assumptions required by IV methods can be met in the 

setting of stress and trauma research. This manuscript aims to fill these gaps.

This paper offers an introduction to the conceptual approach, key assumptions, and 

implementation of IV methods. Drawing on examples from the stress and trauma literature, 

we discuss the strengths, weaknesses, and tradeoffs when comparing IV and confounder-

control approaches. We aim to foster understanding of alternative causal inference methods, 

help investigators identify opportunities for strengthening causal inferences in the absence of 

randomization, and facilitate the selection of methods best-suited to each unique scientific 

question.

Key concepts of instrumental variables

Defining an instrument

Instruments are variables, factors, or influences associated with differences in the likelihood 

of exposure or treatment between people or units that are otherwise similar. Instruments are 

often called “exogenous” factors because they can be thought of as an external influence 

on a system. Instruments are described as “good-as-random” or “quasi-random” because 

valid instruments imply that people who are exposed versus unexposed are, on average, very 

similar, as would be true in a randomized trial.

For an IV analysis to validly evaluate whether an exposure causes an outcome (unbiased 

by confounding), three conditions or assumptions must be met. Formal descriptions of these 

conditions based on the potential outcomes framework are presented elsewhere (Angrist et 

al., 1996; Pearl, 2009). In Table 1 we present formal definitions of the conditions based 

on the causal framework of directed acyclic graphs (DAGs) from Pearl (2009). For an 

introduction to DAGs, we direct the reader to Austin et al. (2019). We also describe these 

conditions informally to help readers recognize potential IVs. The first condition, relevance, 

states that different values of the IV result in differences in the chance of exposure.1 The 

second condition, exclusion, states that the instrument has no influence on the outcome 

except through the exposure. The third condition, exchangeability (i.e., independence or 

1The relevance condition can also be fulfilled when the IV and exposure are associated but the IV does not cause the exposure (i.e., if 
the association arises due to a third variable influencing both the IV and the exposure), as long as that the third variable itself fulfills 
the relevance, exclusion, and exchangeability criteria. This modification is not essential to understand IVs, but is invoked in many 
applications.

Matthay et al. Page 4

Psychol Trauma. Author manuscript; available in PMC 2024 September 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



exogeneity), states that there are no unmeasured confounders of the instrument-outcome 

relationship (i.e., the instrument does not share unmeasured causes with the outcome). When 

the instrument is random assignment, as in a randomized trial, exchangeability is especially 

plausible. Each of these conditions can be met as-is, or by conditioning on measured 

covariates. Relevance, exclusion, and exchangeability are sufficient to evaluate causality, 

but to interpret estimates from IV analyses, researchers must rely on a fourth condition, 

addressed in the section on estimation and interpretation.

We illustrate the first three conditions with an example. Suppose we aim to estimate the 

effect of experiencing damage to one’s home due to a tsunami on cognitive decline (Hikichi 

et al., 2016), and we propose that one instrument could be the distance an individual lived 

from the coast when the tsunami occurred. Relevance implies that distance from the coast 

is related to the amount of damage to one’s home; this condition can be directly tested. 

Exclusion means that the only reason that distance to the coast is relevant to cognitive 

decline is because proximity to the coast led to greater housing damage. This would be 

violated for example if living close to the coast led people to adopt distinctive dietary 

patterns or leisure time activities that influenced cognition. Exchangeability means that 

there are no unmeasured confounders (or common causes) of distance from the coast 

and cognitive decline. For example, if wealthier people lived nearer to the coast and also 

had better access to resources that prevent cognitive decline, this pattern would violate 

exchangeability.

Researchers applying an IV approach are responsible for evaluating the plausibility of the 

conditions for their planned application. Relevance can be tested empirically by measuring 

the association of the instrument with the exposure. Exclusion and exchangeability cannot 

be proven or tested directly, although researchers have developed several falsification tests 

to evaluate the plausibility of assumptions under specific conditions (Labrecque & Swanson, 

2018; Pizer, 2016). The likelihood that they are met in a given application is judged based on 

substantive knowledge, prior research, or expert opinion.

We contrast IV conditions with the assumptions required for confounder-control (Table 1): 

For a confounder-control approach to deliver a valid estimate of the causal effect of an 

exposure on an outcome, the investigator must identify, measure, and statistically control 

for a set of covariates that is sufficient to eliminate confounding (i.e., exchangeability). 

In our example of estimating the effect of tsunami-induced housing damage on cognitive 

aging, the exchangeability condition for confounder-control means that all of the factors 

that (a) precede the tsunami but influence the degree of housing damage and (b) also affect 

cognitive decline are fully measured and accounted for in the statistical analysis. In practice, 

there are numerous plausible confounders—wealth, capacity of the resident to maintain their 

house, resources the resident deployed to secure their house from flooding. As with IV, 

confounder-control assumptions cannot be tested and have to be judged substantively.

One intuition for why IV analyses circumvent exposure-outcome confounding is to 

recognize that while some of the variation in the exposure is related to the confounders, 

the variation in the exposure that is induced by the instrument is independent of the 

confounders. IV analyses quantify the effect of interest using just the variation in the 
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exposure that is unrelated to confounders and applies only to people for whom the exposure 

was independent of the exposure-outcome confounders. Thus, the IV is used to estimate the 

causal effect for the hypothetical subgroup whose exposure value is affected by the IV. We 

return to this point when we discuss the local average treatment effect.

Sources of instruments

Despite the challenge of identifying valid instruments, many instruments in the existing 

literature across disciplines offer promise for stress and trauma research (Table 2). Lotteries 

(e.g., wartime draft lotteries and lotteries for housing vouchers or other resources) are 

common sources of instruments (Palmer et al., 2019; Singhal, 2019; White et al., 2016). 

Arbitrary discontinuities or cutoffs can also be instruments. For example, when a new 

program is implemented on an arbitrary date, or an unexpected event occurs, the days 

immediately before and after that date are often very similar except for presence of the event 

(Pesko & Baum, 2016; Torche, 2018; Tsai & Venkataramani, 2015). Arbitrary residential 

moves, such as those induced by compulsory relocation of military families, have been 

used to study the causal effects of place-based exposures on health (Lleras-Muney, 2010). 

Biological chance, such as the genetic variants someone inherits (Bountress et al., 2021; Gu 

et al., 2021; Sumner et al., 2020) or the sex of a child (Angrist & Evans, 1998; Bronars 

& Grogger, 1994) have been used as instruments. Using genetic variants as the instrument 

(i.e., Mendelian Randomization) is useful because genetic variants can influence likelihood 

of behaviors (e.g., alcohol consumption) or conditions (e.g., obesity). Genetic variants can 

thus be leveraged to understand the causal effects of those behaviors or conditions on 

relevant outcomes. Studies have also used arbitrary assignment of clinicians who may have 

different preferences for certain treatment modalities to understand the effects of those 

different treatments (Brookhart & Schneeweiss, 2007; Rassen et al., 2009), as well as 

arbitrary assignment of judges with different propensities for leniency, to understand the 

consequences of different sentencing decisions (Gifford et al., 2017; Kling, 2006).

IV analyses are often applied in the context of regression discontinuity (RD). RD designs 

are relevant when there is a sudden, large discontinuity in the likelihood of exposure above 

or below a threshold in a “forcing” variable. Examples of forcing variables include age, 

when the availability of a resource begins at a specific age (e.g., eligibility to purchase a 

handgun (Raifman et al., 2020)); symptom severity scores, when such scores are used to 

determine treatment eligibility (CATS Consortium, 2010); household income, when there 

is a sharp eligibility cutoff at a certain income level; and dates of events, when such 

events generate new exposures (Pesko & Baum, 2016; Torche, 2018). RD designs take 

advantage of the principle that individuals immediately above and below the discontinuity 

threshold would likely otherwise have very similar outcomes, but have very different 

chances of exposure. Thus, they offer ideal comparison groups to estimate the effect of 

exposure. Some discontinuities are considered “sharp” in that the forcing variable perfectly 

determines exposure. With sharp discontinuities, outcomes for the groups immediately 

above and below the cutoff can be compared directly (without IV) to estimate the effect of 

exposure. In contrast, many discontinuities are imperfect or what the literature calls “fuzzy.” 

For example, some individuals with symptom scores below the threshold for treatment 

nonetheless receive treatment and many with symptom scores above the threshold still 
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do not receive treatment. Fuzzy discontinuities can be analyzed using IV methods: the 

discontinuity in the forcing variable is the instrument (Oldenburg et al., 2016).

Estimating and interpreting causal effects with an instrumental variable

Estimation

When the three conditions for a valid instrument are met, the investigator can leverage the 

statistical associations between the instrument, the exposure, and the outcome to estimate the 

causal effect of the exposure on the outcome. To offer intuition, here we describe estimation 

concepts for the simplest setting (continuous normally distributed variables, linear effects, 

linear models). Extensions are addressed in the last paragraph of this section and the 

additional resources section.

The instrumental variable is used to extract the variation in the exposure that is independent 

of the confounders. Since the instrument (Z) only affects the outcome (Y) through the 

exposure (A), the effect of the instrument on the outcome (θZY) reflects both the effect 

of the instrument on the exposure (θZA), and the effect of the exposure on the outcome 

(θZY) (i.e., θZY = θZA * θAY). The causal effect of interest is θZY, so this equation can be 

rearranged as θAY = θZY
θZA

. Thus, to estimate the unconfounded causal effect of the exposure on 

the outcome, we must simply estimate the effect of the instrument on the outcome and the 

effect of the instrument on the exposure. In our draft lottery example, assuming the draft 

lottery is a valid IV for evaluating the effect of military service on mortality, if we can 

estimate the effect of the draft on mortality, and the effect of the draft on military service, 

then we can estimate the causal effect of military service on mortality.

If no other covariates need to be controlled to fulfill the required conditions, then estimating 

θZY and θZA can be as simple as applying two ordinary least squares regressions: one of the 

outcome on the instrument, and one of the exposure on the instrument. The ratio of these 

two quantities is the Wald estimator of the causal effect θAY = θZY
θZA

. In practice, however, 

investigators usually apply two-stage least squares (2SLS) regression to estimate valid 

standard errors, increase statistical power, and adjust for confounders of the instrument-

outcome relationship. In 2SLS (Box 1), the exposure is first modeled as a function of the 

instrument and any necessary covariates. An F-test of the instrument in this first-stage 

model is often used to verify that the relevance assumption is met (typically, F>10). 

The fitted regression is then used to generate predicted values of the exposure for each 

individual in the sample. In this way, the variation in the exposure A is partitioned into 

(a) the variation that is related to the instrument and measured covariates (captured by 

the predicted exposure values, A) and (b) the variation in the exposure that is related to 

unmeasured factors, including exposure-outcome confounders (captured by the residuals 

of the first-stage regression, ϵ). In 2SLS models, the latter (and hence, exposure-outcome 

confounding) is discarded, and in the second-stage, the outcome is modeled as a function 

of the predicted exposure values and necessary covariates. The coefficient on A in the 

second-stage regression (α1) can be interpreted as the causal effect of the exposure on the 

outcome. Packaged functions (available in standard statistical software such as Stata, R, 
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SAS, and SPSS) should be used to implement 2SLS because robust standard errors are 

needed to account for the estimation of A in the first stage. Resources with sample code for 

software implementation are provided in the section “Sample code”.

Interpreting estimates from instrumental variable analyses

How does one interpret coefficients from IV analyses (θZY or α1)? If the effect of the 

exposure on the outcome is identical for everyone in the study population, then the IV 

estimate can be interpreted as the population average treatment effect (PATE)—for example, 

the difference in the mortality rate if everyone in the study population served in the military 

versus if no one in the study population served in the military. Confounder-control studies 

commonly estimate the PATE. However, homogeneous causal effects are rarely plausible. 

For example, the magnitude of the effect of military service on mortality likely depends on 

factors such as age, social resources and supports, and physical and mental health status 

prior to service (Vable et al., 2016). Thus, a fourth assumption is typically required for 

interpretation. There are several options for this fourth assumption, and the researcher can 

choose the assumption that seems most plausible in their setting. The option introduced in 

foundational work and which continues to be most popular is referred to as monotonicity: 

that the IV does not have an opposite direction of effect for any two individuals in the 

population (Swanson & Hernán, 2018). Monotonicity is required to estimate the LATE. In 

the context of the draft lottery example, if being assigned an early draft number increased 
the likelihood that some men served in the military, we must assume that there are no 

men for whom being assigned an early draft number decreased the likelihood of military 

service. It does not violate the monotonicity assumption if some men are simply unaffected 

by their draft lottery position. Like exclusion and exchangeability, monotonicity cannot be 

tested and its plausibility has to be judged substantively. Alternatives to monotonicity have 

been developed and may be more appealing for some situations (Baiocchi et al., 2014; 

Glymour & Swanson, 2021; Hernán & Robins, 2006; Small et al., 2017). For example, one 

can assume that the effect of the treatment on the outcome does not differ among treated 

individuals with different values of the IV; such an assumption would then estimate the 

effect of the treatment on the treated (rather than the LATE) (Hernán & Robins, 2006). 

Under the relevance, exclusion, and exchangeability conditions, any association between 

the IV and the outcome implies a causal effect of the exposure on the outcome, i.e., tests 

the sharp null hypothesis that the exposure has no effect on the outcome for anyone in the 

population. Without the monotonicity assumption, the quantity estimated by an IV analysis 

cannot be interpreted as an average causal effect (Angrist et al., 1996), although one might 

be able to put bounds on the LATE or PATE (Hernán & Robins, 2020).

Assuming monotonicity, the estimated causal effect θAY  or α1 can be interpreted as the local 

average treatment effect (LATE)—that is, the effect of the variation in the exposure that is 

induced by the instrument. Said another way, IV analyses estimate the effect of the exposure 

on the outcome specifically among those individuals whose exposure is actually changed 

by the instrument (although who is actually affected is unknown). During the Vietnam war, 

some men volunteered for military service regardless of their place in the draft lottery; other 

men would not have served regardless of their draft lottery position (e.g., conscientious 

objectors). With monotonicity, an IV estimate using the draft lottery as an instrument to 
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estimate the effect of military service on mortality is interpreted as the effect of service for 

men whose military service was determined by their position in the draft lottery.

Extensions

Statistical methods for IV estimation are an active area of research, and progress is 

extending the settings to which IV is applicable and delivering tools to evaluate the validity 

of IVs (see additional resources section). This work promises to make IV methods more 

useful. For this introduction, several additional points are noteworthy. First, the exact 

estimation strategy required depends on the coding of the instrument, treatment, and 

outcome. If causal effects are nonlinear, alternative analytic tools are needed. Second, IV 

can also be implemented using different datasets for each regression stage (i.e., two-sample 

IV) (Angrist & Krueger, 1992). This approach is especially useful when the exposure 

and outcome are not available in the same dataset or when seeking to enhance statistical 

power by using one larger dataset. Two-sample IVs require the assumption that the effect 

of the instrument on exposure is the same in the two samples and entail special standard 

error calculations (Inoue & Solon, 2010). If the effect of the exposure on the outcome 

diverges between the two samples, the IV estimate corresponds with the effect in the 

outcome sample. Finally, variations of IV can be implemented for study designs that involve 

matching, time-to-event or survival outcomes, case-control sampling, multiple instruments 

for a single exposure variable, and to estimate parameters other than the LATE.

Cautions for instrumental variable analyses

A primary challenge in using IV to estimate causal effects in observational settings is 

identifying a valid instrument, i.e., a variable that meets all the required conditions. Like 

for confounder-control when we never truly know if we have correctly identified, measured, 

and controlled all confounders, for instrument-based methods, we never truly know all of the 

factors that determine exposure or whether all of the IV conditions are met. Many factors 

that appear at first to be promising instruments fail to meet one or more conditions upon 

closer examination. For example, seemingly arbitrary variation in where and when restrictive 

immigration policies were adopted across states may seem to be a promising instrument to 

study the impacts of immigration rates on migration-related trauma. However, restrictive 

immigration policies might influence migration-related trauma not only by restricting 

immigration but also by creating a hostile social environment—a violation of the exclusion 

condition. Immigration policies would not be valid instruments unless one could measure 

and account for the hostile social environment in the analysis.

Weak instruments—when the instrument-exposure association is “small” or the F-statistic 

for this association is “small” (Hernán & Robins, 2020)—can pose important problems 

for IV estimation. Weak instruments can produce severely biased effect estimates and lead 

to uninformatively wide or erroneously small confidence intervals (Andrews et al., 2019; 

Hernán & Robins, 2020). Weak instruments amplify bias due to violations of exclusion 

or exchangeability, because a small and imprecise estimate of the instrument-exposure 

relationship (the denominator in the causal effect estimate of θZY
θZA

) magnifies any bias in the 

instrument-outcome relationship (the numerator) (Hernán & Robins, 2020). Use of multiple 
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instruments and small sample sizes exacerbate these issues and can further amplify bias 

(Angrist & Krueger, 2001a; Bound et al., 1995; Crown et al., 2011; Hernán & Robins, 

2020). Conducting IV analyses only for very strong instruments (Lee et al., 2021) or 

applying weak IV-robust estimation (Andrews et al., 2019) may help remedy some of these 

issues.

Even with IVs that have strong associations with the exposure, small violations of the 

exclusion, exchangeability, and monotonicity conditions can introduce unintuitively large 

biases in unpredictable directions. Regardless of sample size, small departures from ideal 

conditions can result in IV estimates that are more biased than even a naïve estimate 

unadjusted for any confounders (Angrist & Krueger, 2001b; Crown et al., 2011; Ding 

et al., 2017; Hernán & Robins, 2020; Martens et al., 2006). Exclusion is commonly 

violated if a continuous or multi-category exposure is coarsened to a dichotomous variable 

(Hernán & Robins, 2020). Exchangeability can be violated not only by confounders of 

the instrument-outcome relationship but also by selection bias—for example if individuals 

with certain levels of the exposure are excluded (Swanson et al., 2015). Monotonicity is 

not always a reasonable assumption in observational settings (Hernán & Robins, 2020), but 

estimates can be substantially biased when a small portion of the study population violates 

monotonicity (Swanson & Hernán, 2018). For these reasons, testing for weak instruments 

(Bound et al., 1995; Stock & Yogo, 2002) and conducting falsification tests and sensitivity 

analyses (Labrecque & Swanson, 2018; Pizer, 2016) are essential and can provide practical 

assessment of the impact of violating IV conditions. Applications of genetic IVs (Mendelian 

Randomization studies) have prompted a flourishing of methodologic developments for IV 

analyses, including methods that are valid under weaker assumptions (Sanderson et al., 

2022). Some of these developments are also relevant for IVs arising from policy or other 

non-genetic sources. Additional limitations of IV methods are noted throughout the next 

section in contrast with confounder-control approaches.

Strengths and limitations of instrumental variable approaches compared to 

confounder-control

We contrast the strengths and limitations of IV and confounder-control approaches with 

respect to the four types of validity (Matthay et al., 2020; Shadish et al., 2002).

Internal validity means that the estimated association in the study data matches the true 

causal effect of the exposure on the outcome for the people in the study. Between IV 

and confounder-control, the approach that is more internally valid depends on which set 

of assumptions is more plausible for a given study context. Confounder-control is useful 

when adjusting for all confounders seems feasible, when there is an important research 

question for which no valid instrument can be identified, or when a researcher can make 

improvements over previous studies in identifying, measuring, or controlling confounders. 

However, for many stress and trauma applications, the confounding pathways are complex 

and unfold over long time horizons. For example, internal validity is often threatened by 

reverse causation, wherein the designated exposure and outcome mutually affect one another 

over time. Factors with bidirectional relationships include psychopathology, substance use, 
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traumatic life experiences, and physical health status. Because instruments are theoretically 

external to such evolving processes, IV approaches may be less vulnerable to this bias. 

Yet for the many cases when no valid instrument can be identified, confounder-control 

approaches offer a way forward, and the potential magnitude of unmeasured confounding 

can be bounded with quantitative bias analysis tools (Lash et al., 2014; VanderWeele & 

Ding, 2017).

IV is appealing when measuring all confounders seems infeasible but a valid instrument 

exists, either as-is or after adjusting for measured variables. However, for many important 

research questions, no valid instrument exists. Moreover, bias resulting from failure to meet 

the required conditions often appears to be greater for IV than for confounder-control (see 

previous section). For these reasons, triangulating evidence from both confounder-control 

and IV approaches is likely beneficial.

Statistical conclusion validity involves using appropriate techniques for making statistical 

inferences about the relations between variables. To achieve statistical conclusion validity, 

researchers must rule out random error, meet the assumptions of the selected statistical 

model, and account for uncertainty in both stages of the IV estimation procedure. Because 

IV estimates depend on the subset of the study population whose exposure was actually 

changed by the instrument (even if which specific people are affected is not known), low 

statistical power and imprecise estimates often challenge IV approaches by increasing the 

likelihood that results are due to random error. For example, hospital ward overcrowding has 

been used as an instrument to study the causal effect of nurses’ job demands on absence 

from work with a psychiatric diagnosis (Kivimäki et al., 2010). Since overcrowding affected 

job demands only for some nurses, the study sample size was effectively limited to those 

nurses, leading to imprecise causal effect estimates in the IV analysis. If the researchers 

had instead applied a confounder-control approach to the same dataset, the estimates would 

have been more precise. In IV analyses, precision can be enhanced using two-sample IV 

(Angrist & Krueger, 1992), matching techniques (Baiocchi et al., 2012), or samples with 

greater proportions of individuals affected by the instrument—e.g., using social media-based 

recruitment strategies (Schneider & Harknett, 2022).

Construct validity relates to whether the researcher has measured what they intended 

to measure and is a central challenge in much stress and trauma research. Statistical 

validity comes into tension with construct validity. For example, studies based on large 

administrative datasets often have more statistical power but less detailed measurements, 

whereas smaller studies have less statistical power but can afford more and higher quality 

measurements. Since instrument-based studies intrinsically have lower power, they more 

often rely on administrative datasets and may have less valid measures than confounder-

control studies. For example, large datasets grounded in electronic health records offer 

promise for instrument-based stress and trauma research (Gradus et al., 2022; Weissman et 

al., 2020). Such records can include detailed psychopathology diagnoses, but they typically 

lack high-quality survey-based measures or screeners used to accurately identify symptoms 

and diagnoses among people not seen by mental health providers. Thus, measures of 

psychopathology may be highly specific but not sensitive. Approaches to addressing this 

challenge include taking detailed measurements on subsamples (Svensson et al., 2015) and 
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big data initiatives that link detailed measurements with administrative records such as the 

UK Biobank and USA’s All of Us.

Two-sample IV methods can also help when high-quality measures of the exposure are 

available for only a small number of people. For example, the association between an 

external event and stress might be estimated in one relatively small data set with excellent 

stress measures. Then, the association between the external event and outcomes of interest 

could be estimated in another, ideally much larger data set. Information from the two data 

sources can be combined to derive an IV estimate of the effect of stress on the outcome.

External validity refers to the extent to which results can be generalized to people outside 

the study, different versions of the exposure, and other settings. Using an IV approach 

has important implications for generalizability because with the usual assumptions, the 

IV estimate only refers to the (unknown) subset of study participants whose exposure 

was changed by the instrument. This is a major limitation, as researchers nearly always 

aim to produce results that apply to people beyond the study. Confounder-control studies, 

which are commonly conducted in diverse or population-representative samples, are often 

better-positioned for generalization. Confounder-control studies can also readily examine 

heterogeneity in causal effects across study subgroups. In contrast, assessing heterogeneity 

in causal effects from IV studies requires that the instrument influences exposure to at least 

some degree for all subgroups; prior research has shown that this is not always the case 

(Lleras-Muney, 2002).

Despite its typical limited generalizability, IV approaches can still be informative, 

particularly when considering the delivery of services or treatments to people in need. For 

example, treatments or interventions for PTSD are unlikely to be delivered to people with no 

symptoms; of greater interest is whether people just above versus just below the symptom 

score cutoff for treatment eligibility have different outcomes (CATS Consortium, 2010). 

This is the estimate that an IV approach delivers. Additionally, alternative IV assumptions 

and estimation methods can deliver parameters relevant to broader populations (Glymour & 

Swanson, 2021).

Conclusions

Accurately estimating causal effects in observational studies is critical to strengthening 

evidence on the causes and consequences of stress and trauma outcomes and to informing 

interventions. If the measured association between an exposure and an outcome is biased 

away from the true causal effect because of unmeasured confounders, then interventions 

premised on this research will not yield the desired results. For example, if the association 

between PTSD and ischemic heart disease is not causal but rather reflects that people with 

prior combat exposure are more likely to have both PTSD and heart disease (Ebrahimi et 

al., 2021), then expanding access to PTSD treatment will not reduce rates of heart disease, 

although the research may have seemed to indicate otherwise.

Researchers must often rely on observational studies designed to minimize confounding 

bias. To date, most observational stress and trauma research has relied on confounder-
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control to address confounding, but IV approaches offer a promising alternative that could 

complement existing research approaches. No single study can provide the optimal degree 

of internal and external validity, power, and measurement, or provide inferences that are 

relevant to all populations and subgroups. Thus, employing diverse study designs relying on 

alternative assumptions helps to ensure that different studies cover each other’s weaknesses. 

Enhanced interdisciplinary collaboration between stress and trauma researchers with strong 

substantive expertise and econometricians with strong training in IV methods may facilitate 

the identification of new, valid, and useful instruments. Incorporating IV methods into the 

stress and trauma toolkit could therefore provide opportunities to enhance the rigor of causal 

research in the field.
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Box 1.

Two-stage least squares regression

Stage 1 regression equation: A = β0 + β1Z + β2W + ϵ

Stage 2 regression equation: Y = α0 + α1Â + α2W + ∂

Variable or 
parameter

Meaning Simplified example: effect of natural 
disaster-related housing damage on 
cognitive function (Hikichi et al., 2016)

Z Instrumental variable Distance to coast

A Exposure Housing damage

Y Outcome Cognitive function

W Confounders of the instrument-
outcome relationship

Confounders of the relationship between 
distance-to-coast and cognitive function 
(e.g. wealth)

A Predicted exposure values from 
the first-stage regression

Predicted levels of housing damage from 
first-stage regression

ϵ First-stage regression residual 
(captures variation in the 
exposure unrelated to Z or W)

Variation in housing damage that 
is unrelated to distance-to-coast or 
confounders

α1 Local average treatment effect 
(LATE) estimate of the causal 
effect of A on Y

LATE estimate of the causal effect of 
housing damage on cognitive function
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Clinical impact statement

Estimating the causal effects of stressful or traumatic experiences on later health 

is important but difficult because randomizing stressful or traumatic experiences or 

trauma-informed interventions may not be ethical. Instead, stress and trauma researchers 

typically account for measured confounders using regression, matching, or stratification 

methods. Study designs leveraging instrumental variables (IV) methods offer a valuable 

alternative approach, relying on alternative assumptions. In observational stress and 

trauma research, complementing confounder-control studies with IV-based methods is 

likely to strengthen the body of evidence on causal effects and help inform future 

interventions.
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Figure 1: 
Causal diagrams (directed acyclic graphs) contrasting confounder-control and instrumental 

variable approaches to inferring causality
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Table 1.

Formal (directed acyclic graph) and informal conditions required for evaluating causality using confounder-

control versus instrument-based approaches

Approach Condition Formal conditions (Pearl, 2009) Informal conditions

Confounder-
control

Exchangeability There exists a set of measured variables for which (a) no variable 
in the set is a descendant of the exposure, and (b) the set blocks 
every path between the exposure and the outcome that contains 
an arrow into the exposure (i.e., there are no unblocked backdoor 
paths from the exposure to the outcome).

A set of covariates sufficient to 
control confounding between the 
exposure and outcome have been 
correctly identified, measured, and 
statistically controlled (i.e., there is 
no unmeasured confounding of the 
exposure-outcome relationship).

Instrumental 
variable

Relevance The instrument is not independent of the exposure (e.g., because 
the instrument causally affects the exposure or because the 
instrument shares a common cause with the exposure).

The instrument is associated with 
the exposure.

Exclusion Every directed path connecting the instrument to the outcome 
contains an arrow pointing into the exposure (i.e., there are no 
paths via which the instrument influences the outcome that do not 
pass through the exposure).

The instrument does not affect 
the outcome except through its 
potential effect on the exposure.

Exchangeability There exists a set of measured variables for which (a) no variable 
in the set is a descendant of the instrument, and (b) the set blocks 
every path between the instrument and the outcome that contains 
an arrow into the instrument (i.e., there are no unblocked backdoor 
paths from the instrument to the outcome such as shared causes of 
the instrument and outcome).

The instrument and the outcome 
do not share unmeasured causes 
(i.e., there is no unmeasured 
confounding of the instrument-
outcome relationship).

Monotonicity The effect of the instrument on the probability of exposure is 
monotonic (i.e., the instrument always increases or has no impact 
on the likelihood of exposure, or the instrument always decreases 
or has no impact on the likelihood of exposure) for all units.

The instrument does not change the 
likelihood of exposure in different 
directions for any two individuals.

The table provides formal directed acyclic graph-based definitions of the conditions or assumptions required for evaluating causality (from Pearl, 
2009) as well as informal definitions. The formal assumptions can be stated in different ways and we refer the reader to Angrist et al. (1996), 
Hernán & Robins (2020), Pearl (2009), and Glymour & Swanson (2021) for different variations. The first three conditions define the IV. There 
are several options for the fourth IV assumption to support causal interpretation of estimates from IV analyses. The most commonly adopted 
assumption is monotonicity, but others may be preferable in different contexts (see next section). The combination of relevance, exclusion, 
exchangeability, and monotonicity results in estimates of the local average treatment effect (LATE)—that is, the causal effect of the variation in 
the exposure that is induced by the instrument on the outcome. Assuming homogeneity of treatment effects across population subgroups results 
in estimates of the population average treatment effect (PATE)—that is, the average difference in the outcome if everyone in the population were 
exposed versus if no one in the population were exposed. Without the monotonicity assumption, the quantity estimated by an IV analysis cannot 
be interpreted as an average causal effect (Angrist et al., 1996), although one might be able to put bounds on the LATE or PATE, but it does not 
give a point estimate for the magnitude of effect. For more detail, see section “Additional resources for learning more about instrumental variable 
methods”.
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Table 2:

Potential sources of instruments in stress and trauma research

Instrument type Examples

Physical distance from place of 
residence to traumatic exposure

Instrument: Distance from district of residence to location where Vietnam war bombing was heaviest
Exposure: Early-life exposure to war
Outcomes: Severe mental distress (Singhal, 2019); disability (Palmer et al., 2019)

Instrument: Distance from coast
Exposure: Housing damage related to earthquake and tsunami
Outcome: Cognitive decline (Hikichi et al., 2016)

Lotteries and random 
assignment

Instrument: Wartime draft lottery
Exposure: Military service 
Outcomes: Mortality (Conley & Heerwig, 2012; Johnston et al., 2016)

Instrument: Housing vouchers
Exposure: Neighborhood poverty and housing discrimination 
Outcome: Psychological distress and major depressive disorder (Osypuk et al., 2019)

Instrument: Refugees’ assignment of residential address by government
Exposure: Neighborhood deprivation 
Outcome: Diagnosis of type 2 diabetes (White et al., 2016)

Discontinuities based on dates 
of policy changes or disasters

Instrument: Date relative to implementation of universal primary education policy 
Exposure: Educational attainment 
Outcome: HIV-related stigma (Tsai & Venkataramani, 2015)

Instrument: Days to/since terrorist attacks of September 11, 2001 
Exposure: Short-term stress 
Outcome: Cigarette smoking (Pesko & Baum, 2016)

Instrument: Chilean earthquake
Exposure: Prenatal stress
Outcome: Offspring cognitive ability (Torche, 2018)

Variation in locations and 
timing of policy changes or 
implementation

Instrument: Variation across states and time in SNAP benefit generosity, eligibility requirements, and 
outreach efforts
Exposure: Supplemental Nutrition Assistance Program (SNAP) participation 
Outcome: Premature mortality (Heflin et al., 2019)

Instrument: Months since pension rollout in a county 
Exposure: Pension enrollment and pension income 
Outcome: Depressive symptoms (Chen et al., 2019)

Variation in timing and 
locations of disasters

Instrument: Famine
Exposure: Hunger early in life
Outcome: Later-life health (van den Berg et al., 2016)

Timing of delivery of program 
benefits

Potential instrument: Time of month (first two weeks vs. second two weeks) 
Exposure: SNAP disbursement (financial assistance for food purchases)
Outcome: Types of food purchased (Franckle et al., 2019)

Eligibility cutoffs for resources 
based on age, income level, or 
other factors

Instrument: Age in years (under 18, 18 to 20, 21 and older)
Exposure: Access to legal handgun purchase (varies by state policy) 
Outcome: Suicide (Raifman et al., 2020)

Residential moves Instrument: Location change due to military transfer
Exposure: Air pollutants
Outcome: Children’s health (Lleras-Muney, 2010)

Peer groups Instrument: Assigned police officer peer group
Exposure: Misconduct of peer officers
Outcome: Officer misconduct (Quispe-Torreblanca & Stewart, 2019)

Genetic variants (Mendelian 
Randomization)

Instrument: Genetic variants associated with trauma 
Exposure: Trauma exposure 
Outcome: Psychiatric disorders (Gu et al., 2021)

Instrument: Genetic variants associated with PTSD
Exposure: PTSD
Outcome: Alcohol use disorder (Bountress et al., 2021)
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Instrument type Examples

Assignment of providers 
or officials with different 
preferences

Instrument: Assigned clinicians with different treatment preferences 
Exposure: Non-steroidal anti-inflammatory drugs (Brookhart & Schneeweiss, 2007); Antipsychotic 
medication (Rassen et al., 2009)
Outcomes: Gastrointestinal toxicity (Brookhart & Schneeweiss, 2007); death (Rassen et al., 2009)

Instrument: Assigned judges with different propensities for leniency
Exposure: Incarceration length (Kling, 2006); prosecution and conviction for a crime (Gifford et al., 2017)
Outcomes: Labor market participation (Kling, 2006); recidivism and child maltreatment (Gifford et al., 
2017)

Symptom cutoffs for receiving 
a treatment

Instrument: Post-Traumatic Stress Disorder severity score
Exposure: Trauma-specific cognitive behavioral therapy (CBT) vs. brief CBT skills intervention
Outcome: Change in PTSD symptoms (CATS Consortium, 2010)

Capacity limits for patients in 
health care settings

Instrument: Objectively-measured hospital ward overcrowding
Exposure: Job demands among nurses
Outcome: Absence from work with a psychiatric diagnosis (Kivimäki et al., 2010)
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