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ABSTRACT OF THE DISSERTATION

A study of the stellar population and dynamical environment
of the Milky Way Galactic center with

near-infrared adaptive optics photometry

by

Abhimat Krishna Gautam
Doctor of Philosophy in Astronomy and Astrophysics

University of California, Los Angeles, 2020
Professor Andrea M. Ghez, Chair

The proximity of the Milky Way Galactic center (GC) allows a unique perspective into
how supermassive black holes (SMBHSs) affect their surrounding stellar population. Several
uncertainties still remain about the stellar population at the GC, notably the frequency of
binary star systems at the GC and the distribution of dark stellar remnants surrounding
the SMBH. In this thesis, we used over 13 years of Keck Observatory adaptive optics (AO)
photometric flux measurements of the stellar population within approximately a half parsec
of the GC SMBH in an effort to address the uncertainties about the GC stellar binary

population and to probe the density of unseen stars or compact objects near the SMBH.

First, we present an = 11.5 year adaptive optics (AO) study of stellar variability and search
for eclipsing binaries in the central ~ 0.4 pc (~ 10”) of the Milky Way nuclear star cluster.
In the study, we measured the photometry of 563 stars using the Keck II NIRC2 imager
(K'-band, Ao = 2.124 pm). We achieved a photometric uncertainty floor of Amg: ~ 0.03

(~ 3%), comparable to the highest precision achieved in other AO studies. Approximately
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half of our sample (50 + 2%) shows variability. 52 + 5% of known early-type young stars
and 43 + 4% of known late-type giants are variable. These variability fractions are higher
than those of other young, massive star populations or late-type giants in globular clusters,
and can be largely explained by two factors. First, our experiment time baseline is sensitive
to long-term intrinsic stellar variability. Second, the proper motion of stars behind spatial
inhomogeneities in the foreground extinction screen can lead to variability. We recovered
the two known Galactic center eclipsing binary systems: IRS 16SW and S4-258 (E60). We
constrained the Galactic center eclipsing binary fraction of known early-type stars to be at
least 2.4 + 1.7%. We found no evidence of an eclipsing binary among the young S-stars
nor among the young stellar disk members. These results are consistent with the local OB
eclipsing binary fraction. We additionally identified a new periodic variable at the GC, S2-36,
with a 39.43 day photometric period.

Second, we present the discovery of the first known eclipsing, ellipsoidal binary star system
(S2-36) at the GC, with a binary orbital period of ~ 78.8 days at a projected distance
of ~ 2 arcsec from Sgr A*. As the first dynamically soft stellar binary discovered in the
region, S52-36 offers powerful constraints on the dark cusp density within ~ 0.1 pc of the
SMBH. We used new and existing near-infrared adaptive optics Keck Observatory imaging
data collected over 13 years to measure the photometric and astrometric properties of S2-36.
S2-36’s proper motion suggests a distance < 0.2 pc from the SMBH. A trended multi-band
periodicity search of the photometric measurements in the K’- (A\g = 2.124 pm) and H-band
(Ao = 1.633 pm) reveals a periodic signal with false-alarm probability of less than 107%.
These results, combined with our flux and color measurements, suggest S2-36 is an ellipsoidal
binary at the GC. Best-fit astrophysical binary models to the observed light curve consist of
two red giant stars where the photometric variability originates from ellipsoidal variation and
eclipses. However, with photometry measurements alone, our model fits have degeneracies
in age and metallicity of the component stars (age ~ 3 to 13.5 Gyr, |[Fe/H| ~ —1.5 to

+0.5). The presence of an old, dynamically soft binary at the GC over its entire lifetime
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implies few encounters with sources that would disrupt the binary. Under the assumption
that the binary has spent its lifetime in the GC environment, the binary’s survival places an
upper limit of ~ 10* stellar-mass black holes (M ~ 10M) within ~ 0.1 pc of the SMBH,
and a local two-body relaxation time > 5 x 10® yr. Our observations are consistent with
X-ray estimates of compact objects in the GC and provide a powerful new constraint on the

presence of the dark cusp at the GC.

Finally, we present new methodology and initial results for a photometric study to constrain
the stellar binary fraction of the GC. With 873 stars, a larger stellar sample than previously
ever used for a photometric binary search of GC stars, we detected a total of five likely
periodic signals with our updated methods; two of the likely stars (S4-308 and S3-438) have
not been previously identified as periodic variables in any previous study. We then provide
an overview of the calculation of our experiment’s sensitivity to photometric binaries and
detail a Bayesian framework to combine the sensitivity and our experiment’s detections to
constrain the intrinsic GC stellar binary fraction. The methods outlined can be employed
on future photometric studies of the GC stellar population to constrain its binary fraction,

particularly for short-period binaries.
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1.1

2.1

LIST OF FIGURES

An example near-infrared (K’-band) laser guide star adaptive optics image of
the Milky Way Galactic center (GC) from the Galactic Center Orbits Initiative
dataset. This image is constructed from observations taken on 2015 August 10
and spans a field of view 10” x 10” (= 0.4 pc x = 0.4 pc in projected distance at
the GC). Sgr A* is marked on the image, and corresponds to the location of the

supermassive black hole. . . . . . . . . ... o oo

Calibration stars used for our initial and final calibration iterations in the vari-
ability analysis are circled and labeled (initial calibration iteration on left and
final calibration iteration on right). The white star symbol indicates the posi-
tion of Sgr A*. The dashed lines indicate the boundaries of the four quadrants
centered on Sgr A*. These quadrants were used to select calibration stars dis-
tributed across our field of view. The background image is from the 10 August
2015 observation. We chose the final calibration stars so that at least one and no
more than 3 would lie in each of the four quadrants. Dashed circles around each

calibration star indicate 0.25” around the position of each star. We selected the

final calibration stars so that none were located within ~ 0.25” of each other. . .
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2.2

2.3

The variability of our stellar sample plotted on our field of view. The color of
each point on the maps is determined by the mean of the y%, of the nearest
20 stars to the point having x2, < 10 (so as to not affect the mean value with
highly variable stars). The star shape indicates the position of Sgr A* while the
green dots indicate the positions of our photometric calibrators. The map on
the left is generated before our local correction is applied, and the map on the
right is generated after our local corrections have been applied. Before the local
correction is applied, the outer regions of the field demonstrate higher variability
as expected from anisoplanatic effects on the PSF shape. After the local correc-
tion is applied, this spatial preference for variability is largely removed. Since
this process removes systematic contributions to variability, overall x2, values
are lowered throughout the field of view. . . . . . .. ... ... .. ... ....
Median photometric uncertainty of the stellar sample in this work, identified in
at least 16 nights of observation, plotted by mean magnitude. Known early-
type and late-type stars are indicated as dots colored blue and red, respectively.
The binned median magnitude error identifies this work’s photometric precision
as a function of stellar magnitude. Also shown for comparison is binned median
magnitude error from previous work studying variability at the Galactic Center by
Rafelski et al. (2007) using Keck speckle photometry data. The values plotted here
are calculated after conducting the local photometry correction on our dataset,
detailed in Section 2.8.3. The floor of the photometric uncertainty begins to rise
for stars fainter than my ~ 16. Based on this, we limited the sample for our
variability and periodicity search to stars with my < 16, indicated by the vertical

dashed line. . . . . . L
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24

2.5

2.6

The stellar sample used in the photometric variability analysis, consisting of
my < 16 stars detected in at least 16 nights without confusion. The background
image is from the 2012-05-15 observation. Blue, red, and orange circles indi-
cate spectrally typed early-type, late-type, and unknown type stars respectively.
Green circles indicate the stellar sample studied in the previous stellar variabil-
ity analysis by Rafelski et al. (2007) using Keck Observatory speckle data. The
dashed circles indicate the region cut around resolved sources where flux mea-
surements of sources could be biased by the presence of the resolved source. The
white star symbol indicates the position of Sgr A*, the location of the supermas-
sive black hole. The large dotted circle indicates the region of our sample used to
study the projected positional dependence of variability, out to 3” from Sgr A*.
1”7 corresponds to a projected distance = 0.04 pc at the Galactic center.

Binned x2,, distribution for our stellar sample identified in at least 23 observa-
tions. For variability, we drew a cut in this distribution at 50, which for stars
identified in 16 observations (with v = 16 — 1 = 15) corresponds to %, > 3.87.
Stars identified in a greater number of observations have a corresponding higher v
resulting in a 50 cut for variability at lower y2, values, going down to x2, > 2.40
for stars identified in all 45 nights. These x2, cuts for variability depending on
the number of nights are indicated by the vertical shaded region. In this sample
with the 5o variability cut, 50 &= 2% of stars are variable. . . . . . .. ... ..
Same as Figure 2.5, but for our spectroscopically confirmed early-type stellar
sample (left) and late-type stellar sample (right) identified in at least 16 obser-
vations. 52 + 5% of spectroscopically confirmed early-type stars are variable and
43 +4% of spectroscopically confirmed late-type stars are variable. The x2 ; cuts
for variability depending on the number of nights are indicated by the vertical

shaded region. . . . . . . . L
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2.7

2.8

2.9

2.10

The dashed line indicates our 50 x%, cut for variability as a function of number
of nights. The stars identified as variable with this cut are in the shaded gray
region. Dots colored blue/red are spectroscopically confirmed early-/late-type
stars, while black dots correspond to stars that have unknown type. . . . . . ..
Top: The variability fraction as a function of projected distance from Sgr A*,
R. The solid black lines indicate the median 20 region of this relationship using
stars with R < 3” from Sgr A*. Bottom: The surface density distribution of
our non-variable and variable star populations as a function of projected distance
from Sgr A*) ¥, (R) and X,(R). Solid lines indicate median fit across all MCMC
samples and the shaded regions indicate 20 significance regions of this fit. . . . .
Top: Variability fraction as a function of observed magnitude, m. The solid
black lines indicate the median 20 region of this relationship using our entire
stellar sample across all our MCMC samples. The blue and red lines indicate the
same regions for the known young- and late-type stars in our stellar sample. The
dotted lines indicate the 1o constraints on the overall variability fraction in our
sample. Bottom: Probability distribution of our non-variable and variable star
populations as a function of observed magnitude, p,(m) and p,(m). Solid lines
indicate median fit across all MCMC samples and the shaded regions indicate 20
significance regions of this fit. The non-variable and variable star populations in
our data are shown as binned histograms. . . . . . . ... ...
Stars identified as variable on our experiment’s field of view. Blue, red, and orange
circles indicate spectrally typed early-type, late-type, or unknown type variable

stars respectively. The background image is from the 2012-05-15 observation.
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2.11

2.12

2.13

2.14

Periodicity detections that pass the variability, periodicity, and frequency cuts
in our search, with bootstrap false alarm test significance plotted against the
variability amplitude. For clarity, only the most significant periodicity search
detection is plotted for stars that have multiple detections passing the variability,
periodicity, and frequency cuts. The stars that we identify as likely periodic
variables (IRS 16SW, S2-36, and S4-258) stand out distinctly in significance and
amplitude from other possible periodic detections identified in our experiment. .
Light curves (left) and periodograms (right) for the likely periodic variable stars
IRS 16SW, S2-36, and S4-258. The horizontal dashed lines in the light curves
indicate the weighted mean magnitude. The horizontal dashed green lines in the
periodograms indicate the bootstrap test significance levels, while the vertical
dashed red lines indicate periodogram peaks above 80% bootstrap significance. .
Top: An image of the field near S2-36 from the 2017-08-11 observation. S2-
36 is circled in red, while nearby stars brighter than myg = 14.5 are circled in
blue. The white star symbol indicates the position of Sgr A* the location of
the supermassive black hole. This observation is highlighted in the phased light
curve as the red point. Bottom: Phased light curve of S2-36 at the 39.43 day
period found in the periodicity analysis. The best fit first order sinusoid model to
the observations is overlaid. The horizontal line and surrounding shaded region
indicate the fit mean magnitude and its uncertainty, respectively. The red point
indicates the observation highlighted on top. . . . . . . . . ... ... ... ...
Variability fraction as a function of experiment time baseline for NIR studies of
resolved young, massive star populations (left) and of late-type, globular cluster
(right). Variability fractions for the Galactic center young (left) and old (right)
stars derived in this work (entire sample and smaller time baseline subsamples)

are shown as black points. . . . . . . ... . L L
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2.15

2.16

Left: The cumulative distribution of proper motion velocity in our sample of stars,
outside of an arcsecond of Sgr A*. We divided these stars into three groups, with
the same number of stars in each group. This grouping helps select stars in the
high proper motion tail of the distribution as the fast stars. Notably, the fast
stars have proper motions comparable to or higher than that of the Galactic
center magnetar, PSR J1745-2900, indicated by the vertical line. Right: The
cumulative distribution of our variability metric, y2%,, amongst the three proper
motion groups of stars. We found that the y2, distribution of the slow stars is
significantly different from those of both the medium and fast stars (> 20 and >
30, respectively), while there is no significant difference amongst the distribution
of medium and fast stars (< 1o). . . . . ... L
The young stars in our sample, indicated on the 2012-05-15 observation. We
identify here the young disk and S-Star stellar populations from our sample. The
young eclipsing binary systems detected in this experiment are labelled: IRS
16SW (Ott et al., 1999; Peeples et al., 2007; Rafelski et al., 2007) and S4-258
(E60, discovered by Pfuhl et al., 2014). We do not detect any eclipsing binary
systems among the disk stars nor the young S-Star stellar populations. The star
symbol indicates the location of Sgr A*, and 1 arcsec corresponds to a projected

distance of &~ 0.04 pc at the Galactic center distance. . . . . . . ... ... ...
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2.17

2.18

2.19

Top: An image of the field near S4-129 from the 2010-07-06 observation. During
this observation, S4-129 increased in brightness by = 1.2 magnitudes compared
to other observations near in time. Visual inspection of the field in this and
other observations near in time did not reveal any sources of potential stellar
confusion. S4-129 is circled in red, while nearby stars brighter than mg = 14.5
are circled in blue. This observation is highlighted in the light curve as the red
point. Bottom: Light curve of S4-129 over our experiment’s entire time baseline.
The red point indicates the observation highlighted on top, during which we
observed the brightening. . . . . . . . . . .. . .. ... ... ..
Light curves of the final calibration stars used in the variability analysis. Flux
measurements before application of the local photometric correction are indicated
in orange and flux measurements after application of the local photometric cor-
rection are indicated in black. The horizontal dashed line indicates the weighted
mean magnitude. . . . .0 L
Left: K' magnitude zeropoint corrections from the photometric calibration used
in this work. The zeropoint correction is calculated as the mean of the difference
between the measured photometric flux of the calibration stars and their recorded
value. Right: The errors in the K’ magnitude zeropoint corrections used in this
work, calculated as the variance of the zeropoint magnitude adjustment in each
observation. This zeropoint correction error in each observation dominates the
photometric uncertainty in our measurements, and the median zeropoint correc-

tion error (dashed line) across our observations is o,,,, ~ 0.025. . . . . ... ..
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2.20

2.21

2.22

Four example target stars of similar brightness from different areas of our field
selected to highlight our local photometry correction. Each curve displays the
residual of a star’s flux in an observation from its respective mean magnitude
across all observations while shaded regions indicate uncertainty in flux. Blue
curves indicate the residuals for the four example target stars, while the black
curves in each plot indicate the residuals for all the local stars for the target star.
Small trends in measured flux correlate across target stars and their respective
local stars, suggesting a local photometric bias. The red curve indicates the
median residual of the local stars, which is subtracted from the flux measurements
of the target star to correct for the photometric bias. The green curves indicate
the residuals for the four example target stars corrected for the photometric bias,
and include the additional additive uncertainty during the local correction step.
The Lomb-Scargle window power spectrum computed for our experiment’s obser-
vation times at our periodicity search’s frequency spacing is shown in the plots
on the left. Note that frequencies larger than 1 day~! are prone to aliasing and
at periods larger than 10* days most signals will appear periodic due to this
range being much larger than our overall observing time baseline. Our periodic-
ity search range of 1.11 — 10,000 days is highlighted in white on the left plots and
is zoomed in for more detail in the plots on the right. . . . . . ... .. ... ..
S4-258 (E60: Pfuhl et al., 2014) is an eclipsing binary system at the Galactic
Center. The left plot shows the light curve from S4-258 across our observations,
where the dashed black line indicates the weighted mean magnitude, mg-, and
solid gray line indicates the best-fit linear model to the data. This linear model
can indicate a long-term dimming of the binary system. The right plot shows the

same data, with the long-term linear dimming trend removed. . . . . . . .. ..

XVvil

85



2.23

2.24

2.25

Lomb-Scargle periodogram of S4-258’s light curve. The left plot shows the pe-
riodogram computed from our observations, while the right plot shows the peri-
odogram once the long-term linear dimming trend is removed. The 1.1380 day
peak in the periodogram constructed from the detrended light curve corresponds
to the 2.2760 day binary period of the system. The 8.0637 day peak corresponds
to an alias of the binary period. Removing the long-term linear dimming trend
allows the binary period of the system and its alias to be detected. . . . . . ..
Phased light curve of S4-258 at its binary period of 2.2761 days. The left plot
shows the phased light curve from our observations before detrending, while the
right plot shows the same light curve with the long-term linear dimming trend
removed (shown in Figure 2.22). . . . . . . . . .. ...
Light curve (left) and periodograms (right) for the star S4-172. The horizon-
tal dashed line in the light curve indicates the weighted mean magnitude. The
horizontal dashed green lines in the periodograms indicate the bootstrap test sig-
nificance levels, while the vertical dashed red lines indicate periodogram peaks
above 80% bootstrap significance. S4-172 is an example where the long-term
variability (corresponding to a peak ~ 3000 days) is aliased as powerful peaks in

the periodogram at shorter periods. . . . . . . . ... . ... . L.
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3.1

3.2

3.3

Keck NIRC2 photometric measurements for S2-36, in the K’- (top panels) and
H-band (bottom panels). The left panels show the 52-36 light curve over our ob-
servation time baseline. The solid colored lines show the long-term linear trend
components of the best-fit trended sinusoid model in each band, with 3¢ uncer-
tainty in the linear fit indicated by the shaded regions. The right panels show the
same photometric data phased to 2x the best-fit period from our trended Lomb-
Scargle analysis and with the best-fit long-term linear trend removed. The solid,
colored lines in each panel indicate the best-fit sinusoid model to the observed
data, with 30 uncertainty in the sinusoid fit indicated by the shaded regions.
The trended, periodic model plotted here is the 4 parameter model (detailed in
Section 3.3.1), which includes only the base model. . . . . . . . . ... ... ...
Trended, multi-band Lomb-Scargle periodogram for the S2-36 photometric mea-
surements. The left and right panels draw the periodogram with respect to fre-
quency and period of variability, respectively. The horizontal dashed green lines
indicate the bootstrap test significance level. The vertical dashed orange lines
indicate the periodogram peaks above 80% bootstrap test significance. The most
significant peak in the periodogram is at 39.45 days or 0.0253 day'. The second
peak at 1.02 days or 0.9774 day ™' corresponds to a sidereal day alias of the 39.45
day signal. . . . . . . oL
An image of the field near S2-36 from the 2009 May 4 observation. S2-36 is circled
in the center of the image, and the location of the supermassive black hole at Sgr
A* is indicated by the concentric circles. S2-36 is located =~ 2.05” ENE of Sgr
A* in projected distance. The linear (i.e. velocity) term of S2-36’s accelerating
proper motion model fit is indicated by the white arrow. The velocity term of
S2-36’s proper motion is 7.21 + 0.06 mas/yr, relative to Sgr A*. S2-36 is moving

approximately towards the northwest relative to Sgr A*. . . . ... ... .. ..
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3.4

3.5

A NIR color overview of the star S2-36 and its nearest astrometric neighbors.
The upper left panel shows the location of S2-36 (green) on the field of view. The
circled stars are located within 2 arcseconds of S2-36 and have mean magnitudes
within 4 K’ magnitudes of 52-36. Using the Schédel et al. (2010) photometric
catalog, we constructed color-magnitude diagrams of the circled stars: in Kg and
H filters (upper right panel) and in Kg and L filters (lower left panel). We also
show the H — Kg and Kg — L color-color diagram (lower right panel). S2-36’s
observed NIR color relative to that of the nearby stellar population indicates that
the star is likely a member of the nuclear star cluster and not a foreground or
background star. . . . .. ...
The K’-band apparent magnitude of different classes of periodic variability if
located at the Galactic center distance and with H — K’ color and variability
period as observed for S2-36. S2-36’s K’-band apparent magnitude, with 1o
uncertainties, is shown as a vertical black bar. Besides ellipsoidal binaries, all
periodic variability classes if located at the Galactic center would be expected to
have fluxes much brighter than what is observed for S2-36. Only the ellipsoidal
binary periodic variability class results in expected flux consistent with S2-36’s

observed K'-band flux. . . . . . . . .



3.6

3.7

3.8

3.9

The K’-band extinction and distance estimates of known periodic variable classes
at S2-36’s period. All periodic variability classes are shown with their respective
30 estimate contours. The K’-band extinction for each class is calculated using
our observed H — K’ color for S2-36, and the distance estimate uses both the
observed H — K’ color and K’-band flux for S2-36. For comparison, the GC
distance (Do et al., 2019, 1o) and line-of-sight K’-band extinction towards S2-36
in the Galactic center (Schodel et al., 2010, 30) are plotted with their respective
uncertainties as thick black lines. Furthermore, we plot the expected K’-band ex-
tinction from Galactic dust maps towards the Galactic center as the Grey band
(Green et al., 2019, 30). Only the ellipsoidal binary extinction and distance esti-
mates are consistent with those measured for the GC. Other periodic variability
class extinction and distance estimates lie in an unphysical regime where, in order
to be consistent with S2-36’s photometric observations, they require much larger
distances than the GC but do not expect a correspondingly high extinction.

Same as Figure 3.6, but only showing the two variability classes with the lowest
distance estimates (ellipsoidal binaries and Type II Cepheids). . . . . . . . . ..
The best-fit binary model at age = 12.8 Gyr, [Fe/H] = 0.5. The top panel shows
a mesh visualization of the model binary system on the plane of the sky at phase
of 0.25. The axes are plotted in units of solar radii. The bottom panels show the
K’-band and H-band model light curves for the best-fit model (red and blue solid
lines, respectively). Our observations in each of these wavebands are plotted as
the black points. . . . . . . .
Residuals from the median model value for our age = 12.8 Gyr, [Fe/H| = 0.5
binary models. The residuals of our observed flux values from the median S2-36
binary model are shown in black. The colored bands indicate the 30 (99.7%)

uncertainty of our model residual magnitudes (red: K’-band, blue: H-band). . .
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3.10

3.11

3.12

Corner plot showing the posterior distributions of all parameters estimated during
the MCMC fitting procedure for the age = 12.8 Gyr, [Fe/H] = 0.5 binary models.
A total of seven parameters were fit at each age, metallicity trial. The best-fit
parameters (i.e., the parameters which yielded the maximum likelihood during
fitting) in this age, metallicity trial are indicated in red. The binary model with
these best-fit parameters is shown in Figure 3.8. . . . . . . ... ... ... ...
The x%, of the best-fit in each of our binary model light curve fitting trials,
organized by the age and metallicity of each test (each trial’s assumed age and
metallicity are indicated by the blue dots in the plots). The left panel includes
our 1 Gyr trial. At ages < 3 Gyr, our models yield poorer fits since at those
young ages red giant stars do not reach the size required for the large primary to
produce the observed ellipsoidal variations at the binary period. The right panel
excludes the 1 Gyr trials, to have clearer contrast in the 3-13.5 Gyr age trials.
Generally, the 3-13.5 Gyr models yielded comparable 2, values, with slightly
lower x2, values (i.e. slightly better fits) at higher metallicities or older ages. We
achieve the best fit in all our fitting trials at age = 12.8 Gyr, [Fe/H| =0.5. . . .
The distribution of select parameters at the best-fit model in our binary model
light curve fitting trials conducted at different ages and metallicities. From top
left, going clockwise: The mass of the primary star (M), the mass of the sec-

ondary star (M,), the K’-band extinction (Ag ), and the binary system semimajor
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3.13 The binary softness parameter calculated for the old binary S2-36 (orange bands:

3 Gyr models, red bands: 13.5 Gyr models) over the possible distances from Sgr
A*. We show both the current observed softness parameter for S2-36, sg, and
the maximum possible softness parameter expected over its lifetime, Sp..q. For
comparison, we also plot the softness parameter for the young, long-period binary
IRS 16NE (blue band). Contrary to Alexander & Pfuhl (2014), we found that IRS
16NE is expected to be a hard binary in the expected GC dynamical environment.

The width of each band in this plot originates from different exponential slopes

7 3
5 49 9

of the cusp density distribution . Specifically, v = g and 0 are indicated
in each band as lines from top to bottom, respectively. The difference in softness
parameter due to S2-36’s age is a result of the different best-fit stellar masses and
separation in our binary modeling procedure and is not dependent on the time
S2-36 has spent in the GC. The range of possible S2-36 distances from Sgr A*, r,
plotted here are provided from the measurement of its projected acceleration in its
proper motion (see Section 3.3.2). IRS 16NE’s possible distances originate from
a linear, velocity fit to its proper motion. The minimum distance for IRS 16NE
corresponds to its projected distance from Sgr A* while the maximum distance

corresponds to assuming the projected velocity represents the maximum velocity

to still remain bound to the SMBH. . . . . . . . . . . . . ... ... ...
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3.14

3.15

The constraints on the maximum density (n.(r)) and the maximum number
(N.(< 1)) of evaporating objects from the ellipsoidal binary S2-36 are shown
in the left and right panels, respectively. In these plots, we calculated constraints
at a fixed v = 7/4 power-law slope of the density profile, at two different typ-
ical masses of evaporating objects: (M.) = 1.2My and (M,) = 10M,. While
(M,) = 10M;, is not expected to be realistic for the GC, it demonstrates an up-
per limit on the number and density of stellar mass black holes at the GC with
typical masses ~ 10M. The range of possible S2-36 distances from Sgr A*, r,
plotted here are provided from the measurement of its projected acceleration in
its proper motion (see Section 3.3.2). . . . ... ..o
The constraint on the number of (1.2M) objects in the Galactic center region
as a function of distance. The upper limits from the binary evaporation of S2-36
are shown as the orange and red bands (orange: 3 Gyr models, red: 13.5 Gyr
models). The range of possible S2-36 distances from Sgr A*, r, plotted here are
provided from the measurement of its projected acceleration in its proper motion
(see Section 3.3.2). We show the estimates calculated from assuming that the
binary was initially as hard as possible (i.e. maximum S},), or if the binary was
initially at its current observed softness sy (i.e. S, = 1). The width of each

band in this plot originates from different exponential slopes of the cusp density

distribution 7. Specifically, v = %, Z, %, and 0 are indicated in each band as lines
from top to bottom, respectively. For comparison, estimates of the extended
mass profile in the GC provide an independent estimate of the upper limit of
(1.2M)) objects in the GC, shown as the teal band. This limit was computed

from enclosed mass estimates from Schodel et al. (2009). . . . .. .. ... ...
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3.16

3.17

The constraint on the number of (10M) objects in the Galactic center region
as a function of distance. The upper limits from the binary evaporation of S2-36
are shown as the orange and red bands (orange: 3 Gyr models, red: 13.5 Gyr
models). The range of possible S2-36 distances from Sgr A*, r, plotted here are
provided from the measurement of its projected acceleration in its proper motion
(see Section 3.3.2). We show the estimates calculated from assuming that the
binary was initially as hard as possible (i.e. maximum S},), or if the binary was
initially at its current observed softness sy (i.e. S, = 1). The width of each

band in this plot originates from different exponential slopes of the cusp density

7 3
’ 49 20

distribution 7. Specifically, v = g and 0 are indicated in each band as lines
from top to bottom, respectively. For comparison, the dark gray band shows the
lower limit on stellar-mass black holes from observations of X-ray binaries (Hailey
et al., subm.). ...
The minimum relaxation time as a function of distance as constrained by the
evaporation of the soft binary S2-36 are shown as the orange and red bands
(orange: 3 Gyr models, red: 13.5 Gyr models). The width of each band in this
plot originates from different exponential slopes of the cusp density distribution
~. Specifically, v = 0, %, %, and g are indicated in each band as lines from top
to bottom, respectively. For comparison, the grey lines show relevant relaxation
timescales estimates for the GC environment (Yu et al., 2007): the local two-body
relaxation timescale ., the scalar resonant relaxation timescale tiﬁf’s, and the
vector resonant relaxation timescale tile}f’v. The S2-36 constraints for the GC local
two-body relaxation time are consistent with expectations only for low ages of
S2-36 and high values of the cusp slope 7. The range of possible S2-36 distances

from Sgr A*, r, plotted here are provided from the measurement of its projected

acceleration in its proper motion (see Section 3.3.2). . . .. ... ... ... ..
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3.18

3.19

3.20

Errors in magnitude of the zero-point corrections used in this work (K’-band
observations in left panel, H-band observations in right panel), calculated as the
variance of the zero-point calibration magnitude adjustment in each observation.

Median zero-point correction errors are shown as dashed lines. For comparison,

the median zero-point correction error from G19 is shown in black in the left panel.150

Same as Figure 3.1, but with a 5 parameter periodic model that allows for different
long-term trend slopes in each passband. With fewer observations, the H-band
long-term trend slope is less well constrained than the K’-band long-term trend
slope. Overall, we found that the K’-band observations significantly demonstrate
a long-term dimming trend. The H-band observations may be consistent with
the same long-term dimming trend or no slope. However, our observations are
not consistent with the long-term trend to be originating from dust extinction
alone (see also Figure 3.20). . . . . .. ... ...
Posterior distributions of the long-term linear trend slopes in S2-36’s photometric
measurements in the K’-band (red histogram) and the H-band (blue histogram).
The solid and dotted vertical lines indicate the best fit and 1o uncertainties to the
slope, respectively, in each band. The vertical cyan lines indicate the expectation
of the slope in the H-band observations if the K’-band long-term dimming was
solely caused by extinction (using the Nogueras-Lara et al. (2018) extinction law).
The long-term trend in S2-36’s photometry are inconsistent with dust extinction

alone. . .o

XXV1



3.21 Trended, multi-band Lomb-Scargle periodogram for the S2-36 astrometric mea-

4.1

surements. The left and right panels draw the periodogram with respect to fre-
quency and period of variability, respectively. The horizontal dashed green lines
indicate the bootstrap test significance level. The vertical dashed orange lines
indicates the most significant peak in the astrometry periodogram: at 5483 days
or 1.824 x 10~* day ™!, with 75.9% false significance. The large values of the nor-

malized L-S power in the periodogram are a result of a good fit for an overall

linear trend, which originates from the star’s approximately linear proper motion. 155

Periodicity detections that pass the variability, periodicity, and frequency cuts
in our search, with bootstrap false alarm test significance plotted against the
variability amplitude. This plot is similar to Figure 2.11, but updated with our
new multiband, trended periodicity search sample and the criteria for possible and
likely periodic signals (listed in Table 4.1). For clarity, only the most significant
periodicity search detection is plotted for stars that have multiple detections
passing the variability, periodicity, and frequency cuts. The stars that we identify
as likely periodic variables (IRS 16SW, S4-258, S2-36, S4-308, and S3-438) stand
out distinctly in significance from other possible periodic detections identified in

our experiment. . . . . . ... ... e e
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4.2 Likely periodic variable IRS 16SW. Keck NIRC2 photometric measurements are
shown in the K'- (top row panels) and H-band (middle row panels). Of the ob-
servation plots, the left panels show the light curve over our entire experiment
time baseline. The solid colored lines show the long-term linear trend components
of the best-fit trended sinusoid model in each band, with 30 uncertainty in the
linear fit indicated by the shaded regions. The right panels show the same pho-
tometric data phased to 2x the best-fit period from our trended Lomb-Scargle
analysis and with the best-fit long-term linear trend removed. The solid, colored
lines in each panel indicate the best-fit sinusoid model to the observed data, with
30 uncertainty in the sinusoid fit indicated by the shaded regions. The bottom
row panels show the Lomb-Scargle periodogram (in frequency space on left and in
period space on right). The horizontal dashed green lines indicate the bootstrap
test significance level. The vertical dashed orange lines indicate the periodogram

peaks above 80% bootstrap test significance. . . . . . . . . ... ... ... ..
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4.3 Likely periodic variable S4-258. Keck NIRC2 photometric measurements are
shown in the K'- (top row panels) and H-band (middle row panels). Of the ob-
servation plots, the left panels show the light curve over our entire experiment
time baseline. The solid colored lines show the long-term linear trend components
of the best-fit trended sinusoid model in each band, with 30 uncertainty in the
linear fit indicated by the shaded regions. The right panels show the same pho-
tometric data phased to 2x the best-fit period from our trended Lomb-Scargle
analysis and with the best-fit long-term linear trend removed. The solid, colored
lines in each panel indicate the best-fit sinusoid model to the observed data, with
30 uncertainty in the sinusoid fit indicated by the shaded regions. The bottom
row panels show the Lomb-Scargle periodogram (in frequency space on left and in
period space on right). The horizontal dashed green lines indicate the bootstrap
test significance level. The vertical dashed orange lines indicate the periodogram
peaks above 80% bootstrap test significance. The floor in L-S power is due to the

large amplitude of the long-term trend slope. . . . . . . . . ... ... ... ...
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4.4 Likely periodic variable S2-36. Keck NIRC2 photometric measurements are shown
in the K'- (top row panels) and H-band (middle row panels). Of the observation
plots, the left panels show the light curve over our entire experiment time baseline.
The solid colored lines show the long-term linear trend components of the best-
fit trended sinusoid model in each band, with 3¢ uncertainty in the linear fit
indicated by the shaded regions. The right panels show the same photometric
data phased to 2x the best-fit period from our trended Lomb-Scargle analysis
and with the best-fit long-term linear trend removed. The solid, colored lines
in each panel indicate the best-fit sinusoid model to the observed data, with 3o
uncertainty in the sinusoid fit indicated by the shaded regions. The bottom row
panels show the Lomb-Scargle periodogram (in frequency space on left and in
period space on right). The horizontal dashed green lines indicate the bootstrap
test significance level. The vertical dashed orange lines indicate the periodogram

peaks above 80% bootstrap test significance. . . . . . . .. ... ... ... ..



4.5 Likely periodic variable S4-308. Keck NIRC2 photometric measurements are
shown in the K'- (top row panels) and H-band (middle row panels). Of the ob-
servation plots, the left panels show the light curve over our entire experiment
time baseline. The solid colored lines show the long-term linear trend components
of the best-fit trended sinusoid model in each band, with 30 uncertainty in the
linear fit indicated by the shaded regions. The right panels show the same pho-
tometric data phased to 2x the best-fit period from our trended Lomb-Scargle
analysis and with the best-fit long-term linear trend removed. The solid, colored
lines in each panel indicate the best-fit sinusoid model to the observed data, with
30 uncertainty in the sinusoid fit indicated by the shaded regions. The bottom
row panels show the Lomb-Scargle periodogram (in frequency space on left and in
period space on right). The horizontal dashed green lines indicate the bootstrap
test significance level. The vertical dashed orange lines indicate the periodogram

peaks above 80% bootstrap test significance. . . . . . . . . ... ... ... ..
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4.6

4.7

4.8

4.9

4.10

Likely periodic variable S3-438. Keck NIRC2 photometric measurements are
shown in the K'- (top row panels) and H-band (middle row panels). Of the ob-
servation plots, the left panels show the light curve over our entire experiment
time baseline. The solid colored lines show the long-term linear trend components
of the best-fit trended sinusoid model in each band, with 30 uncertainty in the
linear fit indicated by the shaded regions. The right panels show the same pho-
tometric data phased to 2x the best-fit period from our trended Lomb-Scargle
analysis and with the best-fit long-term linear trend removed. The solid, colored
lines in each panel indicate the best-fit sinusoid model to the observed data, with
30 uncertainty in the sinusoid fit indicated by the shaded regions. The bottom
row panels show the Lomb-Scargle periodogram (in frequency space on left and in
period space on right). The horizontal dashed green lines indicate the bootstrap
test significance level. The vertical dashed orange lines indicate the periodogram
peaks above 80% bootstrap test significance. . . . . . . . . ... ... ... ..
The model mesh (left) and model light curve in the K’- and the H-band (right) of

a mock detached binary system. In this system, the eclipses are narrow in phase.

The model mesh (left) and model light curve in the K’- and the H-band (right)
of a mock detached binary system. In this system, the eclipses are wide in phase.
Furthermore, the larger primary is tidally distorted and exhibits ellipsoidal vari-
ation. . . .. L
The model mesh (left) and model light curve in the K’- and the H-band (right)
of a mock detached binary system. In this system, the larger component is tidally
distorted and exhibits ellipsoidal variability. The size of the smaller component
leads to eclipses that are narrow in phase. . . . . . . ... ... .. ... ...
The model mesh (left) and model light curve in the K’- and the H-band (right) of
a mock contact binary system. The difference in temperatures of the two stellar

components leads to the different eclipse depths. . . . . . . .. ... ... ...
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CHAPTER 1

Introduction

The proximity of the Milky Way Galactic center (GC), at a distance of ~ 8 kpc, makes
possible resolved studies of the nature of stars in nuclear star clusters (NSCs). Furthermore,
the GC also hosts a supermassive black hole (SMBH) with a mass of ~ 4 x 10% M, at the
location of the radio source Sgr A* (Ghez et al., 2008; Schodel et al., 2009; Gillessen et al.,
2009; Boehle et al., 2016; Gillessen et al., 2017; Collaboration et al., 2018; Do et al., 2019),
providing a unique perspective to how supermassive black holes affect their stellar neighbors
that is not possible for other galactic nuclei. Adaptive optics (AO) on near-infrared (NIR)
8-10 m class telescopes has been crucial for these diffraction-limited, resolved studies of the
GC stars, revealing distinct stellar populations and allowing for the precise monitoring of
stellar motions around the SMBH. While AO observations have given a deeper look at the
closest stars to the GC SMBH, there are still fundamental open questions about how stars
interact with a SMBH, including: (1) What is the binary fraction of stars at the GC? (2) Is

there an unseen, dark cusp at the GC?

In this dissertation, we used over 13 years of AO photometric observations to constrain the
astrophysical properties of the stellar population within ~ 0.5 pc of the GC SMBH in an effort
to address these open questions. Particularly, we performed a survey of stellar variability at
the GC in order to constrain the physical properties of stars, including searching for stellar
binaries. With the largest sample used for such a study at the GC to date, we have provided

the tightest constraints so far on the GC eclipsing binary fraction along with a framework



to photometrically constrain the intrinsic binary fraction. We also probed for the presence
of unseen stars or compact objects that may make up a dark cusp at the GC using stellar
binaries in combination with dynamical models. This experiment serves as a novel upper

bound on the density of a possible GC dark cusp at ~ 0.1 pc from the SMBH.

1.1 Background and motivation

The proximity of the GC makes it a compelling target to study in detail the physical processes
taking place in the dense and extreme environments of galactic nuclei. However, interstellar
extinction makes it a difficult observational target. As observers on Earth, we are situated
approximately in the plane of the Milky Way Galaxy, and our line of sight towards the GC
passes through a large amount of interstellar material in the Galaxy’s plane. The interven-
ing material results in large extinction at optical wavelengths (=~ 30 magnitudes), making
observations of the GC at such wavelengths impossible. One method to overcome the limita-
tions from extinction is to observe at wavelengths 2> 1 pm in the near-infrared (NIR) where

extinction is not as strong (e.g., ~ 2-3 magnitudes at 2.2 um).

Another observational challenge for studying the GC is the effect of atmospheric turbulence
on large, ground-based telescopes. Distinguishing individual stellar sources in the high stel-
lar densities near the SMBH in the GC requires the high resolution provided by the largest
telescopes (i.e., diameters of 8-10 m). These large telescopes are ground-based and turbu-
lence in the atmosphere makes it especially challenging for them to obtain diffraction limited
imaging beyond short exposures (e.g. speckle imaging, Matthews et al., 1996; Ghez et al.,
1998). The short exposure techniques, however, particularly struggle with image depth, with
limited sensitivity to faint stars. The deployment of AO systems on the largest ground-based
telescopes (e.g. Wizinowich et al., 2000) has allowed deep imaging and spectroscopic studies
of the GC that approaches these telescopes’ diffraction limits (Ghez et al., 2005; Eisenhauer
et al., 2005).



The NIR AO observations have discovered that the GC is composed of several distinct
populations of stars. NIR spectroscopic observations have revealed a population of more
than 100 young, massive stars at the GC (Maness et al., 2007; Bartko et al., 2010; Pfuhl
et al., 2011; Do et al., 2013a) of age ~ 4-6 Myr (Lu et al., 2013). The GC young, massive
stars are largely concentrated within the central 0.5 pc (Do et al., 2013a; Stestad et al.,
2015). The majority of the nuclear star cluster stellar population consists of old stars with
ages > 1 Gyr (e.g. Blum et al., 2003; Do et al., 2013a; Nogueras-Lara et al., 2020). NIR
observations sample the bright end of the old population, primarily composed of late-type M
and K giant stars. This population has been observed to be more diffusely and isotropically

distributed around the SMBH than the young star population (Schodel et al., 2009).

The presence of the young star population at the GC is especially puzzling when considering
their proximity to the SMBH at the GC. Molecular clouds collapsing in close proximity to
the SMBH would experience large tidal forces, making in situ formation difficult (Morris,
1993). Additionally, standard dynamical friction models that could migrate these stars from
their sites of formation at further distances take longer than the lifetimes of these stars (e.g.
Kim & Morris, 2003; Kim et al., 2004; Mapelli & Gualandris, 2016). Further work is required

to understand both the nature and presence of the young, early-type stars at the GC.

There are still uncertainties about the nature of the stellar cusp at the Galactic center as
well. Theoretical models and simulations suggest that a supermassive black hole like the
one associated with Sgr A* should host stellar populations that are dynamically relaxed
(Binney & Tremaine, 2008), and consequently the relaxed stellar populations should form
a density cusp with a steep increase in density towards the SMBH (see e.g., Bahcall &
Wolf, 1976, 1977; Hopman & Alexander, 2006; Bar-Or et al., 2013). However, astrometric
and spectroscopic observations measuring the distribution of old, late-type red giants, that
would be expected to trace a density cusp, find evidence of a flat profile (e.g. Do et al.,

2009; Buchholz et al., 2009). Others have proposed a dark cusp as well, consisting of stellar



remnants like stellar mass black holes and neutron stars (Miralda-Escudé & Gould, 2000;
Morris, 1993), with some evidence of the existence of such a cusp being provided by X-ray
observations at larger distances from the SMBH (Hailey et al., 2018). The presence of a
cusp has dynamical implications for objects at the Galactic center, such as more frequent
evaporation of binary systems (e.g., Alexander & Pfuhl, 2014) or even the possible detection
of black hole mergers with recently operating gravitational wave observatories like LIGO
(e.g. Abbott et al., 2017; Hoang et al., 2018). The dark cusp at the GC requires further

study to constrain observationally.

Deep, resolved, and precise photometry of the GC stellar population can offer unique op-
portunities to contribute towards these outstanding questions about the GC. While deep
astrometric and radial velocity studies of the GC stellar population have been conducted
with NIR AO-assisted observations, previous AO photometric studies of the GC have been
limited. This is largely due to two challenges. The extreme crowding of stellar sources in the
central regions of the NSC makes aperture photometry difficult or impossible as the point
spread functions (PSFs) of stellar sources overlap. PSF fitting is required to estimate flux
of stellar sources instead. Furthermore, in AO observations, the PSF shape varies across
the observation field of view and over time. Anisoplanatism results in PSF variation as
a function of the position of the star on the sky with respect to the laser guide star and
the tip-tilt star that are used in AO observations (see e.g., Schodel et al., 2010). Weather,
atmospheric conditions, and the performance of the AO system during observations further
introduce fluctuations in the PSF shape. Such effects cause biases when estimating the flux
of stellar sources by PSF fitting. When studying the flux or variability of stellar sources
using AO datasets, this PSF variation must be accounted for in order for it to not greatly

contaminate photometric studies with systematic variability.
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Figure 1.1: An example near-infrared (K’-band) laser guide star adaptive optics image of the
Milky Way Galactic center (GC) from the Galactic Center Orbits Initiative dataset. This
image is constructed from observations taken on 2015 August 10 and spans a field of view
10” x 10” (=~ 0.4 pc x ~ 0.4 pc in projected distance at the GC). Sgr A* is marked on the

image, and corresponds to the location of the supermassive black hole.

In Chapter 2, I discuss the imaging data set and the methodologies that I have developed as a
part of this thesis to derive precise photometric measurements of stellar sources. The imaging
dataset originates from the NIR observations of the GC obtained as a part of the Galactic
Center Orbits Initiative, consisting of NIR AO imaging of the central 10” of the Galactic
center conducted from 2006-2019. This field of view corresponds to a physical projected

distance of ~ 0.4 pc x =~ 0.4 pc at the GC (see example image shown in Figure 1.1). In
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particular, the long time baseline of the dataset and the consistent manner of observation
has enabled the development of novel analysis. The methods presented in Chapter 2 have
allowed us to achieve relative photometric uncertainty reaching down to o,,,, = 0.03 out to
my ~ 16. The level of precision in photometry that we reached with these techniques is
comparable to the highest precision achieved by other AO photometric studies of resolved

stellar populations (see e.g., Schodel et al., 2010).

1.1.1 Limitations of previous photometric studies of the GC

Previous photometric or stellar variability studies of the GC had been limited in a few aspects
that our variability study in Gautam et al. (2019) (Chapter 2) addressed. A summary of
these recent photometric studies is shown in Table 1.1. Pfuhl et al. (2014) used NIR AO
photometry from the Very Large Telescope (VLT) to search for periodic variability, indicative
of eclipsing binary systems. However the study only searched for binary variability and
the sample was limited to the spectroscopically confirmed young star population at the
Galactic center. Other AO photometric studies, such as that of Schodel et al. (2010), only
reported single-epoch photometry. Previous studies without AO observations have largely
focused on wider fields of view centered at the Galactic center (e.g. Peeples et al., 2007;
Dong et al., 2017). These experiments suffered from confusion in the central regions of
the nuclear star cluster, where rising stellar population density leads to crowding. Rafelski
et al. (2007) studied photometric variability in the resolved stellar populations of the central
5" x 5" of the Galactic center. This study used Keck Observatory speckle data over a time
baseline of 10 years. However, the speckle data and the “shift-and-add” image combination
technique implemented in that study faced limitations with sensitivity and photometric
precision, especially for stars fainter than myg ~ 14, along with a smaller experiment field
of view. Using LGSAO data, our variability study in Gautam et al. (2019) achieved greater
depth with much higher precision at fainter magnitudes. Additionally, the NIRC2 imager

used in our study allowed for a larger stellar sample with a wider, 10” x 10” field of view.
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1.2 Stellar variability in the Nuclear Star Cluster

While NIR AO astrometric and spectroscopic observations have improved knowledge of the
Galactic center stellar population, no general stellar photometric variability study had been
conducted of this population with NIR AO before our work presented in Gautam et al.
(2019). Generally, a study of the photometric stellar variability of the stars at the GC offers
a valuable new perspective to compare the stellar population to other similar populations
in the Milky Way. Strong differences in the variability fraction compared to other stellar
populations can suggest differences in the makeup of the GC population. Furthermore,
differences in the variability fraction as a function of location in the GC or by brightness can

reveal the presence of different stellar subpopulations.

Our variability study in Gautam et al. (2019), and detailed in Chapter 2, presents our work
to investigate the following scientific aspects of the nuclear star cluster population within

about half a parsec of the central SMBH:

e A characterization of the long-term (& 11.5 year) variability of a young star cluster.

A photometric search for stellar binaries.

Search for stars on the instability strip undergoing pulsations.

Search for microlensing events in the high stellar density of the GC.

Constraints on dust column size and identification of stars whose variability can be

ascribed to extinction.

1.3 The binary fraction of young stars at the Galactic center

Stellar binary systems are especially useful to learn about the Galactic center environment.

Stellar multiplicity is typically a direct result of fragmentation during star formation (see



e.g., Duchéne & Kraus, 2013). Dynamical interactions with the dense Galactic center stellar
environment and its central SMBH can further affect the observed binary fraction (e.g.
Hills, 1988; Alexander & Pfuhl, 2014; Stephan et al., 2016, 2019, Rose et al., in prep.).
Observational constraints on the GC binary fraction can therefore serve as a valuable method

to test Galactic center star formation and dynamical evolution models.

In the Milky Way’s local solar neighborhood, the binary fraction of solar-type stars is just
under 50% (Raghavan et al., 2010). For higher primary star masses, the binary fraction rises
dramatically, reaching ~ 70% for massive O-type stars (Sana et al., 2012). For B-type stars,
the binary fraction is less well-constrained, with surveys suggesting a binary fraction 2 60%
(Duchéne & Kraus, 2013). Furthermore, a significant fraction of massive stars reside in close
binary systems. When considering binaries at periods < 20 days, Moe & Di Stefano (2013)
found ~ 21% of B-type stars to be in close binaries while Sana et al. (2012) found ~ 31% of

O-type stars to be in close binaries.

A comparison of the GC binary fraction with that of the local Milky Way environment can
be a useful avenue to evaluate how star formation and dynamical processes differ in the
vicinity of a supermassive black hole. However, the binary population of the GC young stars
is not yet completely understood. So far, three young binary systems have been discovered
at the GC: two contact, eclipsing and spectroscopic binaries, IRS 16SW (Ott et al., 1999;
Peeples et al., 2007; Rafelski et al., 2007) and S4-258 (also known as E60; Pfuhl et al.,
2014), and a long-period spectroscopic binary, IRS 16NE (Pfuhl et al., 2014). In addition
to these direct detections of binaries, there is observational evidence to suggest additional
binaries or binary products at the GC (e.g., Naoz et al., 2018; Ciurlo et al., 2020). While
the observed binary fractions of GC young stars appear to be consistent with those of local
massive stellar populations (Pfuhl et al., 2014; Gautam et al., 2019), the intrinsic binary
fraction of the GC young stars has not yet been constrained. Photometric experiments with

high photometric precision and large stellar samples offer a method for precise constraints on



the intrinsic binary fractions. Photometric experiments detect binary systems via eclipses or
tidal distortions in stellar binary light curves. Eclipsing binary experiments can especially
provide tight limits on the intrinsic stellar binary fraction at short binary periods (see e.g.,

Moe & Di Stefano, 2013, 2015).

In Chapter 2, as a part of our stellar variability survey presented in Gautam et al. (2019),
we obtained the most precise constraint on the eclipsing binary fraction of GC young stars
to date, 2.4% =+ 1.7%, using the largest stellar sample so far for such work. We found that
the eclipsing binary fraction is consistent with that of the local young, OB star population
(Lefevre et al., 2009). We additionally did not find any binaries amongst the young S-stars
within ~ 0.04 pc of the SMBH, consistent with binary capture models that explain the
presence of the S-stars around the SMBH (e.g., Hills, 1988).

While the eclipsing binary fraction at the GC is consistent with the local young, OB star
eclipsing binary fraction, there are limitations in drawing implications for the GC stellar
population. The observed binary fraction can suffer from selection effects. Factors such
as the intrinsic binary fraction of the population or the separation of binary systems can
affect the observed binary fraction, but each have different implications about the formation
and evolution of binaries at the GC. In Chapter 4, we lay out the methodology and initial
results that we developed over the course of this thesis to address these limitations in the
observed binary fraction. With this methodology employed in future work, we aim to provide
constraints on the intrinsic binary fraction of young stars at the GC with our photometric

binary detections.

1.4 Probing dark cusp predictions with binary evaporation

When compared to SMBHs in other galactic centers, the Milky Way SMBH has a relatively
low mass (e.g. Giiltekin et al., 2009). A lower central SMBH mass (M,) implies a shorter

dynamical relaxation time (Tjeax) for the surrounding star cluster (see e.g., Hopman &
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Alexander, 2006; Binney & Tremaine, 2008; Alexander & Hopman, 2009):
Trelax X Mf/4 (1].)

A consequence of this scaling is that central SMBH masses < 107 M, such as the GC SMBH
(M, ~ 4 x 10°My), should have surrounding stellar clusters that have had sufficient time to
relax within the age of the universe (Alexander & Hopman, 2009). In particular, the NSC
around the GC SMBH is expected to have a relaxation time Tjeax ~ 10° yr, which is lower

than the ages of the oldest stars in the NSC.

In such a relaxed population with a central SMBH that can regularly tidally disrupt and
absorb stellar members of its surrounding cluster, a steep increase in density (a density cusp)
is expected towards the central SMBH (Bahcall & Wolf, 1976, 1977; Hopman & Alexander,
2006). We assume that the stellar number density (n) follows a power law distribution with

the distance from the central SMBH (r):
nocr ! (1.2)

Bahcall & Wolf (1976) demonstrated in dynamical work that single mass populations with
a central SMBH are expected to follow profiles with v = 7/4. This scaling originates from a
steady-state energy-flow assumption, where the negative energy flow from the absorption of
a star by the black hole implies a flow of energy carried out by relaxation. In more complex
populations composed of members with different masses, other values for v can be expected

(e.g., v values as low as 3/2, Bahcall & Wolf, 1977).

In a stellar population surrounding a SMBH where massive stars are common, a v = 7/4
cusp profile is expected for the massive stars, while a shallower cusp profile (3/2 < v < 7/4)
is expected for the lighter stars. On the other hand, if the population is dominated by less
massive members, the massive stars scatter more frequently with the less massive members.
The massive stars in such a population settle into a steep cusp profile (2 < v < 11/4), while

the less massive members still remain in a shallow cusp profile (3/2 < v < 7/4). In these
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populations with few massive members, the strong disparity in cusp profile slopes results in
strong mass segregation, with the most massive stars dominating the inner regions of the

cluster (Alexander & Hopman, 2009).

Observationally, one way dynamical predictions of the density near the SMBH can be tested
is by tracing the population of luminous stars in the NSC. In particular, the old giant stars in
the GC with ages > 1 Gyr (Do et al., 2013a) are expected to belong to a relaxed population
that can be used to test the dynamical predictions. However, observations suggest there are
fewer giants in the GC close to the SMBH than are expected by cusp predictions (Buchholz
et al., 2009; Do et al., 2009, 2013a; Gallego-Cano et al., 2018).

Several models have been proposed to explain why the GC may possess few old giant stars
close to the SMBH. Giant stars are expected to have frequently collided with main sequence
stars or stellar-mass black holes in the GC (Dale et al., 2009). These collisions may have
resulted in the stripping of the giants’ envelopes, or occasionally in more extreme mass-loss
events such as giant core expulsion. Also, a fragmenting accretion disk may have previously
existed around the SMBH. Interactions with dense clumps of gas in the disk may have
stripped giant stellar envelopes (Amaro-Seoane & Chen, 2014; Kieffer & Bogdanovic, 2016).
These giant-star mass-loss events can account for the paucity of old giants observed close to

the central SMBH.

While the old stars may not follow dynamical predictions of a cusp, the GC may still possess
a dark cusp made up of stellar remnants such as stellar-mass black holes and neutron stars
(Morris, 1993; Miralda-Escudé & Gould, 2000). Of the remnants, the stellar-mass black holes
are expected to make up the majority of the mass in the hypothesized dark cusp. Importantly,
the stellar-mass black holes would not have been subjected to the same physical processes
that may have led to the depletion of giants in the GC. Therefore the GC is still expected

to retain its dark cusp.
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The stellar-mass black holes making up the dark cusp are expected to originate from two
different sources: as remnants of past episodes of star formation and from the infall of globular
clusters. There is evidence of several episodes of star formation at the GC (Nogueras-Lara
et al., 2020), with the most recent appearing to have taken place 4-6 Myr ago with a top-
heavy initial mass function (Bartko et al., 2010; Lu et al., 2013). The numerous massive
stars formed during these episodes are expected to leave behind massive stellar remnants.
Through dynamical friction, ~ 25,000 stellar-mass black holes are expected to have sunk
to within a parsec of the SMBH (Antonini, 2014; Generozov et al., 2018). Additionally, if
globular cluster infall episodes have contributed to the buildup of the NSC, they are expected
to inject stellar-mass black holes into the GC that should similarly sink towards the SMBH
(Antonini, 2014). After dynamical relaxation, the overall population of stellar-mass black
holes contributed from both scenarios is expected to form a cusp with a steep increase in

density towards the central SMBH.

Observations of quiescent X-ray binaries in the central parsec of the GC do reveal evidence
for a cusp of stellar-mass black holes (Hailey et al., 2018). However, X-ray observations suffer
from source crowding, the X-ray brightness of Sgr A*, and hot gas emission in the innermost
regions of the GC (< 0.2 pc). Therefore, these observations are limited in the constraints
they can provide on the existence of a dark cusp close to the SMBH. Other tracers of the
dark cusp are needed to properly constrain the population of stellar-mass black holes in the

GC.

Dynamical effects serve as a powerful method to indirectly probe the presence of the dark
cusp, specifically the proces of binary evaporation. The degree to which binary evaporation
has occurred can place upper limits on the density of surrounding objects. Dynamically soft
(i.e., loosely bound) stellar binary systems are susceptible to getting more loosely bound and
eventually being evaporated (i.e. detached) due to encounters with the surrounding stars

and stellar remnants. Therefore, the detection of a dynamically soft binary places upper
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limits on the surrounding stellar density (Alexander & Pfuhl, 2014). Importantly, such a
binary can constrain the density of objects that are not luminous but still have gravitational
influence, like the components of the expected GC dark cusp. Alexander & Pfuhl (2014)
calculated dynamical constraints on the GC dark cusp with the long-period, young stellar
binary system IRS 16NE. However, due to the large component stellar masses of IRS 16NE,
the binary is not dynamically soft and is unable to place significant constraints on the dark

cusp via binary evaporation.

Chapter 3 details our work to identify the NIR periodic source S2-36 as a likely old stellar
binary system. We model its light curve to estimate its binary and stellar components.
We then use these modeled parameters in combination with dynamical models of binary
interactions with the GC stellar population. Our calculations with the dynamical models

allow us to then place upper limits on the density of the dark cusp at the GC.
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CHAPTER 2

An Adaptive Optics Survey of Stellar Variability at the

Galactic Center

2.1 Introduction

At a distance of ~ 8 kpc, the Milky Way Galactic center contains the closest nuclear star
cluster and a supermassive black hole (SMBH) with a mass of &~ 4 x 10° M, at the location
of the radio source Sgr A* (Boehle et al., 2016; Ghez et al., 2008; Gillessen et al., 2009).
Adaptive optics (AO) on near-infrared (NIR) 8-10 m class telescopes has allowed diffraction-
limited, resolved imaging and spectroscopic studies of the stellar population in the crowded
central regions of the Galactic center. The NIR spectroscopic observations have revealed a
population of more than 100 young, massive stars (Maness et al., 2007; Bartko et al., 2010;
Pfuhl et al., 2011; Do et al., 2013a) within the central 0.5 pc (Stgstad et al., 2015; Do et al.,
2013a) of age &~ 4-8 Myr (Lu et al., 2013). This young star cluster is among the most massive
in the Milky Way. Most members of the nuclear star cluster are old stars with ages > 1 Gyr
(Do et al., 2013a). NIR observations sample the bright end of the old population, primarily

composed of late-type M and K giant stars.

While AO observations have improved knowledge of the Galactic center stellar population,
no general stellar photometric variability study has yet been conducted of this population
with NIR AO. Pfuhl et al. (2014) used NIR AO photometry from the Very Large Telescope

(VLT) to search for periodic variability, indicative of eclipsing binary systems. However the
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study only searched for binary variability and the sample was limited to the spectroscopically
confirmed young star population at the Galactic center. Other AO photometric studies, such
as that of Schodel et al. (2010), only reported single-epoch photometry. Previous studies
without AO observations have largely focused on wider fields of view centered at the Galactic
center (e.g. Peeples et al., 2007; Dong et al., 2017). These experiments suffered from confusion
in the central regions of the nuclear star cluster, where rising stellar population density leads

to crowding.

Rafelski et al. (2007) studied photometric variability in the resolved stellar populations
of the central 5” x 5” of the Galactic center. This study used Keck Observatory speckle
data over a time baseline of 10 years. However, the speckle data and the “shift-and-add"
image combination technique implemented in the study faced limitations with sensitivity
and photometric precision, especially for stars fainter than mg ~ 14, along with a smaller
field of view. Using LGSAO data, our study is able to achieve greater depth with much
higher precision at fainter magnitudes. Additionally, the NIRC2 imager used in our study

affords a larger stellar sample with a wider, 10” x 10" field of view.

In this work, we performed a general variability study of the stellar populations in the
Galactic center using 10 years of Keck AO imaging data. These long-term Galactic center
monitoring data have previously been used primarily to derive astrometric measurements of
the stars in the nuclear star cluster (e.g. Ghez et al., 2008; Yelda et al., 2014; Boehle et al.,

2016). Using these data, we investigated the following scientific questions:

e The long-term variability of a young star cluster: While various sources contribute
to the variability of young, massive stars, NIR observations are especially sensitive
to phenomena such as dust extinction and accretion activity common in very young
stars. While several recent studies have been conducted of NIR variability in other
young star clusters (e.g. Glass et al., 1999; Rice et al., 2012, 2015; Lata et al., 2016), the

time baselines of such studies only span a few months to a few years. Our experiment’s
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~ 11.5 year time baseline offers a unique opportunity to study the long-term variability

of stars in a young star cluster.

A search for binaries: Binary systems are especially useful to learn about the Galactic
center environment. Stellar multiplicity is typically a direct result of fragmentation
during star formation (see e.g. Duchéne & Kraus, 2013). Dynamical interactions with
the dense Galactic center stellar environment and its central SMBH can further affect
the observed binary fraction (e.g. Hills, 1988; Alexander & Pfuhl, 2014; Stephan et al.,
2016). The observed binary fraction can therefore constrain Galactic center star forma-
tion and dynamical evolution models. Photometry offers a method to search for binary
systems, allowing for the detection of eclipsing binaries or tidally distorted systems.
Our experiment offers the largest photometric sample of stars in the central half parsec

of the Galactic center to search for binary systems.

Stars on the instability strip: Precision photometry can reveal interesting classes of
variable stars undergoing pulsations during periods of instabilities. Such stars (e.g.
Classical Cepheids and Type II Cepheids, AGB stars, and Miras) often have charac-
teristic periods, luminosities, and variability amplitudes that can reveal specific popu-
lations having associated ages or metallicities to which they belong (see e.g. Matsunaga

et al., 2006; Riebel et al., 2010; Chen et al., 2017).

Search for microlensing events: The high stellar density at the Galactic center makes
microlensing events likely. Such events can be revealed through photometric monitor-
ing, with brightening events associated with the passing of a foreground massive object

in front of a background star.

Constraints on dust column size and identification of stars whose variability can be as-
cribed to extinction: Wide-field studies of the Galactic center have found that the ex-

tinguishing material in the environment is clumpy and has structure on approximately
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arcsecond spatial scales (e.g. Paumard et al., 2004; Schodel et al., 2010; Nogueras-Lara
et al., 2018). Stars can display variability while passing behind such variations in the
extinction screen due to the stellar proper motions. Examples of non-periodic variabil-
ity on long time-scales therefore can probe fluctuations in the extinction screen towards
the Galactic center and constrain the dust column size of possible extinguishing dust

structures.

o [nvestigate properties of AO photometry and anisoplanatism: AO data faces challenges
for obtaining precision photometry. In a crowded field, flux is estimated by point
spread function (PSF) fitting to isolate flux contributions of individual stars (see e.g.
Schodel et al., 2010). However due to anisoplanatic effects, atmospheric conditions, and
performance of the AO system during observations, the PSF shape varies over time
and across a field of view such as that used in this work. In this work, we investigated
the properties of such effects and developed a method to perform corrections to single

PSF AO photometry estimates.

Section 2.2 describes our observations, data reduction methods, and our photometric cal-
ibration process. Section 2.2 also details the selection of the stellar sample used in this
work. In Section 2.3, we describe our methods to identify variable stars and to constrain the
variability fraction. Section 2.4 details our methods to identify periodically variable stars.
Our results are detailed in Section 2.5. In Section 2.6, we review what our results reveal
about the Galactic center stellar population and environment. We summarize our findings

in Section 2.7.
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Table 2.1: Observations used in variability analysis and their photometric quality

Date MJD Total Stars  Stars in  Absolute Phot. Relative
(UTC) Detected Sample Zeropoint Phot. Med.

Error (K’ mag) Error (K’ mag)

2006-05-03  53858.512 1768 500 0.179 0.035
2006-06-205  53906.392 1456 493 0.197 0.049
2006-06-215  53907.411 1759 508 0.181 0.041
2006-07-17  53933.344 2179 501 0.172 0.031
2007-05-17  54237.551 2514 511 0.202 0.066
2007-08-105 54322.315 1246 479 0.189 0.045
2007-08-125 54324.304 1539 503 0.185 0.054
2008-05-15  54601.492 2089 524 0.193 0.039
2008-07-24  54671.323 2189 515 0.165 0.022
2009-05-015  54952.543 1650 506 0.181 0.019
2009-05-025 54953.517 1302 507 0.179 0.021
2009-05-045  54955.552 1788 519 0.182 0.020
2009-07-24  55036.333 1701 501 0.185 0.026
2009-09-09  55083.249 1921 517 0.174 0.031
2010-05-045 55320.546 1235 490 0.178 0.043
2010-05-055 55321.583 1631 522 0.177 0.038
2010-07-06  55383.351 1956 502 0.184 0.036
2010-08-15  55423.284 1826 515 0.176 0.037
2011-05-27  55708.505 1563 494 0.200 0.027
2011-07-18  55760.346 2031 506 0.210 0.033
2011-08-23°% 55796.280 2052 516 0.214 0.025
2011-08-245 55797.274 1640 492 0.212 0.028
2012-05-155 56062.518 1778 522 0.209 0.030
2012-05-185 56065.494 1252 494 0.208 0.020
2012-07-24  56132.310 2344 517 0.206 0.020
2013-04-265 56408.564 1418 475 0.162 0.075
2013-04-275  56409.566 1313 478 0.168 0.042
2013-07-20  56493.325 1805 509 0.161 0.035
2014-05-19  56796.524 1483 497 0.159 0.033
2014-08-06  56875.290 1778 508 0.156 0.034
2015-08-095 57243.298 1435 490 0.163 0.041
2015-08-105 57244.291 1884 497 0.161 0.026
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Table 2.1 (cont’d): Observations used in variability analysis and their photometric quality

Date MJD Total Stars ~ Stars in ~ Absolute Phot. Relative
(UTC) Detected Sample Zeropoint Phot. Med.
Error (K’ mag) Error (K’ mag)

2015-08-115  57245.303 1662 499 0.162 0.032
2016-05-03  57511.515 1661 490 0.197 0.022
2016-07-13  57582.363 1389 476 0.170 0.034
2017-05-045 57877.536 1307 471 0.168 0.036
2017-05-05°5 57878.531 1705 489 0.160 0.023
2017-07-18  57952.402 1125 469 0.168 0.033
2017-07-27  57961.274 652 361 0.151 0.077
2017-08-095 57974.321 1168 472 0.164 0.028
2017-08-105 57975.285 1264 472 0.173 0.026
2017-08-115 57976.283 1495 483 0.176 0.026
2017-08-235 57988.268 1311 477 0.192 0.027
2017-08-245 57989.268 1016 469 0.200 0.029
2017-08-265 57991.255 1377 475 0.183 0.027
Note. — Median astrometric and photometric errors were computed for stars in our

study’s sample detected in the corresponding observation. Absolute photometric zeropoint
errors were calculated after conducting initial calibration, using bandpass corrected ref-
erence fluxes for non-variable stars from Blum et al. (1996) in our experiment’s field of
view. Relative photometric errors were determined after our calibration and local correc-

tion method were applied.
SDenotes consecutive nights of observations that were combined into single

epochs in previous publications from our group for astrometric study. In this
work, we split multiple night combined epochs into single night epochs for

greater time precision.
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Table 2.2: Observations used in variability analysis and their image quality

Date MJD Frames  Astrometric Med. Med.

(UTC) Med. FWHM  Strehl
Error (mas) (mas) Ratio

2006-05-03  53858.512 107 0.332 57.61 0.35
2006-06-20°  53906.392 50 0.347 60.10 0.31
2006-06-215  53907.411 119 0.320 56.59 0.38
2006-07-17  53933.344 64 0.320 57.73 0.37
2007-05-17  54237.551 76 0.334 58.02 0.36
2007-08-105 54322.315 35 0.385 63.57 0.24
2007-08-125 54324.304 54 0.352 55.66 0.34
2008-05-15  54601.492 134 0.298 53.47 0.30
2008-07-24  54671.323 104 0.297 58.95 0.33
2009-05-01°5  54952.543 127 0.341 63.82 0.32
2009-05-025 54953.517 49 0.361 58.26 0.36
2009-05-045  54955.552 56 0.339 53.49 0.43
2009-07-24  55036.333 75 0.332 61.82 0.27
2009-09-09  55083.249 43 0.357 58.20 0.36
2010-05-045 55320.546 105 0.389 63.24 0.31
2010-05-05° 55321.583 60 0.325 60.37 0.34
2010-07-06  55383.351 117 0.326 61.11 0.32
2010-08-15  55423.284 127 0.314 58.16 0.30
2011-05-27  55708.505 114 0.402 64.00 0.29
2011-07-18  55760.346 167 0.331 58.14 0.28
2011-08-235  55796.280 102 0.361 59.76 0.36
2011-08-245 55797.274 102 0.371 62.13 0.31
2012-05-15° 56062.518 178 0.339 59.69 0.31
2012-05-18°5 56065.494 68 0.389 68.25 0.26
2012-07-24  56132.310 162 0.319 58.41 0.35
2013-04-265 56408.564 75 0.368 65.63 0.25
2013-04-275  56409.566 79 0.376 70.80 0.25
2013-07-20  56493.325 193 0.347 58.63 0.36
2014-05-19  56796.524 147 0.384 64.20 0.30
2014-08-06  56875.290 127 0.347 56.89 0.36
2015-08-09°5 57243.298 43 0.553 62.63 0.32
2015-08-10°5  57244.291 98 0.499 57.02 0.38
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2.2 Observations, Photometric Calibration, and Stellar Sample

2.2.1 Observations and Data Reduction

We used laser guide star adaptive optics (LGSAO) high-resolution imaging of the Galactic
center obtained at the 10-m W. M. Keck II telescope with the NIRC2 near-infrared facility
imager (PI: K. Matthews) through the K’ bandpass (Ag = 2.124 um, AX = 0.351 pm).
Observations were centered near the location of Sgr A* in the nuclear star cluster, with
a field of view of the NIRC2 images extending about 10” x 10” (10” ~ 0.4 pc at Sgr A*’s
distance of Ry ~ 8 kpc (Boehle et al., 2016)) and a plate scale of 9.952 mas/pix (Yelda et al.,
2010, up to 2014 data) or 9.971 mas/pix (Service et al., 2016, post 2014 data). Observations
used in this work were obtained over 45 nights spanning May 2006 — August 2017. We list
details about individual observations in Tables 2.1 and 2.2, and the observational setup is
further detailed by Ghez et al. (2008) and Yelda et al. (2014). Observations taken until 2013
have been reported in previous studies by our group (Ghez et al., 2008; Yelda et al., 2014;
Boehle et al., 2016). Observations used in this work taken during 2014-2017 have not been

previously reported.

Final images for each night were created following the same methods as reported by Ghez
et al. (2008) and Stolte et al. (2008). We combined frames to construct final images separately
for each night to achieve higher time precision, whereas in previous studies by our group,
frames separated by a few days were combined into single final images (Ghez et al., 2008;
Yelda et al., 2014; Boehle et al., 2016). Each frame was sky-subtracted, flat-fielded, bad-
pixel-corrected, and corrected for the effects of optical distortion (Yelda et al., 2010; Service
et al., 2016). The bright, isolated star IRS 33N (mg ~ 11.3) was used to measure a Strehl
ratio and full width at half maximum of the AO-corrected stellar image (FWHM) to evaluate
the quality of each frame. We constructed the final image for each observation by averaging
the individual frames (weighted by Strehl ratio) collected over that night. We selected frames

to create the final nightly image by a cut in the FWHM: frames used for the final nightly
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Table 2.2 (cont’d): Observations used in variability analysis and their image quality

Date MJD Frames  Astrometric Med. Med.
(UTC) Med. FWHM  Strehl
Error (mas) (mas) Ratio
2015-08-115  57245.303 74 0.573 56.72 0.38
2016-05-03  57511.515 166 0.552 61.10 0.34
2016-07-13  57582.363 144 0.658 60.00 0.30
2017-05-045 57877.536 112 0.721 70.77 0.26
2017-05-055 57878.531 177 0.588 58.06 0.35
2017-07-18  57952.402 9 0.693 65.10 0.27
2017-07-27  57961.274 23 1.348 88.22 0.15
2017-08-095 57974.321 23 0.828 62.73 0.30
2017-08-105 57975.285 29 0.799 59.12 0.32
2017-08-115 57976.283 87 0.770 53.19 0.37
2017-08-235 57988.268 59 0.802 65.07 0.29
2017-08-245 57989.268 41 0.825 61.48 0.33
2017-08-265 57991.255 33 0.757 59.67 0.33
Note. — The median FWHM and Strehl quantities were calculated

for IRS 33N across all frames used to construct the final image for the

corresponding observation.
SDenotes consecutive nights of observations that were com-

bined into single epochs in previous publications from our
group for astrometric study. In this work, we split multiple
night combined epochs into single night epochs for greater time

precision.
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image passed the condition FWHMj33x < 1.25 X min(FWHM33y). This cut was implemented
to reduce the impact of lower-quality frames in making the nightly images. The Strehl ratio
weights used to average the individual frames were additionally used to calculate a weighted
Modified Julian Date (MJD) time for the final image from the observation times of the
individual frames used. This weighted MJD was adopted as the observation time for each

data point used in this work.

The frames used to construct final images for each observation night were further divided
into three independent subsets. Each subset received frames of similar Strehl and FWHM
statistics, and the frames in each of the three subsets were averaged (weighted by Strehl
ratio) to create three submaps. The standard deviation of the measured astrometric and
photometric values in the three submaps were used for initial estimates of the astrometric
and photometric uncertainties before additional sources of error were included during the

astrometric transformation and photometric calibration processes.

We used the PSF-fitting software STARFINDER (Diolaiti et al., 2000) to identify point sources
in the observation epoch and submap images (detailed further by Ghez et al., 2008). The
identifications yield measurements of flux and position on the image for each source. Impor-
tantly for this work, this step also involved computing the photometric uncertainty originat-
ing from our stellar flux measurements, F', during the point source identification. We use
the variance in the three submaps as our estimate of the instrumental flux uncertainty (o%).
The instrumental flux uncertainty was converted to an instrumental magnitude uncertainty,

om, with the following equation:

or
m = 1.0857—. 2.1
2 - (2.1)

Observations from individual epochs were matched and placed in a common reference frame

(Jia et al. in prep.). The process provides astrometric positions for detected sources in each
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observation and an estimate of the proper motion of each source. The reference frame is
constructed using the same method outlined in Yelda et al. (2010) and further improved by
Sakai et al. (2019).

2.2.2 Systematics from Stellar Confusion and Resolved Sources

Stellar confusion and proximity to resolved sources introduces biases in our photometric
flux measurements. Stellar confusion originates from the individual proper motions of stars
causing multiple stars to be positioned so that they can be confused during the PSF-fitting
and cross-matching stage. In photometry, confusion results in misestimation of the stellar
flux by biasing it when the PSFs of confused stars are blended together. During the cross-
matching step, the proper motion of each star was fitted to an acceleration model. With
the acceleration model, if the expected positions of two or more stars intersected with each
other during an observation within 0.1” and had brightnesses within 5 magnitudes, the stars
were identified as confused (Jia et al., 2019). If all intersecting stars were not each identified
as separate detections, the photometric and astrometric measurements obtained for each

confused star in that epoch were then removed from our dataset.

A similar problem can arise for resolved sources, leading to biases in photometry. During
PSF-fitting, the flux from resolved sources was not modeled accurately with a single PSF,
and therefore led to residual flux in an extended halo not captured by the fitted PSF. The flux
in the extended halo could subsequently bias flux measurements derived for any sources lying
in that halo. In this experiment, we identified resolved sources by visual inspection of the
residual image for an observation night. This residual image was constructed by subtracting
the PSF fits to each source from the observation’s final image. Resolved sources appeared as
those with extended flux still remaining in the residual image. We found that the extended
flux for all resolved sources could be captured within &~ 5 xmedian FWHM33y of observations
or typically 0.3”. In each observation night, we therefore removed photometric and astro-

metric measurements for a star from our dataset if it passed within 0.3” of a resolved source.
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Sources identified as resolved are shown with their respective 0.3” boundaries on our exper-

iment’s field of view in Figure 2.4.

2.2.3 Artifact Sources from Elongated PSFs

Due to anisoplanatic effects, the PSF shape near the edges of our experiment’s field of view
was often elongated. During some observations, the elongated PSFs could lead our PSF
fitting routine to report artifactual sources alongside stars located near the edges of our field
of view. As a consequence of assigning some flux to the artifact, the PSF-fitting routine
would report fluxes for the actual associated star that are too low. We therefore dismissed

observations of any stars where they were affected by such an artifact.

We identified possible artifact sources by performing fits to their proper motion during
the cross-matching stage, building on the methods outlined by Jia et al. (in prep.). The
presence of artifact sources in our images was greatly dependent on the performance of the
AO correction during a given observation, and therefore these sources were not present in
every observation. We found, however, that artifact sources, when present, typically had
the same position offset from their respective associated stars across observations. Artifact
sources and their associated stars therefore have similar fitted values for proper motion.
Any two apparent stars having positional separation < 0.07” and proper motion difference
< 3 mas/yr were identified as a possible primary and artifact source candidate pair. The
fainter object in such pairs is then added to a list of candidate artifact sources. We then
removed from the list of candidate artifact sources any stars judged to be real stars by visual
inspection of the images. Once the artifact sources were thereby verified, we removed any
flux measurements of their associated stars from our dataset in the observations where the

artifact source was present.
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Figure 2.1: Calibration stars used for our initial and final calibration iterations in the variabil-
ity analysis are circled and labeled (initial calibration iteration on left and final calibration
iteration on right). The white star symbol indicates the position of Sgr A*. The dashed
lines indicate the boundaries of the four quadrants centered on Sgr A*. These quadrants
were used to select calibration stars distributed across our field of view. The background
image is from the 10 August 2015 observation. We chose the final calibration stars so that at
least one and no more than 3 would lie in each of the four quadrants. Dashed circles around
each calibration star indicate 0.25” around the position of each star. We selected the final

calibration stars so that none were located within ~ 0.25” of each other.

2.2.4 Photometric Calibration

We performed absolute photometric calibration of the stars in our dataset using photometry
reported by Blum et al. (1996). In our experiment’s field of view, several stars have K-
band flux measurements from Blum et al. (1996). Four of these stars (IRS 16C, IRS 33E,
S2-16, and S2-17) are not identified as variable by Rafelski et al. (2007) and do not appear

as resolved sources in our images. We performed a bandpass-correction process, described
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in Section 2.8.1, to convert the Blum et al. (1996) K-band fluxes for these four stars to
NIRC2 K’-band flux. We then used these four stars as calibrator stars to perform an initial
photometric calibration of all stars in our image across all observation epochs. The error in
zeropoint correction from this initial calibration represents our experiment’s error in absolute

photometry, and is listed for each of our observations in Table 2.1.

We next performed an iterative procedure to select stable, non-variable stars in our exper-
iment’s field of view as photometric calibrators. In each calibration iteration, we selected
the most photometrically stable stars distributed throughout our field of view and isolated
enough to not be confused during the cross-matching process. Using these stable stars as
photometric calibrators helped us obtain precise, relative photometric calibration, necessary
for identifying variability. Our iterative process to select calibration stars is described in more
detail in Section 2.8.2. Our final set of calibration stars selected by this process consists of
IRS 16NW, S3-22, S1-17, S1-34, S4-3, S1-1, S1-21, S3-370, S0-14, S3-36, and S2-63. Ta-
ble 2.12 summarizes the photometric properties of our final calibration stars and Figure 2.1

shows our initial and final set of calibration stars on our experiment’s field of view.

After photometric calibration, we implemented and performed an additional correction to
our photometry on local scales within the field beyond the zeropoint photometric calibration.
The local photometric correction technique’s implementation in our experiment is described
in detail in Section 2.8.3. This correction accounted for a variable PSF across our field of
view, which caused the flux measurements of stars derived by our PSF-fitting procedure to
be under- or over-estimated. Since the PSF variation was spatially correlated, the bias in
the flux measurement was expected to be similar for nearby stars of similar magnitudes.
The photometric flux measurements and their corresponding uncertainties used in this work

incorporate our local correction technique.
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Figure 2.2: The variability of our stellar sample plotted on our field of view. The color of
each point on the maps is determined by the mean of the x2, of the nearest 20 stars to the
point having x2, < 10 (so as to not affect the mean value with highly variable stars). The
star shape indicates the position of Sgr A* while the green dots indicate the positions of
our photometric calibrators. The map on the left is generated before our local correction is
applied, and the map on the right is generated after our local corrections have been applied.
Before the local correction is applied, the outer regions of the field demonstrate higher
variability as expected from anisoplanatic effects on the PSF shape. After the local correction
is applied, this spatial preference for variability is largely removed. Since this process removes
systematic contributions to variability, overall x2; values are lowered throughout the field

of view.

To evaluate the effectiveness of our local correction method in removing photometric biases
from PSF variability, we examined the distribution of variability over the field. Figure 2.2
plots overall variability of our stellar sample as a function of position on the field. Before
local correction was applied, the consequences of the anisoplanatic effects on our measured

photometry are evident as higher variability towards the edges of our field of view. These
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edge positions were located at a greater distance from the projected position of the laser
guide star, towards the center of our field. After the local correction was applied, the overall
variability in our sample originating from systematic effects was substantially reduced. Fur-
ther, this correction reduced higher variability trends in the outer regions of the field where
the influence of the anisoplanatic effects is most extreme. Section 2.6.4 further discusses the
need for this correction and presents a comparison to other techniques developed for PSF

variability.
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o
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Figure 2.3: Median photometric uncertainty of the stellar sample in this work, identified in at
least 16 nights of observation, plotted by mean magnitude. Known early-type and late-type
stars are indicated as dots colored blue and red, respectively. The binned median magnitude
error identifies this work’s photometric precision as a function of stellar magnitude. Also
shown for comparison is binned median magnitude error from previous work studying vari-
ability at the Galactic Center by Rafelski et al. (2007) using Keck speckle photometry data.
The values plotted here are calculated after conducting the local photometry correction on
our dataset, detailed in Section 2.8.3.

The floor of the photometric uncertainty begins to rise for stars fainter than mg ~ 16.
Based on this, we limited the sample for our variability and periodicity search to stars with

my < 16, indicated by the vertical dashed line.
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2.2.5 Final Photometric Quality

The photometric quality of our data can be quantified by analyzing the median of the photo-
metric uncertainty (o,,,,) for each star across all observations, as shown in Figure 2.3. Our
observation’s photometric uncertainty reaches a floor of 7y, , ~ 0.03 to a stellar magnitude
of mg» ~ 16. This floor primarily came from the zeropoint correction error’s contribution to
the photometric uncertainty (see Figure 2.19). For fainter stars at higher mean magnitudes,

the photometric uncertainty of our observations rose up to o,,,, ~ 0.1 at mg ~ 19.

31



1 arcsec

l & @& P . ® 4 - @ O
O Known Early-Type O Rafelski et al., 2007 * Sgr A*
o Known Late-Type == Resolved Source =~ =r==r Distance Var. Frac. Sample

(O Unknown Type

Figure 2.4: The stellar sample used in the photometric variability analysis, consisting of
my < 16 stars detected in at least 16 nights without confusion. The background image
is from the 2012-05-15 observation. Blue, red, and orange circles indicate spectrally typed
early-type, late-type, and unknown type stars respectively. Green circles indicate the stellar
sample studied in the previous stellar variability analysis by Rafelski et al. (2007) using Keck
Observatory speckle data. The dashed circles indicate the region cut around resolved sources
where flux measurements of sources could be biased by the presence of the resolved source.
The white star symbol indicates the position of Sgr A*, the location of the supermassive
black hole. The large dotted circle indicates the region of our sample used to study the
projected positional dependence of variability, out to 3” from Sgr A*. 1” corresponds to a

projected distance =~ 0.04 pc at the Galactic center.
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2.2.6 Stellar Sample

This experiment’s stellar sample is shown in Figure 2.4. The stellar sample is composed of

stars passing the following conditions:

e Detected in at least 16 nights out of 45 total nights, after accounting for confusion
events and artifact sources, and without passing within 0.3” of a resolved source (see

Sections 2.2.2 and 2.2.3).
o My <16

The 16 night criterion is motivated by the contamination of our sample from artifact sources
at the edges of our field of view. Our method to identify artifact sources (detailed in Sec-
tion 2.2.3) was not able to recover all artifact sources that appear in fewer than 16 nights.
The mean magnitude cut criterion, myg < 16, originated from our dataset’s photometric
quality (see Section 2.2.5). At this magnitude, the floor in the photometric uncertainty,

quantified by the mean magnitude error, begins to rise for stars mg = 16.

Under these criteria, 563 stars were identified and included in our photometric study. This
sample of stars was further subdivided into known early- and late-type stars (identified by
Paumard et al. (2006), Do et al. (2009), Gillessen et al. (2009), Bartko et al. (2009), Do et al.
(2012), and manually assigned a spectral type by Do et al. (2013a)). Under our photometric
sample selection criteria, 85 stars are known early-type stars and 143 are known late-type
stars. These populations were studied separately for variability, detailed in Section 2.3, and

are specifically indicated on our experiment’s field of view in Figure 2.4.
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2.3 Stellar Variability

2.3.1 Identifying Variable Stars

In order to identify variable light curves we computed the x?2 ; statistic for our stellar sample.
We calculated the weighted mean magnitude (7m) of each star in our stellar sample across all

observation epochs, 7, using weights at each observation from the magnitude uncertainty:

m = : 2.2
% 22
The x%, quantity was then computed for each star to test against no variability:
1 (m —m;)?
2 . 7
Xred — ; E 0_3 (23)
1 (m — mi)Q

= ) 24
N -1 Z o? (24)

Here, the number of degrees of freedom, v, was determined from the number of observations
where a star is identified, N: v = N — 1. We expect a higher x2, value for stars with
photometric measurements that deviate more often and more significantly from their mean

magnitude.

We use a criterion in %, to identify variable stars. We set the x2 variability threshold for
each star such that the probability of obtaining its x2, value is less than 50 given a Gaussian
distribution of deviations from the mean. The specific x2,, threshold for each star was based
on its value of v, between 15 — 44 in our sample. For v = 44 (star detected in all 45 nights),
this variability threshold was at x4 > 2.40, and went up to x%, > 3.87 for v = 15 (star
detected in 16 nights).
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2.3.2 Deriving the Variability Fraction

We investigated the distribution of variability in our sample as a function of projected dis-
tance from Sgr A* and observed magnitude in K’. These models allow us to determine
whether the location or the brightness of a star is correlated with its variability. Our fit to
variability as a function of distance from Sgr A* was limited to those stars within 3” of Sgr
A*. At greater distances, near the edges of our experiment’s field of view, our sample started
being affected by incompleteness due to the presence of artifact sources (see Section 2.2.3).
We performed our fits to variability as a function of observed magnitude for all stars in our

sample.

We used a mixture model analysis to model the stellar population, consisting of a variable
and a non-variable population. Our models follow techniques similar to those outlined by
Martinez et al. (2011). We assumed that the probability densities of stars in these populations
at the Galactic center follow power law distributions, with R as the projected distance from
Sgr A*: ¥,(R) < R'»# and %, (R) oc R'% for the variable and non-variable populations,
respectively. The surface density of stars at projected distances close to the central black hole
(< 2 pe) can be well described by power law distributions (see e.g. Do et al., 2013b; Gallego-
Cano et al., 2018). To fit the mixture model, we obtained the likelihood of the variability

fraction as a function of distance, A, following the form of the binomial distribution:
Ap o JTIFRS)M((1 = Fr)n)k]. (2.5)

Here, the parameter Fr represents the variability fraction in the sub-sample used in our
positional variability analysis and 7 represents the index of the individual stars of the sub-

sample. We assigned k = 1 for variable stars and k& = 0 for non-variable stars.

Similar to the projected distance probability density distributions, we assumed that the
probability density distributions of the variable and non-variable populations with respect

to observed magnitude, m, also follow power laws: p,(m) oc mt»= and p,(m) oc m== for the
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variable and non-variable populations, respectively. The power law distribution in observed
magnitude is expected to originate from the initial mass function, and has been observed
previously for both early- and late-type stars at the Galactic center (see e.g. Bartko et al.,
2010; Do et al., 2013a; Lu et al., 2013). To fit a mixture model from these distributions, we
derived the likelihood of the variability fraction as a function of observed magnitude, A,,,

again following the form of the binomial distribution:
Ao [ [(Fnpo) (1 = Fo)pa)¥] . (2.6)

Since only our fit to variability as a function of brightness used our entire stellar sample, we
use its constraints on the variability fraction, F;,, as the overall variability fraction of our

entire sample, F'.

We used a Markov chain Monte Carlo algorithm, as implemented in the EMCEE software
package (Foreman-Mackey et al., 2013), to fit our model parameters. In each trial sample,
we normalized the individual power law distributions for the variable and non-variable pop-
ulations over our experiment’s bounds: 1 = fboun 4s 2mRYdAR and 1 = fboun 4s pdm for our
distance and brightness variability fits, respectively. We defined our variability model to

have the following bounds in projected distance (R) and observed magnitude (m):

0.05" < R <3.00", (2.7)

9< m <16 (2.8)

Our final variability models fitted the overall variability fraction of our sample, Fr and F,,,
and two parameters each for the variable and non-variable population distributions with
projected distance (I'y g, I'n g) and with magnitude (I';,,, [';m). This gives each of our

variability models a total of three parameters.

We can express our model as the fraction of variable stars as a function of distance from Sgr
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A*:

Fp¥,
e = 2.9
Jor Fr¥, + (1 — FR)%y, (2:9)
1

. 2.10
LR 0
_ ! (2.11)

1 CnggRRO‘R' '

Here, ag = ', r — 'y g and cg is a constant factor originating from ¥, /¥, used to obtain

this relation.

Similarly, for observed magnitude we obtained:

1

= : 2.12
fo 1+ ¢ i men (2.12)

We additionally applied our brightness variability model to the known early- and late-type
stars in our sample. Since the spectral typing originates from different spectroscopic surveys
with incomplete spatial sampling across our experiment’s field of view, we did not apply our

distance variability model separately to the spectrally typed subsamples.

2.4 Periodic Variability

A major focus of the variability study in our stellar sample was to identify periodically
variable stars. Periodic variability in observed flux has multiple origins. We were especially
interested in identifying eclipsing or ellipsoidal binary systems and periodic variables such

as Cepheids, RR Lyrae, and Mira variables.

The individual observations in our data set were unevenly spaced temporally, making it
difficult to search for periodic signals through several commonly implemented periodicity
search techniques, such as Fourier transforms, that rely on regular sampling. For our pe-
riodicity searches, we instead employed the Lomb-Scargle periodogram method, devised by

Lomb (1976) and Scargle (1982). The Lomb-Scargle technique is specifically developed for
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uneven temporal spacing and works by fitting Fourier components to the observed mea-
surements. This makes it particularly optimized for detecting periodic signals that have an

overall sinusoidal shape in their phased light curves.

2.4.1 Periodicity Search Implementation

We computed the Lomb-Scargle periodogram for all stars in our sample using the algorithm
by Press & Rybicki (1989), implemented as part of the Astropy package (Astropy Collabo-
ration et al., 2013).

Our uneven temporal spacing makes establishing detectability limits of periods in our peri-
odicity search difficult. With regularly sampled data, the Nyquist limit establishes that the
highest detectable frequency of a periodic signal is half of the sampling frequency. However,
with sampling at a cadence with no underlying regularity in observation spacing, no similar
limit can be determined (VanderPlas, 2018). In practice, due to the irregular spacing of ob-
servations, periods even shorter than the smallest observational spacing can still be detected.
We used a period search range between 1.11 days and 10,000 days (between frequencies of 0.9
day~! to 107* day™!), as detailed in Appendix 2.10.1. Our trial periods for the Lomb-Scargle
periodogram were derived from a uniform frequency grid. With our total observation span
of T' = 4132.74 days, our frequency spacing was dictated by the expected width of a peak
in the periodogram: ~ 1/T (VanderPlas, 2018). We chose an oversampling factor, ny = 10,
to ensure that every peak in our periodogram is sufficiently sampled. This gave our final

frequency grid spacing of Af = =2.420 x 107 day .

1
noT
Our Lomb-Scargle periodicity searches were performed with standard normalization and a
floating mean model. We additionally removed long-term linear trends from the light curve

of each star before computing a periodogram. This removal of long-term linear trends is

further detailed in Appendix 2.10.2.
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2.4.2 Definition of Significance

We implemented a bootstrap false alarm test to assign significance to powers in our pe-
riodograms. We derive an estimates of false alarm probability (FAP) via the bootstrap
methods outlined by Ivezi¢ et al. (2014); VanderPlas (2018), using 10,000 mock light curves
for each star. We define the significance of each power as 1 — FAP. This technique estimated
the likelihood of a power to appear in the periodogram given true observation cadence, typ-
ical brightnesses, and associated errors on the brightness for each star, but with no actual
periodicity since measurements were shufled when constructing each mock light curve. Im-
portantly, this test does not give the probability that a given detection corresponds to a true
periodic signal. Instead, the test estimates the likelihood that a periodogram peak does not

originate from a non-periodic signal.

2.4.3 Aliasing in Periodicity Searches

The temporal spacing of our observations could introduce aliasing for real periodic signals
in our data set, where secondary periodogram peaks could be introduced. Any true periodic
signal is sampled by a window function at our observation times, and this window function’s
power spectrum (discussed in more detail in Section 2.10.1) is convolved with the true signal’s
power spectrum to create the observed power spectrum that can have secondary peaks or
aliases. Based on our photometric data set alone, distinguishing between a periodic signal

at the true periodic signal’s period and its alias(es) on a periodogram is difficult.

Common aliases occur from typical observing cadences of an experiment. A true periodic
signal is expected to have secondary aliased peaks appearing at |fiue £ df|, where 0f is
a strong feature in the observing window function (VanderPlas, 2018). In our experiment,
the most common cadence was that originating from the length of a sidereal day: §f =
1.0027 day !, leading to the strongest aliases of peaks in the periodogram. Other prominent

features leading to aliases in our experiment came from our nightly observing cadence, § f =
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1.0 day !, and yearly observing cadence, 6 f ~ 2.7 x 1073 day .

When considering detections in our periodogram, we excluded those that may originate
from aliasing by long-term variations (2 1,000 days). On such long time scales, we could
not establish periodicity without observations of multiple periods. However, these long-
term variations could be aliased to appear as strong detections in our periodicity search at
periods shorter than 1,000 days. An example of this behavior is the star S4-172, shown
in Figure 2.25, the long-term variability of which led to strong detections of periodicity
at ~ 100 and ~ 365 days from aliasing. In our experiment, we found that stars with
power = 50% significance at periods longer than about a quarter of our observing baseline

(%L xT = }l x 4132.74 days = 1033.19 days) could lead to strong detections at shorter periods.
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2.5 Results

— Likely Variable

Number of Stars

0 5 10 15 20 25 30 35 40
Xred

Figure 2.5: Binned x?2, distribution for our stellar sample identified in at least 23 observa-
tions. For variability, we drew a cut in this distribution at 50, which for stars identified in 16
observations (with v = 16 — 1 = 15) corresponds to x%, > 3.87. Stars identified in a greater
number of observations have a corresponding higher v resulting in a 50 cut for variability at
lower x2 4 values, going down to 2, > 2.40 for stars identified in all 45 nights. These x2,
cuts for variability depending on the number of nights are indicated by the vertical shaded

region. In this sample with the 50 variability cut, 50 + 2% of stars are variable.
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Figure 2.6: Same as Figure 2.5, but for our spectroscopically confirmed early-type stellar
sample (left) and late-type stellar sample (right) identified in at least 16 observations. 52+5%
of spectroscopically confirmed early-type stars are variable and 43 4= 4% of spectroscopically
confirmed late-type stars are variable. The x2, cuts for variability depending on the number

of nights are indicated by the vertical shaded region.
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Dots colored blue/red are spectroscopically confirmed early-/late-type stars, while black

dots correspond to stars that have unknown type.
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variable star populations as a function of projected distance from Sgr A* ¥, (R) and X, (R).
Solid lines indicate median fit across all MCMC samples and the shaded regions indicate 20

significance regions of this fit.
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our data are shown as binned histograms.
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respectively. The background image is from the 2012-05-15 observation.

46



Table 2.3: Fits to parameters of variability models

Parameter Fit

Variability with distance

Fr 0.63 + 0.03
0.16
| —0.300 12
0.18
Tnr —-0.51715

Variability with brightness

F=F, 0.50 & 0.02
Ty 115408
o 9.440.6

Variability with brightness,

known early-type stars

F, 0.52 + 0.05
Tym 3.500%
T 214+1.0

Variability with brightness,

known late-type stars

Frm 0.43 + 0.04
Tym 8.5+ 1.3
T 714 1.0
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2.5.1 Variability Fraction

With the y2, test for variability, we found that approximately half of the stars in our sam-
ple are variable. The x2, distribution for the stars in our variability sample is plotted in
Figure 2.5, and the distributions for our sample’s spectroscopically typed stars are shown
in Figure 2.6. Figure 2.7 shows our sample’s x2, distribution as a function of nights de-
tected, overlaying our 5o variability cut. Using the variable population models described in
Section 2.3.2, we derived a variability fraction F' = 50 £ 2% among the stars in our sample.

Light curves of “highly variable" stars (i.e.: x%4 > 10.0) are shown in Appendix A.1.

Our models also allow us to derive the variability fraction of stars as a function of projected
distance from Sgr A* (Figure 2.8) and the observed magnitude (Figure 2.9). We do not find
a significant change in the variability fraction as a function of projected distance (Table 2.3).
We also find an increasing variability fraction for fainter stars in our samples, but this trend

is not significant in our dataset.

When considering the spectrally-typed stars in our sample, we measured a variability fraction
of F' = 52+ 5% for the known early-type stars and F = 43 4+ 4% for the known late-type
stars. We did not find a significant difference in the variability fractions as a function of

magnitude for known early- nor known late-type star populations (Figure 2.9).

2.5.2 Periodically Variable Stars
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Table 2.4: Criteria for Possible Periodic Signal

Criterion Threshold

X?ed Variability > 5o
Period Cut (from obs. baseline) <4132.74d /4
<1033.19d

Frequency Cut (from aliasing) <0.9d7!

Amplitude of Variability >3 X om
(likely periodic threshold) >5X Tm
Bootstrap False Alarm Test > 90%
(likely periodic threshold) > 99%
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Figure 2.11: Periodicity detections that pass the variability, periodicity, and frequency cuts
in our search, with bootstrap false alarm test significance plotted against the variability
amplitude. For clarity, only the most significant periodicity search detection is plotted for
stars that have multiple detections passing the variability, periodicity, and frequency cuts.
The stars that we identify as likely periodic variables (IRS 16SW, S2-36, and S4-258) stand
out distinctly in significance and amplitude from other possible periodic detections identified

in our experiment.

We defined our possible periodic signals using a combination of criteria (summarized in
Table 2.4) that were motivated by the characteristics of our periodicity search detailed in
Section 2.4. In our periodicity search, we considered stars identified as variable by our x2,

test for variability. We defined a maximum period for our periodicity search at %Lx our ob-
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servation baseline: }l x 4132.74 d = 1033.19 d. We then removed as likely periodic any stars
that had power exceeding 50% significance in our bootstrap false alarm test longer than the
maximum period cutoff. At such long timescales, our observation baseline was not able to
sample a possible periodic signal sufficiently often to claim periodicity. Further, any vari-
ability leading to high power in our Lomb-Scargle test at these long periods could easily get
aliased to shorter periods to falsely resemble shorter-period variability. The minimum search
period in our experiment was 1.11 d (from our maximum search frequency cut of 0.9 d™1).
Higher frequencies (i.e. shorter periods) than this threshold suffered from frequently aliased

peaks.

We then imposed an amplitude threshold for the remaining detections in our periodicity
search. To calculate the amplitude, we constructed a sinusoidal fit to the stellar light curve
phased to each periodicity detection. To pass the threshold, the amplitude of the fit must
exceed 3x the mean magnitude uncertainty for the star. This threshold is imposed to remove
possible peaks originating from statistical fluctuations in our photometry. We finally used our
bootstrap false alarm test significance to evaluate whether a star is likely to be periodically
variable. If a periodicity detection exceeded 90% significance in the bootstrap false alarm

test, the signal was then considered to be a possible periodic signal.

Three stars in our sample had periodic detections greatly exceeding the possible periodic
signal detection amplitude and bootstrap false alarm criteria (IRS 16SW, S2-36, and S4-
258; see Figures 2.11 and 2.12). Based on the three stars’ detections, we developed stricter
thresholds for these criteria with which we identified likely periodic variables: amplitude
exceeding 5x the mean magnitude uncertainty, and detection exceeding 99% significance
in the bootstrap false alarm test. Stars identified as likely periodic variables are listed in
Table 2.5 and possible periodic signal detections are listed in Table 2.6. The significance and
amplitude of these detections are plotted in Figure 2.11. Phased light curves of all possible

signal detections are included in Appendix A.2.
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Figure 2.12: Light curves (left) and periodograms (right) for the likely periodic variable stars
IRS 16SW, S2-36, and S4-258. The horizontal dashed lines in the light curves indicate the
weighted mean magnitude. The horizontal dashed green lines in the periodograms indicate
the bootstrap test significance levels, while the vertical dashed red lines indicate periodogram

peaks above 80% bootstrap significance.
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Figure 2.13: Top: An image of the field near S2-36 from the 2017-08-11 observation. S2-36 is
circled in red, while nearby stars brighter than mg, = 14.5 are circled in blue. The white star
symbol indicates the position of Sgr A*, the location of the supermassive black hole. This
observation is highlighted in the phased light curve as the red point. Bottom: Phased light
curve of S2-36 at the 39.43 day period found in the periodicity analysis. The best fit first
order sinusoid model to the observations is overlaid. The horizontal line and surrounding
shaded region indicate the fit mean magnitude and its uncertainty, respectively. The red

point indicates the observation highlighted on top.
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2.5.2.1 Likely periodic variable stars

The stars with periodic signal detections passing our criteria for likely periodic variable
stars are listed in Table 2.5. The likely periodic variables IRS 16SW and S4-258 are known
eclipsing binary stars, which exhibit two eclipses with similar depths over their orbital period,
and are therefore detected at half their binary period in the Lomb-Scargle periodicity search.
Additionally, both of these stars have possible periodic signal detections at aliases originating
from the length of a sidereal day (1.0027 day ! frequency). IRS 16SW has additional signals
passing for possible periodicity which are aliases originating from the length of a solar day
(1.0 day™! frequency) and the length of a quarter year (1.1 x 1072 day~! frequency). These

aliases are specifically indicated in Table 2.6.

In addition to the known Galactic center eclipsing binary stars, we identified the star S2-36
as a likely periodic variable star. From our periodicity search, S2-36 has a period of 39.43
days (see Figures 2.12 and 2.13). The periodic variability in this star has not been reported

previously.

2.5.2.2 Possible periodic signals

The stars with periodic signal detections passing our criteria for possible periodic signals
are listed in Table 2.6, and phased light curves are provided in Section A.2.2. With the
limitations from our experiment’s photometric precision and observational cadence, it is
difficult to conclude whether these represent true periodic variability. We highlight below

characteristics of the possible periodic signals in our sample, in three different period regimes.

e [ — 10 days: Besides the aliased signals detected from the known periodic variables,
IRS 16SW and S4-258, we find signals from S1-6 in this period regime. S1-6 has two
signals passing for possible periodicity, at 1.37 and 3.68 days. The two periods detected
correspond to sidereal day (1.0027 day~! frequency) aliases of each other. It is difficult

to favor photometrically one period over the other as the more likely astrophysical
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signal if these cases are indeed detections of true periodic variability. This period
regime is particularly interesting since detections could be indications of near-contact,
short-period binary systems. The signals have roughly sinusoidal shaped phased light
curves, but the limited significance and amplitude of these signals makes it difficult to

confirm their validity as true astrophysical signals.

10 - 80 days: In a longer period regime, we find more possible periodic signals. In this
period regime, we do not expect to detect any sidereal day aliases from possible signals

since aliased frequencies would be larger than our experiment’s frequency search space.

We found five stars with possible periodic signals in this period regime: S2-72, S2-14,
S4-139, S3-27, and S2-4. As a known OB star, S2-4’s possible periodic variability is
difficult to explain as originating from eclipsing binary systems. The dip in its light
curve is wide in phase, unexpected from eclipses at the observed period. Using NIR
period-luminosity relations for these possible periodic signals at the observed periods
(Riebel et al., 2010), the possible periodic variable signals in S2-72, S4-139, and S3-
27 may be consistent with those of ellipsoidal binaries under typical Galactic center
extinctions of Axs ~ 2-3 magnitudes (Schodel et al., 2010). However, several of the
possible periodic signals in this regime are detected in stars with light curves suggesting
long-term variability trends over our observation baseline (i.e. S2-72, S2-14, S3-27, S2-
4). The long-term variability trends may be causing the apparent periodicities by being
aliased to shorter periods. Since the long-term variability trends of these stars do not
appear as significant detections at long periods, the short period detections remain as
possible signals under our periodicity search criteria. Future color observations can
more precisely test if the variability is indeed consistent with known periodic variable

classes.

>80 days: In this period regime, S2-58, S4-139, S6-69, and S3-4 have possible periodic

signals. While the periods and amplitudes of these stars are consistent with pulsations
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in evolved stars or ellipsoidal binary systems, the observed mean magnitudes are too
faint to be consistent with these classes of variables. Using NIR period-luminosity
relations for these possible periodic signals at the observed periods (Riebel et al., 2010;
Matsunaga et al., 2009), the periodic variability detections have mean magnitudes ~ 1
— ~ 3.5 too faint than what is expected under typical Galactic center extinctions of
Ak ~ 2-3 magnitudes (Schodel et al., 2010). Future observations in color of these

stars can more precisely test these possibilities.

2.6 Discussion

2.6.1 High stellar variability fraction at the Galactic center

In this study, we find that 50 + 2% of all stars show variability in the central 0.5 pc of
Milky Way nuclear star cluster. This level of stellar variability is greater than what has been
found in previous studies of both young clusters and globular clusters in the past. The long
time baseline of this survey compared to previous surveys increases our sensitivity to long-
term intrinsic brightness variations in stars. In addition, spatial variations in the foreground

extinction and stellar confusion can cause brightness variations as the stars move.
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Table 2.7: NIR Variability Studies of Spectrally-Typed Resolved Stellar Populations

Star Population Paper Variability Fraction Time Baseline

Young, Massive Stellar Populations

NGC 7380 Lata et al. (2016) (57 variable stars identified) 4 months
Cygnus OB7 Rice et al. (2012) 1.74 £ 0.14% 1.5 years
Orion Nebula Rice et al. (2015) 8.17 £ 0.24% 2.4 years
Quintuplet Glass et al. (1999) 8.5+ 1.5% ~ 3 years
SMC OB Stars  Kourniotis et al. (2014) 40.38 + 0.93% ~ 8 years

Globular Cluster Late-Type Giant Populations

MT71 McCormac et al. (2014) 0.11 £ 0.02% 74 days
M4 Nascimbeni et al. (2014) 0.40 £ 0.07% 340 days
10 Galactic GCs  Figuera Jaimes et al. (2016a) 0.49 £ 0.06% 1.3 years
NGC 6715 Figuera Jaimes et al. (2016b) 5.98 4+ 0.65% 2.3 years
Note. — We have recorded the number of variable stars identified for studies that do not report

a variability fraction or total sample size.
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Table 2.8: Variability in Smaller Time Baseline Subsamples

Data Used Time Baseline (yr) Fyoung Faa
2006 — 2017 11.31 0.524+0.05 0.434+0.04
2006 — 2016 10.20 0.444+0.05 0.36 +0.04
2007 — 2016 9.16 0.444+0.05 0.324+0.04
2008 — 2016 8.16 0.424+0.05 0.324+0.04
2009 — 2016 7.20 0.40+£0.06 0.32+0.04
2010 — 2016 6.19 0.34+0.05 0.224+0.04
2011 — 2016 5.13 0.304+0.05 0.1940.03
2012 - 2016 4.16 0.244+0.05 0.174+0.03
2013 — 2016 3.21 0.134+0.04 0.07£+0.02
2014 — 2016 2.15 0.09 £0.03 0.064+0.02
2015 — 2016 0.93 0.07 £0.03 0.0340.02
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2.6.1.1 Variability from long time baseline
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Figure 2.14: Variability fraction as a function of experiment time baseline for NIR studies
of resolved young, massive star populations (left) and of late-type, globular cluster (right).
Variability fractions for the Galactic center young (left) and old (right) stars derived in this

work (entire sample and smaller time baseline subsamples) are shown as black points.

The higher level of variability we detect at the Galactic center can be largely accounted
for by our experiment’s long time baseline of ~ 11.5 years. Most NIR stellar variability
studies of other young, massive star populations or late-type giants in globular clusters have
had overall time baselines on the order of several months to a few years (see Table 2.7 and
Figure 2.14). To demonstrate the increase in sensitivity to variability with long time baselines
in our experiment, we ran our variability models on smaller time baseline subsamples of our

data, spanning from ~ 1 year to &~ 11.5 years (see Table 2.8).

Our models demonstrate much lower variability fractions at shorter time baselines. As
Figure 2.14 and Table 2.8 demonstrate, only &~ 7% of the known young, OB stars in our
sample are variable and only ~ 3% of the known old, late-type giants are variable with
an experimental time baseline of ~ 1 year. The variability fraction for both stellar type
groups rises as the time baseline increases, reaching ~ 52% and ~ 43% in our complete

time baseline for the young and old stars, respectively. When comparing to previous NIR
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studies of stellar variability in other resolved young or old stellar populations, the variability
fractions we find in our experiment are largely consistent if we account for the time baselines
of the experiments (Figure 2.14). Overall, our smaller time baseline subsamples demonstrate

that the high variability fractions in our experiment are largely due to the long time baseline.
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Figure 2.15: Left: The cumulative distribution of proper motion velocity in our sample
of stars, outside of an arcsecond of Sgr A*. We divided these stars into three groups,
with the same number of stars in each group. This grouping helps select stars in the high
proper motion tail of the distribution as the fast stars. Notably, the fast stars have proper
motions comparable to or higher than that of the Galactic center magnetar, PSR J1745-2900,
indicated by the vertical line. Right: The cumulative distribution of our variability metric,
X24, amongst the three proper motion groups of stars. We found that the x2, distribution
of the slow stars is significantly different from those of both the medium and fast stars (> 20

and > 30, respectively), while there is no significant difference amongst the distribution of

medium and fast stars (< 1o).

2.6.1.2 Variability from Extinction Screen

The longer 11.5 year time baseline of our experiment allowed some of the additional variabil-
ity to be contributed from stellar proper motions probing the foreground extinction screen.

The Galactic center has large extinction and clumpiness in the foreground extinction screen
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(e.g. Paumard et al., 2004; Schodel et al., 2010; Nogueras-Lara et al., 2018). Variability
in the foreground extinction on large angular scales can result in correlated variability for
several stars close together, and consequently would be lessened or removed during our local
photometric correction step (Section 2.8.3). The typical separation of stars in our sample is
~ 240 mas, with smaller separations in the central, more crowded regions of our field. Our
experimental methodology would therefore not be very sensitive to features in the foreground
extinction screen at much larger angular scales. However, there exist a large number of thin
dust filaments identified with L-band observations of the Galactic center, with widths < 100
mas (Muzic et al., 2007; Clénet et al., 2004; Paumard et al., 2004; Ghez et al., 2005). These
filaments may be traces of gas compressed by shocks at the Galactic center and could be
confined by magnetic fields in the area (e.g. Morris et al., 2017). Similar streamer features
are also identified at other infrared and radio wavelengths (e.g. Yusef-Zadeh et al., 1998;
Zhao & Goss, 1998; Morris & Maillard, 2000; Paumard et al., 2001; Scoville et al., 2003;
Morris et al., 2017) and may be related. These filaments are narrow enough to extinguish
light from single stars in our sample at the Galactic center, and the resulting variability

would consequently not be affected by our local photometric correction.

Radio observations of the Galactic center magnetar PSR J1745-2900 provide an empirical
estimate of the extinction. Rapid changes in the observed Faraday rotation measure as
the magnetar’s rapid proper motion allowed probing different sightlines. The observations
suggest fluctuations in the Galactic center magnetic field or free electron density on size
scales ~ 2 to ~ 300 AU (Desvignes et al., 2018), lending evidence for the presence of a
scattering screen of gas in the Galactic center environment. Previous observations have
suggested that the central parsec of the Galactic center hosts well-mixed warm dust and
ionized gas (Gezari & Yusef-Zadeh, 1991). If the magnetic field or free electron fluctuations
implied by the Galactic center magnetar are associated with dust, they can result in NIR

variability for similarly fast moving stellar sources due to varying extinction.
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Table 2.9: Proper Motion Variability Groups

Group Proper Motion (u) Var. Frac. (F)

Fast > 5.89 mas/yr 0.55 £ 0.04
Medium  3.56 < p < 5.89 mas/yr 0.51 £+ 0.04
Slow 1< 3.56 mas/yr 0.41 +£0.04

To explore the possibility that faster moving stars are more variable, we divided our stellar
sample into three proper motion groups, each containing an equal number of stars: slow,
medium, and fast; see Table 2.9 and Figure 2.15. The proper motion for each star was
obtained from either a velocity or acceleration model fitted to the astrometric positions,
depending on which model resulted in a fit with a lower y2 ; statistic. The velocity component
of the chosen model’s fit was then used for the proper motion analysis. To avoid stars poorly
fit with the proper motion models, we excluded 8 stars from our proper motion groups
that have measured orbits around Sgr A* (S0-1, S0-2, S0-3, S0-5, SO-16, S0-19, S0-20, and
S0-38). The fast proper motion group in particular consists of stars with proper motions
comparable to or exceeding the proper motion observed for the Galactic center magnetar
(~ 6.4 mas yr—!; Desvignes et al., 2018), and we expect these stars to probe variations in the

foreground extinction screen similar to those inferred for the Faraday screen of the magnetar.

We found that stars with larger proper motions in our sample are more likely to exhibit
variability than stars with slower proper motions. The variability fractions of the three proper
motion groups are listed in Table 2.9, and we find that the higher proper motion groups have
significantly higher variability fractions. We further tested whether faster moving stars are
more variable than slower stars by the two-sample Kolmogorov-Smirnov test (K-S test).
Amongst the three proper motion groups, we derived the cumulative distribution of our

photometric variability metric, x2,. We computed the two-tailed K-S test p-value of all
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pairs of distributions. The p-value gives the probability of the two sample distributions
being drawn from the same underlying distribution. Between the medium and fast groups,
we found p = 60.22%, indicating a small difference (< 1) between the groups’ respective x2,
distributions. However, when comparing the slow group with both the medium (p = 0.33%,
> 20) and fast (p = 0.04%, > 30) groups, we found more significant differences in the
X% distributions. Overall, our data demonstrate that slower stars have significantly lower
variability in our experiment when compared to faster stars, and that variability is more likely
for stars with faster proper motions. These results suggest that the foreground extinction is
a contributor to our variability fraction since faster moving stars probe larger variations in

the foreground extinction screen.

Furthermore, we consider in detail whether some of the most prominent long-term fluctua-
tions in our variable star sample can be physically explained by the foreground extinction

screen. Changes in the observed flux for a stellar source imply a change in optical depth, 7:

A)\ = —2.510g10<1)\/1)\70) (213)
= —25log(e™™) (2.14)
= 7(=2.5logge) ~ 7y x 1.086 (2.15)

Assuming a constant cross section, oy, for extinguishing dust grains, changes in optical

depth, ATy, correspond to changes in column density, ANy:

ATA = U)\ANd (216)

Amongst our highly variable stars (Section A.1), stars exhibiting long-period brightening or

dimming have changes in observed flux approaching ~ 0.5 magnitudes (e.g. S2-316, S4-12,
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S4-262) to ~ 1.0 magnitudes (e.g. S3-34). Following Paumard et al. (2004), we assume that
extinction at K-band is about 0.1x that in visual and that a magnitude of extinction at
visual implies a column density of ~ 2 x 102! cm~2 H atoms. These large dips in magnitude

~2. Since these stars exhibited only

would imply changes in column density of ~ 10?2 cm
either a dimming or brightening, it is difficult to establish a physical size to inhomogeneities
in the foreground material if caused by extinction. However, such scales of extinction are
consistent with those observed by Paumard et al. (2004) from large gas features like the

Minispiral at the Galactic center.

Using stars that exhibit both brightening and dimming over our time baseline (e.g. S2-66,
S3-249, IRS 7SE), we can estimate the density of dust in extinguishing filaments. These stars
display momentary dips in flux of ~ 1 mag lasting ~ 4 years. While there can be various
physical geometries of the extinguishing material, such as dust blobs, sheets, or bow shocks,
we assume here for simplicity that the dips originate from thin, filamentary structures located
near the Galactic center. Under this physical assumption, the proper motion measurements
of these stars in our dataset imply filament diameters of approximately 1073 pc or 200 AU.
Our diameter estimate assumes static filaments, but if the filaments themselves are also in
motion near the stellar sources, the diameter estimate may increase by a factor of ~ 2.
The typical magnitude dips then indicate number densities in the extinguishing filaments
of =~ 3 x 10° cm™3. These thin regions of high extinction could correspond to foreground
high density filaments similar to those identified by Muzic et al. (2007). The densities are
consistent with models of high density bow shocks at the Galactic center (Tanner et al.,
2002). In fact, IRS 7SE’s location is consistent with the X1 filament, proposed to be a bow
shock source (Clénet et al., 2004; Muzic et al., 2007). Another highly variable star, S4-12, has
a location consistent with the X4 filament (Muzic et al., 2007), a proposed bow shock source
originating from IRS 3 (Viehmann et al., 2005; Yusef-Zadeh et al., 2017). The filaments
could be responsible for the long-term flux dips observed in these two stars’ light curves.

S2-66 and S3-249, however, do not have corresponding filaments identified by Muzic et al.
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(2007) that would be consistent with their locations. Rafelski et al. (2007) highlighted the
long-term variability in the light curves of three stars (particularly S2-11) using independent
data as also likely originating from their passage behind thin, high-density filaments. Our
experiment’s observations, taken at a later time, do not reveal similar features in these stars’

light curves.

Our observations suggest that variations in the extinction screen can indeed account for some
of the high variability fraction found in this experiment. With our K’ dataset alone, however,
it is difficult to assign this as the primary source of variability for any given star in our
sample. Extensions of our variability study incorporating simultaneous observations at other
wavebands over a long-period can add substantially to the study of extinction variations.
Particularly, increased reddening during dips in flux would suggest dust extinction as the

likely cause (see e.g. Rice et al., 2015).
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QO Young S-Stars O Off-Disk Stars
/\ Disk Stars

Figure 2.16: The young stars in our sample, indicated on the 2012-05-15 observation. We
identify here the young disk and S-Star stellar populations from our sample. The young
eclipsing binary systems detected in this experiment are labelled: IRS 16SW (Ott et al.,
1999; Peeples et al., 2007; Rafelski et al., 2007) and S4-258 (E60, discovered by Pfuhl et al.,
2014). We do not detect any eclipsing binary systems among the disk stars nor the young
S-Star stellar populations. The star symbol indicates the location of Sgr A*, and 1 arcsec

corresponds to a projected distance of &~ 0.04 pc at the Galactic center distance.
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2.6.2 Constraints on the eclipsing binary fraction of young stars

Our data provide the tightest constraints yet on the eclipsing binary fraction of the young
stars in the nuclear star cluster by using a larger sample than previous works. In our sample
of 85 stars, we recover the two previously discovered eclipsing binary systems: IRS 16SW
(Ott et al., 1999; Peeples et al., 2007; Rafelski et al., 2007) and S4-258 (E60, discovered by
Pfuhl et al., 2014) (see map in Figure 2.16). This places a lower limit on the eclipsing binary
fraction of 2.4% =+ 1.7%. Previous work using a sample of 70 young stars and detection of
the same two binary systems, Pfuhl et al. (2014) determined a lower limit on the young star

eclipsing binary fraction of 3% =4 2%.

We do not detect any eclipsing binaries amongst the young stellar disk members. In our
sample, 18 stars were identified as likely members of the young stellar disk by Yelda et al.
(2014). The two known eclipsing binaries are off-disk stars. While due to small number
statistics this null detection is not unusual (66% probability of a null detection in this sam-
ple from our observed eclipsing binary fraction), the lack of binaries in the disk warrants
future investigation. Binaries can serve as a way to characterize the differences of formation
mechanisms of stars in the disk compared to off-disk stars (see e.g. Alexander et al., 2008;
Levin & Beloborodov, 2003; Goodman & Tan, 2004; Nayakshin & Cuadra, 2005). Further-
more, there may be observational biases when assigning disk membership probabilities to
binaries (Yelda et al., 2014; Naoz et al., 2018). Due to our sample size, we do not expect
these biases to lead to a different conclusion about the relative eclipsing binary fraction of
disk members versus non-disk members. However, these biases will be important when the

sample of young stars increases.

We also do not detect any eclipsing binaries in the young S-star population (stars within a
projected distance of 0.04 pc of the SMBH). Similar to the disk stars, the lack of eclipsing
binaries in the young S-stars is not surprising given the small sample size (17 stars) in our

experiment. However, if any S-stars are indeed binaries, we may expect to be more sensitive
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to eclipsing systems since they tend to be in tighter orbits (Li et al., 2017). Better constraints
on the binary fraction of S-stars is necessary since it can serve as an indicator of the stars’
formation mechanisms. For example, if S-stars are captured components of tidally disrupted
binary systems, they should no longer have a companion (Hills, 1988; Yu & Tremaine, 2003).

Other recent observational constraints are consistent with this hypothesis (Chu et al., 2018).

The young nuclear star cluster eclipsing binary fraction is consistent with that of the local
solar neighborhood. Lefévre et al. (2009) find 40 OB binaries passing criteria similar to
those of our experiment out of a sample of 2497 stars in a study of local OB variability with
the HIPPARCOS satellite, giving a local OB eclipsing binary fraction of 1.60% + 0.25%.
Therefore, our estimate of the early-type eclipsing binary fraction at the Galactic center is

consistent with the eclipsing binary fraction of local OB stars.

Improvements in the time sampling, sensitivity, sample size, or the addition of multiband
photometry will allow tighter constraints in the eclipsing binary fraction. From our peri-
odicity search parameters (Table 2.4), we are sensitive to binary periods longer than 2.22
days and amplitudes larger than 0.03 x 5 = 0.15 mags. These limits to our sensitivity to
binary systems can be improved by the addition of photometry in another filter to eliminate
false positives during periodicity searches. Furthermore, the Lomb-Scargle periodogram and
the observation cadence used in this work are particularly optimized for detecting periodic
signals that have an overall sinusoidal shape in the phased light curve. Therefore, our ex-
periment is most sensitive to those systems that have eclipses wide in phase, expected from
contact or near-contact binary systems. Future work is required to infer the overall binary

fraction from these detections of eclipsing binary systems at the Galactic center.
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Figure 2.17: Top: An image of the field near S4-129 from the 2010-07-06 observation. During
this observation, S4-129 increased in brightness by ~ 1.2 magnitudes compared to other
observations near in time. Visual inspection of the field in this and other observations near
in time did not reveal any sources of potential stellar confusion. S4-129 is circled in red, while
nearby stars brighter than myg = 14.5 are circled in blue. This observation is highlighted in
the light curve as the red point. Bottom: Light curve of S4-129 over our experiment’s entire
time baseline. The red point indicates the observation highlighted on top, during which we

observed the brightening.
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2.6.3 Other periodic and variable stars

This study has revealed previously unidentified periodic variability in the star S2-36, with a
period of 39.43 days (Section 2.5.2.1). The source’s period and light curve could be consistent
with an ellipsoidal binary system (potentially also eclipsing) or a Type II Cepheid star.
Period-luminosity relations (Matsunaga et al., 2006; Riebel et al., 2010) suggest that the
star’s observed flux can be compatible with both classes of periodic variability under the
typical range of extinctions towards the Galactic center (Schodel et al., 2010). Determining
the likely source of this star’s periodic variability requires additional observations beyond

just the K’-band dataset in this work (Gautam et al. in prep.).

Besides S2-36 and the previously discovered eclipsing binary systems at the Galactic center,
we did not find evidence for other periodic variable stars. Periodic fluctuations in flux may
be expected from stars during periods of instabilities, and are particularly useful in revealing
membership of the corresponding stars into populations with specific ages or metallicities.
Notably, our periodicity search experiment is sensitive to the period and amplitude ranges
of pulsating evolved stars. The first order pulsations of these stars, known as Mira variables
(periods of 80 — 1000 days, NIR amplitudes ~ 1 mag; see Catelan & Smith, 2015; Mattei,
1997), often host SiO masers and therefore can be particularly useful for Galactic center
astrometric experiments (Yelda et al., 2010). However, we find no evidence of such stars in

our experiment’s field of view.

Stellar confusion is likely only a small contributor to variability in our sample. Only one
star amongst our highly variable stars exhibits variability that can be clearly attributed to
stellar confusion. S3-21 (mg: = 15.28) had a rapid brightness rise starting in 2012 due to
it closely approaching the bright star S3-6 (mg = 12.69). If stellar confusion were to be a
larger contributor to variability in our sample, we would expect higher variability fractions in
the highly crowded central arcsecond region, where stellar crowding leads to more confusion

events. However, our data did not suggest any significant increases in variability in this
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region (Figure 2.5). In general, with our implementation of checks for confused sources (see

Section 2.2.2 and Jia et al., in prep.), we are able to largely reduce the effects of confusion.

In addition, the high density of objects at the Galactic center can lead to microlensing events,
where a massive object passing in front of a star at the Galactic center can lead to a brief
brightening event (Alexander & Loeb, 2001). Among our sample of highly variable stars,
one star, S4-129, demonstrated brightening that could be the result of microlensing. S4-
129 experienced a brightening of ~ 1.2 magnitudes (= 3x increase in flux) during a single
observation in our dataset (2010-07-06), and visual inspection of the star’s local field in the
images did not reveal any obvious sources of stellar confusion that could be the cause (see
Figure 2.17). With just a single point in the brightening, it is difficult to put constraints on
parameters of a possible lensing system. While this is the largest short brightening event
in our sample, microlensing events have been predicted in the Galactic center environment
from a variety of configurations (see e.g. Alexander & Loeb, 2001; Chanamé et al., 2001;
Bozza & Mancini, 2005) and may be a small contribution towards the variability fraction in

our sample.

Based on the K’-band observations alone in our experiment, it is difficult to determine a
likely physical source of variability for all of our variable stars. A future study of variability
of the Galactic center stars in color space can provide additional insight into sources of
difficult-to-explain variability in our sample. Variability in the H — K’, H space can in
particular reveal changes in dust extinction and accretion activity (Rice et al., 2015) or the
presence of hot spots and cool spots on stars (Wolk et al.; 2013). Without this extra color
variability information, it is difficult to ascribe a specific source of variability to several stars

in our sample.
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2.6.4 The precision of single PSF AO photometry

While AO observations provide the angular resolution necessary to study the high stellar
density of the Galactic center, there are two main challenges that must be overcome to
achieve high-precision photometry. The extreme crowding of stellar sources in the central
regions of the nuclear star cluster makes aperture photometry difficult or impossible as the
point spread functions (PSFs) of the sources overlap. There is also variation in the PSF shape
across the field of view and over time. Anisoplanatism results in PSF variation as a function
of the position of the star with respect to the laser guide star and the tip-tilt star. Weather,
atmospheric conditions, and performance of the adaptive optics system during observations
further introduce fluctuations in the PSF shape. These effects cause biases when estimating
the flux of stellar sources, and they therefore can be manifested in our data as a systematic

variability in flux. Special efforts have to be made to account for these effects.

An approach to obtaining precise photometry from AO imaging data in a crowded field is
PSF fitting and local calibration across the field. In our work, we used a single reference PSF
across our entire field of view to derive initial photometric flux measurements. We expect
that factors affecting PSF shape, such as anisoplanatic effects and atmospheric conditions,
influence the PSF shapes and bias photometric measurements of nearby stars on the field
of similar brightness in similar ways. Our local photometric correction removed these local
trends in estimated flux (implementation detailed in Section 2.8.3). There are two metrics
with which we evaluated the precision resulting from our methodology: photometric precision
per observation epoch and median photometric precision across our entire time baseline.
Across several individual observations our method achieved uncertainties of Ampg ~ 0.02
(= 2%) to mg: = 16 (see Table 2.1). Across all our observations, our method achieved a

photometric uncertainty floor of Amg: ~ 0.03 (= 3%) out to mg: =~ 16 (see Figure 2.3).

Another approach to precise photometry with AO imaging data is to use separate reference

PSFs across the field. In their AO photometric study of Galactic center stars, Schodel
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et al. (2010) partitioned their images into smaller sub-frames, where the anisoplanatic effects
over the sub-frame are small. A reference PSF was separately derived in each sub-frame,
accounting for a variable PSF across the field of view. With this method, they were able
to obtain photometric precisions as low as Amgs ~ 0.015 (= 1.5%) out to mgs ~ 15. The

precisions we obtain with our techniques are comparable in several individual epochs.

The most comparable previous study to this work, a study of stellar variability in the Galactic
center with Keck speckle data (Rafelski et al., 2007), achieved much lower precision than
our method. With Keck speckle data, uncertainties of Amyg ~ 0.06 out to myg =~ 13 were
obtained, with uncertainties reaching Amy ~ 0.21 at mg ~ 16 (see Figure 2.3). Our method
achieves much higher precision to fainter magnitudes. While much of this improvement
comes from the greater depth AO imaging provides, our more robust calibration procedure

and selection of stable calibrator stars also deliver more precision in relative photometry.

2.7 Conclusion

In this work, we presented an analysis of stellar variability and a search for eclipsing binary
systems in the central 10” of the Galactic center with NIR laser-guide star AO data. Our
photometric calibration and local correction techniques achieved photometric uncertainties
reaching ~ 3% across our entire dataset and ~ 2% in several individual observations. This
photometric precision is comparable to the highest precision achieved by other AO photo-

metric studies using single-PSF fitting.

We have compiled the first catalog of photometric variables in the central half-parsec of the
Galactic center with NIR AO imaging. We found that among our stellar sample of 563
stars identified across at least 16 observation nights, 50 & 2% of stars displayed variability.
Within this sample, 52 & 5% of known early-type stars and 43 & 4% of known late-type stars
displayed variability. The variability fractions of the typed stars in our sample are much

greater than that of other young, massive star populations or late-type giants in globular
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Table 2.10: Initial Calibration Stars Bandpass Correction

’ ’
Star Name KBlum 196 Kplum+96 — KN[RCQ KN[RCQ

IRS 16C 9.86 £ 0.05 —0.15£0.01 10.01 £ 0.06
IRS 33E 10.02 £0.05 —0.16 £0.01 10.18 £ 0.06
S2-17 10.03 £0.07 —0.14 £0.01 10.17 £ 0.08
S2-16 11.90 £ 0.22 —0.26 £0.01 12.16 £0.23

References. — Blum et al. (1996)

clusters. The higher variability fraction relative to other studies can largely be accounted
for by the longer time baseline of our experiment. Variations in the foreground extinction

screen also contribute to the high variability fraction.

In a periodicity search of our photometric dataset, we recovered the two previously discovered
eclipsing binary systems at the Galactic center: IRS 16SW and S4-258 (E60). We addition-
ally identified a new periodically variable star at the Galactic center, S2-36, with a period
of 39.43 days. Additional observations across other wavelengths or spectroscopic follow-up

observations of this star can determine the physical source of the periodic variability.

We detected no evidence of an eclipsing binary system among the S-star population within
1”7 of the central black hole, nor among the young stellar disk. We measured a lower limit on
the eclipsing binary fraction of 2.4+ 1.7% among the young stars at the Galactic center. Our
constraints on the Galactic center eclipsing binary fraction are consistent with the local OB
star eclipsing binary fraction under observational limits similar to those of our experiment

(Lefevre et al., 2009).
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2.8 Appendix 2A: Photometric Calibration Details

2.8.1 Reference Flux Bandpass Correction

Synthetic photometry was used to convert the Blum et al. (1996) photometry (hereafter
Blum+96) of the initial calibration stars (listed in Table 2.10) into Keck NIRC2 K’-bandpass
photometry. The calibration stars were modeled using Geneva stellar evolution models with
rotation and at solar metallicity (Ekstrom et al., 2012) combined with ATLAS model atmo-
spheres (Castelli & Kurucz, 2004). Since the stars belong to the young star population, an
age of 3.9 Myr was adopted (Lu et al., 2013). By convolving the model atmospheres with
the Blum+96 and Keck NIRC2 filter functions, the photometric offset between the filters
could be calculated. However, it was first necessary to calculate the extinction for each star,

since the bandpass correction depends on the extinction.

The extinction of each star was calculated from the H — K. IRS 16C, IRS 33E, and S2-17
each have Blum+96 H — K measurements that we used. S2-16 did not have a Blum-+96
H — K, so we instead used VLT NACO H — K's measurements (Schodel et al., 2010). The
intrinsic colors of the calibrators were calculated from the model isochrones set at a distance
of 10 pc and with no extinction. The intrinsic colors were constrained by the knowledge
that IRS 16C, IRC 33E, and S2-16 are spectroscopically identified WR stars, and S2-17 is
known to be an early-type (M > 2M), non-WR star (Do et al., 2013a). We then used the
Nogueras-Lara et al. (2018) extinction law to convert the color excess into a total K s-band
extinction (NIRC2 system), obtaining values of 2.47 mag, 2.55 mag, 4.12 mag, and 2.29 mag
for IRS 16C, IRS 33E, S2-16 and S2-17, respectively. The error on the extinction values are

+0.08 mags or better, as a result of the uncertainties in the intrinsic and observed colors.

We then recalculated the synthetic photometry of the model isochrones, this time applying
the extinction. From this synthetic photometry, the Blum+96 K — NIRC2 K’ bandpass

corrections are found to be —0.15 mag, —0.16 mag, —0.26 mag, and —0.14 mag for IRS
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16C, IRS 33E, S2-16 and S2-17, respectively. The extinction uncertainty only affects the
final bandpass corrections at the 0.01 mag level or lower. The S2-16 bandpass correction
appears to be an outlier relative to those of the other initial calibrators, but this is due to its
significantly higher extinction. The bandpass corrections and the final reference photometry

we use for our initial calibrator stars are listed in Table 2.10.

2.8.2 Iterative Calibrator Selection

During each photometric calibration iteration, we used reference flux measurements and cor-
responding uncertainties for each of our calibrator stars. We then used the weighted mean
of the calibration stars’ differences from their reference values to derive a correction to the
zeropoint across our observations. This zeropoint correction was used to adjust the magni-
tudes of every star identified in each observation. We calculated an error in the zeropoint
correction for each observation and added in quadrature to the instrumental flux uncertainty
measurement for each star. This gave the total measurement uncertainty in flux for each

star.

Following the initial calibration, we identified a new set of secondary calibration stars that
increased the precision for the relative photometry across the observations. The selection of
these secondary stars was based on a set of criteria detailed below to select bright, photomet-
rically stable stars distributed across our field of view. We updated the chosen calibration
stars’ reference magnitudes to the weighted mean magnitude from the previous calibration
step. To select stars that are photometrically stable, we chose stars with low 2, values
(indicating low variability; further described in Section 2.3), and a low mean magnitude
uncertainty across all epochs (to reduce the influence of high photometric uncertainty low-
ering the x2, value). These metrics used to select calibrator stars in each iteration were
computed before applying local photometric correction (detailed in Section 2.8.3). We in-
cluded a magnitude cutoff of m g < 15.5 to limit our calibration stars to be brighter sources.

We further imposed a requirement that our calibration stars be identified in all observation
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epochs. Additionally, we checked a series of photometric and astrometric confusion criteria,
selected to avoid choosing stars that could be confused with another nearby star during
the calibration star identification process. For stars brighter than myg = 12, we checked if
potential calibration stars that had no other neighboring stars within 0.2” and 1 magnitude
in any observation epoch. The astrometric criterion was relaxed to 0.1” for stars dimmer
than myg = 12, due to these stars having fainter PSF haloes. Finally, we imposed that at
least two calibration stars and no more than three were used in each quadrant of our field
of view, centered on the location of Sgr A*. We further required calibration stars to be at
least ~ 0.25” from each other. Imposing these final set of criteria limited the photometric
calibration from biasing only small areas of the field for photometric stability with a higher
density of calibration stars or resulting in other regions of the field with fewer calibrators to
have more imprecise calibration. All these criteria selected bright and photometrically stable
stars for each calibration iteration that were identified in all observation epochs, isolated in

position and magnitude from nearby stars, and distributed across our field of view.

The above process to select new stable secondary calibration stars was repeated 3 times
until it converged onto the same set of calibrators. Before each iteration, we refined our
calibration star selection criteria (%, and mean magnitude uncertainty) to better isolate
stable stars. We used the mean magnitude and uncertainty on the mean magnitude for each
of the calibrator stars from the previous iteration as their respective reference fluxes and
uncertainties. Our iterative process converged to our final calibration star selection criteria
detailed in Table 2.11, and our final set of calibration stars are listed in Table 2.12 and
displayed on our field of view in Figure 2.1. Light curves of all final calibration stars, after
the local photometric correction is applied (correction detailed in Section 2.8.3), are shown in
Figure 2.18. By identifying stable secondary calibration stars, the iterative process effectively
reduced the contribution to the photometric uncertainty originating from uncertainty in the

zeropoint correction and achieve greater precision for relative photometry.
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Table 2.11: Criteria for selecting final set of photometric calibration stars

Criterion Calibrator Criterion Cutoff
X?ed <19
Mean Mag. (mg) <155
Mean Mag. Uncertainty < 0.0295
Number of Epochs =45 (all)

Confusion criteria

Nearest Star (mgr < 12) > 0.2"
Nearest Star (mgr > 12) > 0.1
Nearest Star Amg > 1.0

Isolation criteria

Nearest Calibrator > 0.25"

Calibrators per FoV quadrant 2 <n <3

Note. — These criteria were used to select photometric cal-
ibration stars from the previous calibration iteration. There-
fore, these criteria are not necessarily reflected in the statistics
for the photometric calibration stars in the final calibration it-
eration listed in Table 2.12.

Confusion criteria were selected to avoid choosing calibration
stars that could be confused with another star during our cali-
bration star identification process. Calibration stars were cho-
sen to pass both astrometric and photometric confusion crite-
ria.

Isolation criteria were selected to avoid a high density of pho-
tometric calibrators in small regions of the field, in order to

not bias only small areas of the field for photometric stability.
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Table 2.12: Final Calibration stars

Star Name Mean Mag. Error on Mean Mag. x%, Mean of Uncertainties

(K7) (K7) (K7)
IRS 16NW 10.155 0.019 1.411 0.029
S3-22 11.028 0.018 0.592 0.029
S1-17 12.171 0.018 0.517 0.029
S1-34 12.907 0.019 0.565 0.029
S4-3 12.907 0.019 1.108 0.029
S1-1 13.021 0.019 1.123 0.029
S1-21 13.214 0.019 1.644 0.029
S3-370 13.532 0.018 0.791 0.029
S0-14 13.572 0.018 1.023 0.029
S3-36 14.538 0.019 0.478 0.029
52-63 15.341 0.019 1.880 0.029

Note. — Metrics here are computed before application of the local photometric

correction.
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Figure 2.18: Light curves of the final calibration stars used in the variability analysis. Flux

measurements before application of the local photometric correction are indicated in orange

and flux measurements after application of the local photometric correction are indicated in

black. The horizontal dashed line indicates the weighted mean magnitude.
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Figure 2.19: Left: K’ magnitude zeropoint corrections from the photometric calibration used
in this work. The zeropoint correction is calculated as the mean of the difference between
the measured photometric flux of the calibration stars and their recorded value.

Right: The errors in the K’ magnitude zeropoint corrections used in this work, calculated
as the variance of the zeropoint magnitude adjustment in each observation. This zeropoint
correction error in each observation dominates the photometric uncertainty in our measure-
ments, and the median zeropoint correction error (dashed line) across our observations is

Omy ~ 0.025.

2.8.3 Local Photometric Correction

We performed an additional correction to our photometry on local scales of the field beyond
the zeropoint photometric calibration. The need for this correction became evident when we
observed similar changes in flux measurements for stars of similar brightness and position
on the field in an observation epoch. This effect and our correction, described below, is

illustrated for four example stars from different locations on our field in Figure 2.20.

A variable PSF across the field can cause our flux measurement of stars from PSF-fitting to
be under- or over-estimated. Since the PSF variation is spatially correlated, this bias in the

flux measurement is expected to be similar for nearby stars. We attempted to correct for
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Figure 2.20: Four example target stars of similar brightness from different areas of our field
selected to highlight our local photometry correction. Each curve displays the residual of
a star’s flux in an observation from its respective mean magnitude across all observations
while shaded regions indicate uncertainty in flux. Blue curves indicate the residuals for the
four example target stars, while the black curves in each plot indicate the residuals for all
the local stars for the target star. Small trends in measured flux correlate across target stars
and their respective local stars, suggesting a local photometric bias. The red curve indicates
the median residual of the local stars, which is subtracted from the flux measurements of the
target star to correct for the photometric bias. The green curves indicate the residuals for
the four example target stars corrected for the photometric bias, and include the additional

additive uncertainty during the local correction step.
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this photometric variation in our dataset.

To determine the photometric bias, local stars were first determined for each star. These
local stars were selected to be low variability stars in close proximity on the field and at a
similar brightness to each target star. A star was identified as a local star if it was located
within 2” and within 1.0 mag of the target star in any observation. From these, stars that
were detected in fewer than 23 observations and had x%, > 20.0 were removed as local stars
to determine the photometric bias. This was to reduce the influence on the measurement
of the photometric bias by variable stars and those whose mean magnitude was not very
well constrained due to detections in too few observations. If the total number of local
stars determined under these constraints was fewer than 8, the astrometric search radius
was increased in steps of 0.25” and the photometric search radius was increased in steps of
0.25 mag until the number of local stars reached the minimum of 8. This ensured that the

measurement of photometric bias was not dominated by the variations of too few stars.

With the local stars determined, the photometric bias was measured for each star. In each
observation for the target star, the residual in magnitudes for local star ¢ from its mean

magnitude was measured,

The median value over all local stars of the residual in each observation epoch, med(R;), was
subtracted from the target star’s flux measurement in that observation. This corrected for

the photometric bias measured from the local stars for every star in our sample.

With this correction, we also included an additive error to account for the uncertainty in

flux introduced by this process. In each observation the error from the local correction was
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calculated with

RMSy = \/fov s _Nmed(Ri) (2.18)

RMSp
VN

where N represents the total number of local stars in each observation used to correct for

Local Correction Uncertainty =

(2.19)

the photometric bias. The local correction uncertainty was then added in quadrature into

the flux uncertainty determined during the zeropoint correction.

2.9 Appendix 2B: Variability Study Details

Table A.1 summarizes the sample of stars studied in this work. In addition to the vari-
ability metric used in this work, x2 4, we calculated additional variability metrics to aide in

comparison of our stellar sample to other stellar samples.

The root mean square (RMS) calculated is that of the observed magnitude differences from

the mean magnitude:

RMS — \/% 3 (mi — m)? (2.20)

The interquartile range (IQR) is the difference between the median of the half brightest and
half dimmest observations (Sokolovsky et al., 2017). This method is more robust against

outliers.

The von Neumann ratio, 7, is the ratio of mean square of differences in successive observations
to the variance of all observations (Sokolovsky et al., 2017). Higher values of 1/ indicate
higher variability, defined as:

Lot 3L (m—m)?/(N 1) (2.21)

no 0 S (M —my)?/(N - 1)

The 1/n method picks out stars that are less smoothly variable, i.e. with greater differences

in successive observations.
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2.10 Appendix 2C: Periodicity Methodology Details

2.10.1 Period Search Range
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Figure 2.21: The Lomb-Scargle window power spectrum computed for our experiment’s
observation times at our periodicity search’s frequency spacing is shown in the plots on the

left. Note that frequencies larger than 1 day~!

are prone to aliasing and at periods larger
than 10* days most signals will appear periodic due to this range being much larger than
our overall observing time baseline. Our periodicity search range of 1.11 — 10,000 days is
highlighted in white on the left plots and is zoomed in for more detail in the plots on the

right.

We defined our periodicity search region by computing a window power spectrum for our
observations (Figure 2.21). Notably, in this window power spectrum, periods shorter than
about 1.11 days (frequencies > 0.9 day ' strongly suffer from aliasing due to the spacing
of our observations being spaced apart by multiples of ~ 1 day. Above 10,000 days, the
normalized Lomb-Scargle power extends to 1.0, at periods extending much beyond our ob-
servation’s time span. With these considerations in mind, we defined our periodicity search

region between the frequencies of 0.9 day ! to 10~* day~!, corresponding to periods between
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1.11 days and 10,000 days. The remaining peaks in Figure 2.21 in our periodicity search
range originate from our nightly observation cadence and the length of a sidereal day: at a
period of ~ 1 day (frequency ~ 1 day '), and its harmonic rising up at a period of ~ 10,000
days (corresponding to a frequency ~ 0 day_l)). The ~ 350 days peak corresponds to our

roughly yearly observation cadence, when the GC is visible in the night sky.

2.10.2 Removal of long-term linear trends

122 12.2
* ) S4-258 54-258, detrended
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Figure 2.22: S4-258 (E60: Pfuhl et al., 2014) is an eclipsing binary system at the Galactic
Center. The left plot shows the light curve from S4-258 across our observations, where the
dashed black line indicates the weighted mean magnitude, mg-, and solid gray line indicates
the best-fit linear model to the data. This linear model can indicate a long-term dimming of
the binary system. The right plot shows the same data, with the long-term linear dimming

trend removed.

In our periodicity search, we removed long-term linear trends from the light curves of stars
before computing a periodogram. This removal resulted in stronger detections of periodic
signals. This can be demonstrated particularly well for the known eclipsing binary system S4-
258 (E60: Pfuhl et al., 2014). S4-258 exhibits a long-term linear dimming trend in our dataset,
possibly caused by extinction, over our observation baseline (Figure 2.22). After removing
the long-term linear trend, we find that the periodic signal is detected more strongly in the

periodogram (Figure 2.23) and that the phased light curve demonstrates is much smoother
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Figure 2.23: Lomb-Scargle periodogram of S4-258’s light curve. The left plot shows the
periodogram computed from our observations, while the right plot shows the periodogram
once the long-term linear dimming trend is removed. The 1.1380 day peak in the periodogram
constructed from the detrended light curve corresponds to the 2.2760 day binary period of
the system. The 8.0637 day peak corresponds to an alias of the binary period. Removing
the long-term linear dimming trend allows the binary period of the system and its alias to

be detected.

(Figure 2.24).

Several stars in our sample display similar brightening or dimming trends to S4-258 (see
Section A.1). Any periodic trends that may exist for our sample stars in addition to these

low order variations can be detected more strongly once the linear variation is removed.
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Figure 2.25: Light curve (left) and periodograms (right) for the star S4-172. The horizontal

dashed line in the light curve indicates the weighted mean magnitude. The horizontal dashed

green lines in the periodograms indicate the bootstrap test significance levels, while the

vertical dashed red lines indicate periodogram peaks above 80% bootstrap significance.

S4-172 is an example where the long-term variability (corresponding to a peak ~ 3000 days)

is aliased as powerful peaks in the periodogram at shorter periods.



CHAPTER 3

Identification of an Old Ellipsoidal Stellar Binary at the
Milky Way Galactic Center and Dynamical Constraints

on a Dark Cusp

3.1 Introduction

Near-infrared (NIR) astrometry and radial velocity observations of stars using 8-10 m class
telescopes with adaptive optics (AO) have provided strong evidence for the presence of a
supermassive black hole (SMBH) with a mass of ~ 4 x 10°M, at the Milky Way Galactic
center (GC) (e.g. Do et al., 2019; Collaboration et al., 2018; Gillessen et al., 2017; Boehle
et al., 2016; Gillessen et al., 2009; Schodel et al., 2009; Ghez et al., 2008). The SMBH is
surrounded by the Nuclear Star Cluster (NSC) with a total stellar mass of ~ 107 M, making
it the most massive stellar cluster in the Galaxy (Chatzopoulos et al., 2015; Schodel et al.,
2009). Observations provide evidence of high stellar densities in the central regions of the
NSC, with ~ 10°M,, enclosed within the central parsec of the GC, in addition to the mass
of the SMBH.

When compared to SMBHs in other galactic centers, the Milky Way SMBH has a relatively
low mass (e.g. Giiltekin et al., 2009). A lower central SMBH mass implies a shorter dynamical
relaxation time for the surrounding star cluster. The NSC around the GC SMBH is expected

to have a relaxation time ~ 10° yr (Hopman & Alexander, 2006; Binney & Tremaine, 2008;
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Alexander & Hopman, 2009), which is lower than the ages of the oldest stars in the NSC.
In such a relaxed population with a central SMBH that can regularly tidally disrupt and
absorb stellar members, a steep increase in density (a density cusp), is expected towards
the central SMBH (Bahcall & Wolf, 1976, 1977; Hopman & Alexander, 2006; Alexander &
Hopman, 2009). The MW NSC therefore offers a unique laboratory for experiments to study
its dynamical nature, with a population that is expected to be dynamically relaxed and with

stellar members that can be individually resolved by ground-based telescopes.

Observationally, one way to test dynamical predictions of the density near the SMBH is by
tracing the population of luminous stars in the NSC. In particular, the old, giant stars in
the GC with ages > 1 Gyr (Do et al., 2013a) are expected to belong to a relaxed population
that can be used to test the dynamical predictions. However, observations suggest there
are fewer giants in the GC close to the SMBH than are expected by cusp predictions (e.g.
Buchholz et al., 2009; Do et al., 2009, 2013a; Gallego-Cano et al., 2018).

Several models have been proposed to explain why the GC may possess few old giant stars
close to the SMBH. Giant stars are expected to have frequently collided with main sequence
stars or stellar-mass black holes in the GC (Dale et al., 2009). These collisions may have
resulted in the stripping of the giants’ envelopes, or occasionally in more extreme mass-loss
events such as giant core expulsion. Also, a fragmenting accretion disk may have previously
existed around the SMBH. Interactions with dense clumps of gas in the disk may have
stripped giant stellar envelopes (Amaro-Seoane & Chen, 2014; Kieffer & Bogdanovic, 2016).
These giant-star mass-loss events can account for the paucity of old giants and the lack of a

giant-star density cusp observed close to the central SMBH.

While the old stars may not follow dynamical predictions of a cusp, the GC may still possess
a dark cusp made up of stellar remnants such as stellar-mass black holes and neutron stars
(Miralda-Escudé & Gould, 2000; Morris, 1993). Of the remnants, the stellar-mass black holes

are expected to make up the majority of the mass in the hypothesized dark cusp. Importantly,
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the stellar-mass black holes would not have been subjected to the same physical processes
that may have led to the depletion of giants in the GC. Therefore the GC is still expected

to retain its dark cusp.

The stellar-mass black holes making up the dark cusp are expected to originate from two
different sources: as remnants of past episodes of star formation and from the infall of globular
clusters. There is evidence of several episodes of star formation at the GC (Nogueras-Lara
et al., 2020), with the most recent appearing to have taken place 4-6 Myr ago with a top-
heavy initial mass function (Lu et al., 2013; Bartko et al., 2010). The numerous massive
stars formed during these episodes are expected to leave behind massive stellar remnants.
Through dynamical friction, ~ 25,000 stellar-mass black holes are expected to have sunk
to within a parsec of the SMBH (Generozov et al., 2018; Antonini, 2014). Additionally, if
globular cluster infall episodes have contributed to the buildup of the NSC, they are expected
to inject stellar-mass black holes into the GC that should similarly sink towards the SMBH
(Antonini, 2014). After dynamical relaxation, the overall population of stellar-mass black
holes contributed from both scenarios is expected to form a cusp with a steep increase in

density towards the central SMBH.

Observations of quiescent X-ray binaries in the central parsec of the GC do reveal evidence
for a cusp of stellar-mass black holes (Hailey et al., 2018). However, X-ray observations suffer
from source crowding, the X-ray brightness of Sgr A*, and hot gas emission in the innermost
regions of the GC (< 0.2 pc). Therefore, these observations are limited in the constraints
they can provide on the existence of a dark cusp close to the SMBH. Other tracers of the

dark cusp are needed to properly constrain the population of stellar-mass black in the GC.

Dynamical effects serve as another powerful method to probe the presence of the dark cusp,
specifically with the process of binary evaporation. The degree to which binary evaporation
has occurred can place upper limits on the density of surrounding objects. Dynamically soft

(i.e., loosely bound) stellar binary systems are susceptible to getting more loosely bound and
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eventually being evaporated (i.e. detached) due to encounters with the surrounding stars
and stellar remnants. Therefore, the detection of a dynamically soft binary places upper
limits on the surrounding stellar density (Alexander & Pfuhl, 2014). Importantly, such a
binary can constrain the density of objects that are not luminous but still have gravitational
influence, like the components of the expected GC dark cusp. Alexander & Pfuhl (2014)
calculated dynamical constraints on the GC dark cusp with the long-period, young stellar
binary system IRS 16NE. However, due to the large component stellar masses of IRS 16NE,
the binary is not dynamically soft and is unable to place significant constraints on the dark
cusp via binary evaporation. The discovery of a dynamically soft binary in the GC would

allow such a framework to be employed.

In this work we study in detail the star S2-36 as a candidate old binary system at the GC
and as a possible probe of the dynamical properties of GC stars. S2-36 was first identified
as a 39.4 day periodic variable in an earlier NIR single-band photometric survey of stellar
variability at the GC (Gautam et al., 2019, hereafter G19), but additional work and obser-
vations were necessary to confirm whether the variability indeed originates from a stellar
binary. In this work, with the help of new observations, we first characterize the periodic
variability of S2-36 more robustly than in G19. Using a combination of new multiband NIR
photometric measurements and astrometric constraints on its NSC membership, we next
demonstrate that S2-36’s photometric variability is most consistent with originating from
a red giant ellipsoidal binary located very close to the GC. We modeled the system’s ob-
served flux with astrophysical binary models, which provide estimates of S2-36’s stellar and
binary parameters. Finally, the age and loosely bound (i.e., dynamically soft) nature of the
binary allow us to place tight constraints on the density of the dark cusp at S2-36’s local

environment, in close proximity to the SMBH.

This chapter is organized as follows: In Section 3.2, we describe our imaging observations and

the derivation of the photometric and astrometric measurements we use for our subsequent
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analysis. Section 3.3 describes our analysis of the observational data: the measurement of the
NIR flux and color of S2-36, the photometric variability period from multiband observations,
the proper motion relative to Sgr A*, and a comparison of its NIR flux and color relative
to nearby stellar sources. Our analysis detects periodic variability in S2-36 much more
robustly than G19, and the proper motion and NIR color of S2-36 demonstrate that it is
likely a member of the NSC stellar population. Our results are described in Section 3.4:
we demonstrate that S2-36 is likely a red giant ellipsoidal binary system (Section 3.4.1) and
we estimate the stellar and binary orbital parameters of such a binary system assuming
coeval component stars (Section 3.4.2). The presence of an old, dynamically soft binary in
the GC environment places strong upper limits on the number of massive objects in the
binary’s vicinity, which are detailed in Section 3.5. Finally, we summarize our conclusions

in Section 3.6.

3.2 New observations and existing GCOI data

In this work, we used laser guide star adaptive optics (LGSAO) high-resolution imaging
observations of the Galactic center obtained at the 10-m W. M. Keck II telescope with the
NIRC2 near-infrared (NIR) facility imager (PI: K. Matthews) as part of the Galactic Center
Orbits Initiative (GCOI). Our photometric analysis incorporated the same set of observations
and data reduction techniques in the K’-bandpass (Ao = 2.124 pm, A\ = 0.351 pum) as used
in G19. In the present work, we report additional observations conducted in 2017-2019 using
the K’ and H (Ao = 1.633 nm, AX = 0.296 pm) bandpasses. The same photometric data
reduction techniques as in G19 were carried out for the new observations reported in this

work. Details of these observations are in Table 3.7.

3.2.1 Photometric calibration

We performed photometric calibrations using the methods presented by G19, with a few

modifications. The modifications included updating the photometric calibrator stars used,
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deriving initial calibration reference fluxes for the photometric calibrator stars, and extending

the calibration methodology to the new H-band images in this work.

We selected stable, non-variable stars as photometric calibrators in a procedure similar to
the one outlined by G19. Of the photometric calibrator stars used by G19, the star SO-
14 started getting dimmer in new observations taken after 2017 and therefore could no
longer serve as a stable photometric calibrator star in this work. We therefore repeated the
iterative calibrator selection process detailed in G19, including the new 2018-2019 K’-band
data. When repeating this process, we selected the following calibrator stars: IRS 16NW,
S3-22, S1-17, S1-34, S4-3, S1-1, S1-21, S3-370, S3-88, S3-36, and S2-63. These calibrator
stars are the same as those used by G19, with the exception of S0-14 being replaced by
S3-88.

We re-derived new K’- and H-band reference flux measurements for our calibrator stars
by using the photometry from the Schodel et al. (2010) photometric catalog. Instead of
using absolute photometry measurements from seeing-limited observations conducted by
Blum et al. (1996), as was done in G19, we use absolute photometry measurements from
high-resolution, diffraction-limited observations conducted by Schodel et al. (2010) to derive
reference flux measurements for the photometric calibrators. Since all 11 stable photometric
calibrator stars are detected in the high-resolution survey by Schédel et al. (2010), we are
able to use the same set of photometric calibrator stars in both our initial and final photo-
metric calibration steps. Due to slight differences in the filter bandpasses for the ESO/VLT
NAOS/CONICA observations used by Schodel et al. (2010) and the Keck NIRC2 observa-
tions used in this work, we performed a bandpass correction for reference flux measurements
as described by G19. The bandpass corrections and the bandpass-corrected reference flux

measurements for our reference calibrator stars are listed in Table 3.8.

The remainder of our photometric calibration in the H-band and K’-band datasets followed

the same method as that outlined in G19. These procedures included using the same common
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set of photometric calibrators in both bands, and performing a local photometric correction
procedure to obtain the final flux measurements and corresponding uncertainties reported
in this work. A comparison of the photometric calibration in this work and that of G19 is

shown in Appendix 3.7.

Our entire photometric dataset consisted of 59 observations in the K’-band and 11 obser-
vations in the H-band. S2-36 is detected in 58 K’-band observations and all 11 H-band
observations. The K’ observations were taken between 2006.34 and 2019.63 (total baseline
of 13.3 years) and the H observations were taken between 2017.35 and 2019.36 (total baseline
2.0 years). Individual observations each consist of combined images from individual frames
taken over a single night. Therefore the shortest gaps between individual observations in
our dataset are &~ 1 day. Our complete calibrated photometric measurements for S2-36 are

plotted in Figure 3.1.

3.2.2 Astrometric measurements

We obtained astrometric positions of S2-36 from prior astrometric analysis of GCOI data
(Jia et al., 2019; Sakai et al., 2019). Imaging observations used for astrometry in this work
were taken at the Keck Observatory between 1995 and 2017, with speckle holography used
for earlier observations and AO used for later observations (detailed further by Jia et al.,
2019). S2-36 was detected in 55 epochs in the observations used for astrometric analysis.
The long time baseline of this astrometric data allowed for a more precise estimate of S2-36’s

proper motion relative to Sgr A* (Section 3.3.2).

3.3 Data analysis

We constructed a photometric variability model for S2-36 to estimate its variability period
and NIR color, detailed in Section 3.3.1. Our model for the astrometric motion of S2-36 is

detailed in Section 3.3.2, which we used to constrain the physical location of S2-36 in the
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GC environment. We additionally examined the NIR color of S2-36 relative to other stellar

sources in its proximity, detailed in Section 3.3.3.
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Figure 3.1: Keck NIRC2 photometric measurements for S2-36, in the K’- (top panels) and
H-band (bottom panels). The left panels show the S2-36 light curve over our observation
time baseline. The solid colored lines show the long-term linear trend components of the
best-fit trended sinusoid model in each band, with 3¢ uncertainty in the linear fit indicated
by the shaded regions. The right panels show the same photometric data phased to 2x
the best-fit period from our trended Lomb-Scargle analysis and with the best-fit long-term
linear trend removed. The solid, colored lines in each panel indicate the best-fit sinusoid
model to the observed data, with 30 uncertainty in the sinusoid fit indicated by the shaded
regions. The trended, periodic model plotted here is the 4 parameter model (detailed in

Section 3.3.1), which includes only the base model.

3.3.1 Photometric model

Our photometric model accounted for multiband periodicity in our K’- and H-band S2-36

flux measurement observations. Section 3.3.1.1 details our search for multiband periodic
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Figure 3.2: Trended, multi-band Lomb-Scargle periodogram for the S2-36 photometric mea-
surements. The left and right panels draw the periodogram with respect to frequency and
period of variability, respectively. The horizontal dashed green lines indicate the bootstrap
test significance level. The vertical dashed orange lines indicate the periodogram peaks
above 80% bootstrap test significance. The most significant peak in the periodogram is at
39.45 days or 0.0253 day . The second peak at 1.02 days or 0.9774 day ' corresponds to a

sidereal day alias of the 39.45 day signal.

variability and the construction of our photometric model. We estimated the NIR H — K’

color of S2-36 using this photometric model in Section 3.3.1.2.

3.3.1.1 Multiband periodicity search

We searched for periodic variability in S2-36’s photometric observations, since such variabil-
ity can indicate an eclipsing or ellipsoidal binary system. G19 identified periodic variability
in K’-band observations of S2-36 at a photometric period of 39.43 days. If the source of
variability is an ellipsoidal or eclipsing binary with flux dips of similar depths, the detection
would correspond to an &~ 79 day binary orbital period for S2-36. We modified the method-
ology in G19 to simultaneously incorporate H-band data in our periodicity search (i.e., a

multiband periodicity search), and to allow for long-term trends in the average stellar flux
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(i.e., a trended periodicity search). Such long-term trends may be expected due to intrin-
sic stellar variability over long time baselines or due to the proper motion of stars behind
spatial inhomogeneities in the foreground extinction screen (as suggested by G19). These
methodology improvements, along with additional K’-band observations, allowed a more

robust detection of periodicity in S2-36’s light curve that is less prone to false detections.

Our periodicity search implementation extended the model outlined by VanderPlas & Ivezi¢
(2015). The photometric periodicity search model consisted of sinusoidal variations with a
long-term linear trend over the entire observation time baseline. Since the Lomb-Scargle
periodogram searches for sinusoidal signals, eclipsing or ellipsoidal binary light curves with
comparable eclipse depths are detected at photometric variability periods approximately
half as long as the binary orbital periods (e.g., VanderPlas, 2018; Gautam et al., 2019). Our

periodicity search model consisted of two different components for every period P searched:

1. A trended sinusoid base model to model the shared periodic signal across both K’- and

H-bands:

Mbase = Abase + Bbase (t - tO)

.| 27
+ Cbase sin |:?(t - tO):|

4 Dipse COS {%(t - to)] . (3.1)

2. Two band-specific models to model the residual periodic signal in each band not cap-

tured by the base model:

MK model = A+ Bgi(t —to)
2
+ CK’ sin |:F7T (t - to):|

27

+ Dy cos [ (- to)} , (3.2)
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MHE model = An + Bp(t —to)

2

+ Dy cos {%(t _ to)] | (3.3)

The base and band-specific models were added to the weighted mean magnitude of observa-
tions in each band (Mg and my) to obtain the final model magnitudes for the respective

band:

mgr = mK’ + Mpase + mgs model s (34)

my = Mg + Mpase T MH model- (35)

For every test period in the periodogram, a total of 12 parameters were fit: A, B, C, and D
for the base model and the two band-specific models. Our implementation of a multiband,
trended Lomb-Scargle periodogram is available at an online software repository!, forked from

the software package GATSPY (VanderPlas et al., 2016; VanderPlas & Ivezi¢, 2015).

We implemented a bootstrap false-alarm test to assign significance to powers in the computed
Lomb-Scargle periodogram, similar to the implementation in G19. We derived an estimate
of false-alarm probability (FAP) extending the bootstrap methods outlined by Ivezi¢ et al.
(2014) and VanderPlas (2018), using 10,000 mock light curves in each observed waveband for
the star. When generating a mock light curve in a given waveband, we first de-trended the
observations by subtracting the best fit long-term linear trend for the respective band cal-
culated during the Lomb-Scargle analysis. In each waveband, these de-trended observations
were then randomly drawn, with replacement, at each observation time. After drawing the
random observations, we added the long-term linear trend for each band back to the observa-
tions. This procedure allowed the mock light curves to include any observed long-term trends

in order to properly account for the increase in the trended Lomb-Scargle periodogram power

'https://github.com/abhimat/gatspy
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Table 3.1: Bayesian Information Criteria (BIC) for Trended Sinusoid Fits

Num. Parameters BIC

4 -149.16
5 -146.86
6 -142.62
12 -117.45

when there is a significant long-term trend. We defined the significance of each periodogram
power as 1 — FAP. Higher significance for a given period detection in the periodogram indi-
cated that the detection was less likely to be a false signal generated by flux measurement

uncertainties or by our experiment’s observation cadence.

Our multiband, trended Lomb-Scargle periodogram for the S2-36 photometric observations is
shown in Figure 3.2, with bootstrap false-alarm significance levels indicated. We found that
the most significant photometric period for S2-36 occurs at 39.45 days (normalized Lomb-
Scargle power of 0.78). If a binary, the photometric period detection would correspond to a

binary orbital period ~ 78.90 days.

Using the bootstrap false-alarm test, the 39.45 day signal had FAP < 10=* or > 99.99%
significance. We detected another peak in the Lomb-Scargle periodogram at a period of 1.02
days (normalized Lomb-Scargle power of 0.77; FAP < 107 or > 99.99% significance). This
period detection corresponds to a sidereal day (§f = 1.0027 day ') alias of the 39.45 day

signal, and is expected by the nightly typical observing cadence in our experiment (G19).

At the most significant period identified in the periodicity search, we employed a Markov
chain Monte Carlo (MCMC) algorithm to estimate uncertainties in the trended sinusoid’s

12 fitting parameters. We first conducted a fit with all 12 parameters in our multiband,
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Table 3.2: 4 Parameter Trended Sinusoid Fit

Parameter Value

Apase —0.042 £+ 0.004

Bhase (1.340.2) x 107° mag day '
" (4.840.9) x 1073 mag year™!

Chase 0.147 £ 0.006

Dyase 0.028 £ 0.005

MK 13.41
mp 15.60
to 2013.0 (JYear)

" 56292.75 (MJD)

trended sinusoid model. We performed additional trended sinusoid model fits with fewer
fit parameters: with just the base model parameters (4 parameters), the base model with
H-band slope parameter By (5 parameters), and the base model with both H- and K’-
band slope parameters By and Bg: (6 parameters). The 4-parameter and 5-parameter fits
yielded tight constraints on all their respective fit parameters. With a 12-parameter fit,
we found that our data do not constrain the individual band model parameters, except the
band-specific slope parameters By and Bgy. This fit resulted in correlations between the

parameters in the base model and the band-specific models.

We calculated the Bayesian Information Criteria (BIC) to determine which trended sinusoid
model to use in our subsequent analysis. The BIC is a quantity useful for model comparison,
with lower BIC values resulting from better fits and fewer parameters. Generally, lower BIC
values are preferred when selecting between models (see, e.g. Ivezi¢ et al., 2019). Table 3.1

shows the BIC at the maximum likelihood location for each fit. Since the 4-parameter fit
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yields the smallest BIC value, we prefer to use it in our subsequent analysis presented in this
work. Our best-fit 4-parameter trended, periodic model is plotted with the data in Figure 3.1.

The best-fit parameters from the 4-parameter model fit are presented in Table 3.2.

While the 5-parameter model does not yield the lowest BIC value, it allows the exploration
of a possible difference in long-term trend slope between the two bandpasses. With the
5-parameter model, our observations suggest a stronger long-term fading in the K’-band
observations than in the H-band. Furthermore, the slope of the long-term trend in H-band
is inconsistent with that expected from the fading to have been caused by extinction alone.

This analysis is presented in more detail in Appendix 3.8.

3.3.1.2 Estimate of H — K’ Color

To estimate the observed H — K’ color of S2-36, we used the long-term linear components
of our trended sinusoid model. We derived the best-fit mean magnitude and corresponding
uncertainties in each band at a specific time, ¢, Since our observations started later in
the H-band compared to the K’-band, we chose t.or to be temporally in the middle of
the H-band observations. We calculated t..,. as the mean of H-band observation times,

weighted by the H-band magnitude uncertainties: t.q, = 2018.01.

At teolor = 2018.01, we estimated my = 13.39 £ 0.02 and my = 15.58 + 0.02 from our long-

term trended model fit. With these estimates, we derived a color of my —mg = 2.1940.04.

3.3.2 Astrometry proper motion model
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Figure 3.3: An image of the field near S2-36 from the 2009 May 4 observation. S2-36 is
circled in the center of the image, and the location of the supermassive black hole at Sgr A*
is indicated by the concentric circles. S2-36 is located = 2.05” ENE of Sgr A* in projected
distance. The linear (i.e. velocity) term of S2-36’s accelerating proper motion model fit is
indicated by the white arrow. The velocity term of S2-36’s proper motion is 7.21 + 0.06

mas/yr, relative to Sgr A*. 52-36 is moving approximately towards the northwest relative

to Sgr A*.

We fit a second-order (i.e. accelerating) polynomial proper motion model to S2-36’s astro-
metric measurement in order to estimate the physical distance of S2-36 to the SMBH. The

acceleration proper motion model fit was conducted following the procedure from Sakai et al.
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(2019). The acceleration proper motion model was defined as

1
T = Tzt vz(t - tO) + ng(t - t0)2 (36>

1
y = 7Tyt vyt —to) + 5ay(t —t9)?, (3.7)

where the (z,y) positions are defined as (arcseconds W of Sgr A*, arcseconds N of Sgr A*).
The fit parameters and corresponding uncertainties are listed in Table 3.3. The velocity term
extracted from the proper motion model is illustrated in the context of S2-36’s surroundings

in Figure 3.3.

The high value for the velocity projected on the sky (vop = 7.21 £ 0.06 mas/yr) suggests
that S2-36 is a member of the NSC population. Such a large velocity is expected for stellar
members in the large velocity dispersion of the NSC but not for foreground or background

stars in the Milky Way.

We used the sky projected component of S2-36’s radial acceleration (asp,) to estimate S2-
36’s physical distance (r) from the SMBH, assuming that the acceleration originates from
the gravitational force of the SMBH’s mass. The distance from the SMBH, r, is composed
of the 2D distance between S2-36 and the SMBH measured on the plane of the sky, rop, and
the distance between 52-36 and the SMBH along the line of sight, z:

r=4/22+713 (3.8)

The acceleration from the SMBH (with mass M,) is

GM,

r2

a=—

(3.9)
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The sky projected component of the SMBH’s acceleration, asp ., can then be expressed as

a2p,r 72D
a r
2D
agpr = aX T
GM.?”QD
(I2D,r = - ?“—3
GM.TQD
Q2D = —

From Equation (3.12), the r distance is
r— (GM0T2D> 1/
Q2D ,r .

Similarly, from Equation (3.13), the z distance is

(22 + TQD)S/Q '

G, 2/3
2= j:\/(—rzD> — 3.
2D,

(3.10)

(3.11)
(3.12)

(3.13)

(3.14)

(3.15)

Using the acceleration proper motion model fit and measurements of the SMBH mass and

distance (M, = 3.984 & 0.084 x 10°M,, and Ry = 7.971 4 0.091 kpc, Do et al., 2019), we

estimate z = 0.0701)-532 pc and the distance of $2-36 from the SMBH to be r = 0.105)

(with 30, 99.7% confidence intervals).
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Figure 3.4: A NIR color overview of the star S2-36 and its nearest astrometric neighbors. The
upper left panel shows the location of S2-36 (green) on the field of view. The circled stars are
located within 2 arcseconds of S2-36 and have mean magnitudes within 4 K’ magnitudes of
S2-36. Using the Schodel et al. (2010) photometric catalog, we constructed color-magnitude
diagrams of the circled stars: in Kg and H filters (upper right panel) and in Kg and L
filters (lower left panel). We also show the H — K¢ and Kg — L color-color diagram (lower
right panel). S2-36’s observed NIR color relative to that of the nearby stellar population
indicates that the star is likely a member of the nuclear star cluster and not a foreground or

background star.
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3.3.3 Comparison with NIR stellar color of nearby stars

We examined the NIR color of S2-36 and compared it to that of nearby stellar sources in
the NSC using the Schodel et al. (2010) photometric catalog. This comparison is shown in
Figure 3.4. The NIR colors of S2-36 in both H — Kg and K¢ — L and their similarity to
the bulk of other stars in spatial proximity to S2-36 suggest that S2-36 is likely a member of
the NSC environment. Due to extinction and dust reddening, stars foreground to the NSC
would be expected to have bluer colors (i.e. lower H — Kg and Kg — L values than that
of NSC stars), while stars background to the NSC would be expected to have redder colors
(i.e. higher H — Kg and K¢ — L values than that of NSC stars). Since S2-36’s NIR colors
do not exhibit either behavior, the NIR colors suggest that S2-36 is very likely a member of
the NSC.

3.4 Results

We explore the origin of S2-36’s observed photometric variability in Section 3.4.1. Our
analysis indicates that with the observed NIR flux and color of S2-36 combined with S2-36’s
location at the NSC, S2-36’s observed photometric variability most likely originates from
a red giant ellipsoidal binary system. In order to observationally constrain the physical
parameters of the binary system and its component stars, we constructed models of binary
systems, detailed in Section 3.4.2. Our binary modeling assumes coeval component stars to

constrain physical parameters such as stellar masses and separation.
3.4.1 Identification of source type

3.4.1.1 Methods to compare with known classes of periodic variability

Several classes of periodic stellar variability are known at the observed photometric period
of S2-36, each with NIR period-luminosity relations (PLRs). These can include Cepheids:
Type I / Classical Cepheids (Chen et al., 2017) and Type II Cepheids (Matsunaga et al.,
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2006). In addition, classes of pulsations or periodic variability are known for evolved late-type
giant stars (Riebel et al., 2010). First-order pulsations in late-type giant stars (also known as
Sequence 1 or Mira Variables) typically occur at periods much longer (2 100 days) than that
observed for S2-36. Higher order pulsation overtones occur at shorter periods with similarly
well-constrained PLRs (Wood et al., 1999; Fraser et al., 2005). In particular at the 39.45 day
photometric period of S2-36, periodic variability from second- (Sequence 2), third- (Sequence
3), and fourth-order (Sequence 4) pulsation overtones have been observed in evolved giant
stars with well constrained NIR PLRs. Furthermore, an additional PLR exists for evolved
giants (Sequence E) at the observed S2-36 photometric period, with observational evidence
demonstrating that such variability originates from red giant ellipsoidal binaries (Nicholls

et al., 2010).

The NIR PLRs for known classes of periodic variables allow testing for consistency with
photometric observations of S2-36. The PLRs provide an intrinsic color and luminosity
estimates for each variability class. The PLRs we use in this paper are described in the

following format:
M)y = ay x [log(P/1 day) — cy] + b. (3.16)

Here, M, is an absolute magnitude at a given NIR band and P specifies the period of domi-
nant photometric variability. For Sequence E binaries, the dominant photometric variability
period, P, corresponds to approximately half the binary orbital period (Nicholls et al., 2010).
ay and by are observationally estimated parameters, and c) is a constant differing across PLR
definitions in literature. There is also a residual scatter to each PLR, and is quantified by a
residual standard deviation oy. Since the PLRs measured by Riebel et al. (2010) are reported
in extinction corrected apparent magnitudes, m,) for the LMC, we subtracted a constant dis-
tance modulus, p, from that work’s published PLR intercept parameters, by published, based

on the LMC distance d = 49.9741.30 kpc (Pietrzynski et al., 2013), in order to obtain PLRs
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in absolute magnitudes, M):

by = Dx, published — 14 (3.17)
p = my— My =>5log(d/1 pc)—5 (3.18)
— 18.49+0.05 (3.19)

The parameters of the NIR PLRs used in this work are collected in Table 3.4.
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Since the PLRs we use in our analysis (Riebel et al.; 2010; Chen et al., 2017; Matsunaga
et al., 2006) are derived from 2MASS Ks- and H-band photometry, we performed a passband
correction to transform their NIR flux measurements into NIRC2 K’- and H-band photom-
etry. We followed a similar bandpass correction technique as that outlined in Section 3.2.1
to derive our calibrator photometry. Since all PLRs had intrinsic NIR colors similar to that
of evolved red giant branch stars in Riebel et al. (2010) (H — Kg ~ 0.2), we performed
the bandpass correction using synthetic photometry of red giant model atmospheres. Using
SPISEA (Hosek et al., 2020), we derived the 2MASS H — K color for stars on the red giant
branch. We then computed each of these stars’ bandpass corrections from 2MASS Kg to
NIRC2 K’ and from 2MASS H to NIRC2 H. For a given 2MASS H — Kg color from a PLR,
we interpolated to the respective bandpass correction. Our calculated bandpass correction
between K bands was NIRC2 K’ — 2MASS Kg ~ 0.003 mag and between H bands was
NIRC2 H — 2MASS H ~ 0.03 mag.

To test compatibility of S2-36’s observed photometry with each of these periodic variable
classes, we derived the extinction (Ag/), distance (d), and apparent magnitude at the GC
(mgs, go) under the hypothesis that 52-36 is a member of each PLR’s respective variability
class. We first calculated intrinsic luminosities and NIR H — K’ colors at S2-36’s photometric
period of variability from each NIR PLR. We then used the Nogueras-Lara et al. (2018) NIR
extinction law, and the difference between the observed S2-36 H — K’ color and the intrinsic
H — K’ color from the PLR to derive an estimate of the line-of-sight extinction (Ag/) towards

S2-36 assuming each class of variability:

- ) — (Mg — M ' )var. class
AK,:(mH mer) = (Mg = M) var. : (3.20)

2 —x
() -1

where my — my is the observed NIR color for S2-36 and (Mpy — Mg )var. class Tefers to

the intrinsic color for a variability class derived from the respective PLR at the period of

variability. For each periodic variable class we also derived a distance estimate (d) using the
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distance modulus:

d 1
1 V) = 2k — M e, ctaes — Axr). 3.21
O&0<10pc> 50”K K, var. o K') (3.21)

This distance estimate uses the absolute magnitude (M) derived from the PLR at the
variability period, the observed apparent magnitude (mg), and the extinction (Ag/) to
derive a distance estimate. Assuming S2-36’s location in the GC, we also estimated the

expected apparent magnitude (mg, gc) for each variability class at the GC distance (dgc):

mg: gc = -]\41("7 var. class T AK’ +

d
51ogy, < ae > . (3.22)

3.4.1.2 Results: Source of S2-36 Photometric Variability
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Figure 3.5: The K’-band apparent magnitude of different classes of periodic variability if
located at the Galactic center distance and with H — K’ color and variability period as
observed for S2-36. S2-36’s K’-band apparent magnitude, with 1o uncertainties, is shown as
a vertical black bar. Besides ellipsoidal binaries, all periodic variability classes if located at
the Galactic center would be expected to have fluxes much brighter than what is observed for
S2-36. Only the ellipsoidal binary periodic variability class results in expected flux consistent

with S2-36’s observed K’-band flux.
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Figure 3.6: The K’-band extinction and distance estimates of known periodic variable classes
at S2-36’s period. All periodic variability classes are shown with their respective 3o estimate
contours. The K’-band extinction for each class is calculated using our observed H — K’
color for S2-36, and the distance estimate uses both the observed H — K’ color and K’-band
flux for S2-36. For comparison, the GC distance (Do et al., 2019, 10) and line-of-sight K-
band extinction towards S2-36 in the Galactic center (Schodel et al., 2010, 30) are plotted
with their respective uncertainties as thick black lines. Furthermore, we plot the expected
K’-band extinction from Galactic dust maps towards the Galactic center as the Grey band
(Green et al., 2019, 30). Only the ellipsoidal binary extinction and distance estimates are
consistent with those measured for the GC. Other periodic variability class extinction and
distance estimates lie in an unphysical regime where, in order to be consistent with S2-36’s
photometric observations, they require much larger distances than the GC but do not expect

a correspondingly high extinction.
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Figure 3.7: Same as Figure 3.6, but only showing the two variability classes with the lowest

distance estimates (ellipsoidal binaries and Type II Cepheids).
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To evaluate the compatibility of S2-36’s periodic variability with the different NIR PLRs, we
compared the physical quantities derived for each PLR with their respective observational
expectations. Specifically, we compared Ags with the extinction towards S2-36’s line of sight
from the extinction map by Schodel et al. (2010), d with the distance to the GC (Ry, Do
et al., 2019), and mg gc with this work’s measurement of the S2-36 mean magnitude in the

K’-band.

Of the known classes of periodic variability at S2-36’s photometric variability period of
39.45 days, our measured NIR flux and color are most compatible with the GC distance and
extinction if S2-36 is an ellipsoidal binary (Sequence E) variable. The comparisons derived
under each periodic variability class assumption are summarized in Table 3.5. Figure 3.5
displays the apparent magnitude of each variability class at the GC distance, using our
NIR color measurements for S2-36. This figure shows that besides ellipsoidal binaries, the
other periodic variability classes would expect a much brighter flux at the S2-36 period if
it is located at the GC distance. Figures 3.6 and 3.7 show the estimates of Ag and d for
each periodic variability class. While ellipsoidal binaries are compatible with both the GC
distance and line of sight extinction to S2-36, other variability classes are incompatible at
greater than 30 confidence. Furthermore, Type II cepheids and other variability classes
can further be ruled out to be compatible with our S2-36 photometric measurements by
the physical argument that their implied extinctions and distances are incompatible with
Galactic dust models (e.g. Green et al., 2019): while these other classes imply distances larger
than Ry, their corresponding extinction estimates are much lower than what is expected at

their distance due to Galactic dust distribution.

3.4.2 Stellar binary modeling

We constructed models of binary star systems and ran a fitting procedure to place constraints
on the physical parameters of the binary system orbital configuration and the component

stars based on the observed fluxes of S2-36. This procedure consisted of several steps de-
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scribed in more detail in the following sections: stellar evolutionary models to derive the
stellar parameters of the component stars in the binary (Section 3.4.2.1), deriving simulated
light curves with an astrophysical binary modeling code (Section 3.4.2.2), and a Markov
chain Monte Carlo (MCMC) fitting algorithm to estimate the best fit stellar parameters to
our observed light curve (Section 3.4.2.3). The code we developed to assist in MCMC fitting
of light curves with the PHOEBE binary light curve simulation software and to assist in
interfacing with the SPISEA stellar population synthesis code is available at an online soft-
ware repository, PHOEBE PHITTER?. The physical constraints on the binary and component

stellar parameters from modeling our observations are detailed in Section 3.4.2.4.

3.4.2.1 Stellar parameters from evolutionary models

The stellar parameters of the component stars in our binary system models were derived using
theoretical stellar isochrones calculated with the stellar population synthesis code SPISEA
(Hosek et al., 2020). We used MIST isochrones (Choi et al., 2016; Dotter, 2016) computed at
specific ages and metallicities to obtain stellar parameters. We assigned stellar atmospheres
to the isochrone stars using the PHOENIX atmosphere grid (Husser et al., 2013), matching
to the corresponding metallicity and stellar properties. At each age and metallicity, we cal-
culated synthetic photometry for the isochrones at our experiment’s observation bandpasses
(K" and H) with the SPISEA code. To derive synthetic photometry for each isochrone,
we used the NIR extinction law derived from wide-field GC observations by Nogueras-Lara

et al. (2018).

From the isochrones, we linearly interpolated the stellar properties required during our
MCMC fitting procedure (described in Section 3.4.2.3). Specifically, our MCMC fitter tra-
versed radius as the parameter to select each component star, given a specific stellar evo-

lutionary phase (e.g.: Red Giant Branch or Asymptotic Giant Branch). In our modeling,

Zhttps://github.com/abhimat/phoebe_phitter
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we chose radius as the primary parameter since the stars most closely matching S2-36s
components rapidly evolve in radius and not as rapidly in other quantities, such as initial
mass. This assisted our MCMC fitter’s exploration of the parameter space. In addition to
the stellar radius (R), the stellar properties we interpolated were stellar mass (M), effective

surface temperature (7o), and the passband luminosities (Lg+, Ly).

3.4.2.2 Binary light curve models

We generated binary models using the PHOEBE 2.1 binary light curve simulation software
(Horvat et al., 2018; Prsa et al., 2016). Our PHOEBE PHITTER software carried out the
different steps necessary to fit our observed light curves to the binary models computed
with PHOEBE: deriving stellar parameters and synthetic photometry of component stars
from isochrones, generating mock binary system parameters, transitioning between detached,
semidetached, and contact binary cases, and in allowing the exploration of the parameter

space with MCMC sampling.

With PHOEBE, we constructed mock binary systems and simulated fluxes at our observa-
tion times. In addition to the interpolated stellar parameters, we passed additional parame-
ters of the binary system to use for constructing the model binary system. These quantities
included the binary orbital period (P), inclination of the binary orbital plane (i), and t,.
Since our model binary systems allowed semidetached and contact binaries, the binary or-
bital eccentricity (e) was fixed to 0, since such systems are not supported to have eccentric
orbits in PHOEBE. We additionally fixed the binary system distance to the Galactic center
distance Ry: d = Ry = 7971 pc (Do et al., 2019). The line of sight extinction (A ) was left
as a free model parameter. We included an additional model parameter, Ay moa, to allow
small modification to the fluxes modeled in the H-band in addition to what is assumed from

Ay and the extinction law:

AH7mod = AH,observed - AH,ext. law prediction - (323)
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Table 3.6: Prior bounds on fitted binary parameters

Fitted Parameter Prior Bound Prior Bound
Low High

A 1.0 4.0

AH mod -2.0 2.0

Ry (Ro) min(Rstellar Phase)  MaX(stellar Phase)

Ry (Ro) min(Rstellar Phase) Ry

i (°) 0.0 180.0

P (d) 73.0 85.0

to (MJD) 53739.3 53818.2

The Ay moa parameter could account for small deviations from the NIR extinction law.

Determining if a model binary system is a detached, semidetached, or contact binary system
was determined before the simulated fluxes were calculated. PHOEBE currently requires
setting up each of these configurations of model binary systems in a separate manner. When
starting to set up a model binary system, we calculated the Roche overflow limit. If the
maximum radius of the physically larger of the two stellar components in the model binary
system was within 1.5% of the Roche overflow limit, the model was set up as a semidetached
binary system. For smaller or larger cases, detached binary or contact binary models were

used, respectively.

3.4.2.3 MCMC fitting

We used a Markov chain Monte Carlo algorithm, as implemented in the EMCEE software
package (Foreman-Mackey et al., 2013), to fit our model parameters. In our modeling, we

fit for seven parameters: Ags, Apmod, 1, Ra, ¢, P, and ty. Since the binary configuration
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is expected to be close to the semidetached configuration, where only zero eccentricities are
supported in our modeling, we assumed e = 0 in our models and did not include orbital

eccentricity as a fit parameter.

We ran the MCMC fitting algorithm in a range of ages and metallicities. Our age ranges
spanned from 100 Myr to 13.5 Gyr and with metallicities spanning [Fe/H]| from +0.5 to
-1.5. We assumed uniform priors for all seven parameters. The prior bounds for the fitted

parameters are listed in Table 3.6.
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3.4.2.4 Results: Physical Parameter Constraints
from S2-36 Binary Modeling
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Figure 3.8: The best-fit binary model at age = 12.8 Gyr, [Fe/H] = 0.5. The top panel
shows a mesh visualization of the model binary system on the plane of the sky at phase of
0.25. The axes are plotted in units of solar radii. The bottom panels show the K’-band and
H-band model light curves for the best-fit model (red and blue solid lines, respectively). Our

observations in each of these wavebands are plotted as the black points.
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Figure 3.9: Residuals from the median model value for our age = 12.8 Gyr, [Fe/H] = 0.5
binary models. The residuals of our observed flux values from the median S2-36 binary
model are shown in black. The colored bands indicate the 30 (99.7%) uncertainty of our

model residual magnitudes (red: K’-band, blue: H-band).
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Figure 3.10: Corner plot showing the posterior distributions of all parameters estimated
during the MCMC fitting procedure for the age = 12.8 Gyr, [Fe/H| = 0.5 binary models. A
total of seven parameters were fit at each age, metallicity trial. The best-fit parameters (i.e.,
the parameters which yielded the maximum likelihood during fitting) in this age, metallicity

trial are indicated in red. The binary model with these best-fit parameters is shown in

Figure 3.8.
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Figure 3.11: The x2, of the best-fit in each of our binary model light curve fitting trials,
organized by the age and metallicity of each test (each trial’s assumed age and metallicity
are indicated by the blue dots in the plots). The left panel includes our 1 Gyr trial. At
ages < 3 Gyr, our models yield poorer fits since at those young ages red giant stars do not
reach the size required for the large primary to produce the observed ellipsoidal variations
at the binary period. The right panel excludes the 1 Gyr trials, to have clearer contrast in
the 3-13.5 Gyr age trials. Generally, the 3-13.5 Gyr models yielded comparable x2 ; values,
with slightly lower x2, values (i.e. slightly better fits) at higher metallicities or older ages.
We achieve the best fit in all our fitting trials at age = 12.8 Gyr, [Fe/H| = 0.5.
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Figure 3.12: The distribution of select parameters at the best-fit model in our binary model
light curve fitting trials conducted at different ages and metallicities. From top left, going
clockwise: The mass of the primary star (M;), the mass of the secondary star (M), the

K'-band extinction (Ag), and the binary system semimajor axis.

Following our single age and metallicity binary light curve fitting procedure, we obtained
good fits to our observed light curves at stellar ages spanning between 3 Gyr to 13.5 Gyr.
In this range of ages for our model fits, we obtain Y2, ~ 2.5, with slight variation based
on stellar metallicity and ages of the component stars (see Figure 3.11). Figure 3.8 shows
an example best-fit binary model at an age of 12.8 Gyr and metallicity |[Fe/H| of +0.5 (this
age and metallicity trial yielded the lowest best-fit x2, of all our age and metallicity trials).

The binary model residuals from this age and metallicity trial are shown in Figure 3.9.
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Figure 3.10 shows a corner plot from this age and metallicity trial, plotting the distribution

of and correlation between the seven model parameters.

Despite the small differences in the best-fit binary and stellar parameters from our light
curve fits across our entire age and metallicity range, some general properties can be drawn
out about the binary system from. Generally, the best-fits in our models are at an extinction
Ak between 2.8 and 3.0 magnitudes, with lower extinctions at older ages (see Figure 3.12).
The best-fit deviation from the extinction law at H-band, Ay mod, is smallest at older ages
(~ —0.3 magnitudes in 13.5 Gyr models), and becomes larger at younger age models (= —0.5
magnitudes at 5 Gyr models). The negative sign in this deviation implies that the simulated
binary flux needs to be made brighter in the H-band (i.e. less reddening or a shallower
extinction law) in order to match the observed photometry. This deviation originates from
the primary star in younger age binary fits being more luminous, and therefore requiring

higher extinctions and a less steep extinction law to be consistent with our observations.

At ages 2 3 Gyr, our fits yielded consistent parameters for the component stars, with small
deviations based on the age and metallicities of the our models. For the radius of the
larger primary stellar component, R;, we found best fits between ~ 34R. and ~ 39R.,
with physically smaller sizes being preferred at older or more metal-poor models. Stellar
masses for the larger primary star, M, ranges between ~ 0.8M; and ~ 1.2M,. Higher
mass stars evolve at younger ages, so best-fit models at younger ages prefer larger masses
for the larger primary star. The size and mass of the smaller secondary star in our best
fits follow similar trends with respect to age and metallicity, with radius ranging between
~ 13R; and = 14.5R; and mass ranging between ~ 0.8M and ~ 1.2M. This results in a
stellar mass ratio ¢ = 1.0 in the binary system. The semimajor axis was consistent in each

of our binary fits, with a ~ 0.45 AU.

At ages < 3 Gyr, we obtained poorer binary light curve fits to our observations. At these

younger ages, red giant branch stars do not reach the size required for the large primary
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to produce the observed ellipsoidal variations at the binary period. The models therefore
require an asymptotic giant branch star for the larger stellar component, with a much higher
luminosity. In order to match the modeled fluxes to our observations a higher extinction Ag-
is implied, and a larger deviation from the extinction law, Ag mod, is required to compensate
for the higher reddening implied by the higher extinction. At these young ages, the deviation
from the extinction law exceeds beyond 5o from the uncertainty derived by Nogueras-Lara
et al. (2018). In our light curve fitting MCMC runs, deviations larger than 50 to the NIR
extinction law were not allowed, so consequently the fits at these younger ages are much

poorer.

Our light curve models constructed with the assumption of two coeval evolved giant stars
of the same metallicity imply that the S2-36 binary system is composed of near equal mass
stellar components with ages between ~ 3 to 13.5 Gyr. Select model binary system best-fit
stellar and binary parameters in each of our age and metallicity trials between 3 and 13.5

Gyr are shown in Figure 3.12.

3.5 Discussion

We evaluate the implications of the star S2-36 being an old, red giant binary system in the
GC environment. First, we determine the implications for the dynamical history of the GC
environment if S2-36 has been present at its current location at the GC for its entire lifetime.
This assumption can place tight upper limits on the number of massive stellar remnants in
the vicinity of S2-36 and Sgr A*, and is detailed in Section 3.5.1. We then consider the
alternative hypothesis that S2-36 was a member of an infalling cluster of old stars, and
is therefore only a recent member of the inner region close to Sgr A*. Under this infall
assumption, since the binary has not spent its lifetime in the high stellar densities expected
close to Sgr A*, the binary’s current configuration is not able to tightly constrain the stellar

remnant population at the GC. We detail this consideration in Section 3.5.2.
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3.5.1 Dynamical constraints on massive compact remnants and a dark cusp in

the GC

Over its lifetime, a stellar binary system at the GC faces several dynamical encounters with
the high density population of stars and stellar remnants in the region. In particular, these
interactions can tighten or loosen the binary system. For loosely bound binary systems,
strong interactions can cause the binary system to evaporate, where the stellar components
dissociate (Binney & Tremaine, 2008). By observing the presence of a binary system, an
upper limit can be placed on the number of interactions that would cause such a disruption.
We follow the dynamical framework detailed by Alexander & Pfuhl (2014) and Rose et al.
(2020) to calculate the constraints that a long-period, low-mass binary system at the GC

can provide on the properties of its local environment.
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Figure 3.13: The binary softness parameter calculated for the old binary S2-36 (orange
bands: 3 Gyr models, red bands: 13.5 Gyr models) over the possible distances from Sgr
A*. We show both the current observed softness parameter for S2-36, sq, and the maximum
possible softness parameter expected over its lifetime, sp..q. For comparison, we also plot
the softness parameter for the young, long-period binary IRS 16NE (blue band). Contrary
to Alexander & Pfuhl (2014), we found that IRS 16NE is expected to be a hard binary in
the expected GC dynamical environment. The width of each band in this plot originates

from different exponential slopes of the cusp density distribution . Specifically, v = %, %,

[\ 1N}

, and 0 are indicated in each band as lines from top to bottom, respectively. The difference
in softness parameter due to S2-36’s age is a result of the different best-fit stellar masses
and separation in our binary modeling procedure and is not dependent on the time S2-36
has spent in the GC. The range of possible S2-36 distances from Sgr A*, r, plotted here
are provided from the measurement of its projected acceleration in its proper motion (see
Section 3.3.2). IRS 16NE’s possible distances originate from a linear, velocity fit to its proper
motion. The minimum distance for IRS 16NE corresponds to its projected distance from Sgr
A* while the maximum distance corresponds to assuming the projected velocity represents

the maximum velocity to still remain bound to the SMBH.
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3.5.1.1 Binary Softness

The fate of a binary in a stellar population is highly dependent on the binary system’s
softness, which compares the gravitational binding energy of the binary system to the typical
kinetic energy of surrounding objects. The softness can be characterized by the softness

parameter, s,

[Era| _ (GMiMs)/(2a1)
(M,)o? (M,)o? '

*

(3.24)

S

Here, ‘%" is used to denote the population of field objects that can disrupt the old binary
system. Fi, is the gravitational binding energy of a binary system with stellar masses M;
and M, and a semi-major axis ajp: Fip = —(GM;M,)/(2a1). (M,)o? is the kinetic energy
of the surrounding field objects. Following Alexander & Pfuhl (2014), in our calculations we

similarly assume (M, ) = 1.2M.

For an n, oc r~7 cusp density distribution of the field objects surrounding a SMBH with
mass M,, the velocity dispersion of the surrounding field objects (o,) can be calculated as

(Alexander & Pfuhl, 2014):

ol(r) = vi(r)/(1+7), (3.25)

= (GM./r)/(1+), (3.26)
GM,/r

o.(r) = T (3.27)

Therefore, we obtain that the softness parameter in Equation (3.24) can be expressed as

GM1M2 1 ’I"(l +’)/)
= 2
s(r) 2a1, (M,) GM, (3.28)
1 + Y M1M2 T

T2 MJM)an (3:29)

A soft binary (s < 1) has lower gravitational binding energy than the typical kinetic energy

of the background field objects, and is susceptible to dissociation by interactions with these
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surrounding objects. On the other hand, hard binaries (s > 1) can have complex interactions
with surrounding objects and are more resistant to dissociation. For very soft binaries
(s < 1), where the binary binding energy is much smaller than the typical kinetic energy
of surrounding objects, evaporation dominates. In this regime, the binary can easily get
dissociated from multiple interactions (e.g. Binney & Tremaine, 2008; Alexander & Pfuhl,
2014). Generally, dynamical interactions in a stellar population result in harder binaries

getting harder and softer binaries getting softer (Heggie, 1975; Hills, 1975).

Since soft binaries get softer with dynamical interactions, these binaries were typically even
harder before the current observed configuration. We can designate the current observed
softness parameter of a binary as sy, and the maximum possible softness parameter over the

lifetime of a soft binary as spa..q. From these, we can define a maximal evolution ratio Sj,:
Sh = Shard/ S0- (3.30)

Importantly, since soft binaries get softer with more interactions, Spara > So and Sy > 1.
Following Alexander & Pfuhl (2014), spaq can be calculated as the minimum of s = 1 or s

at the hardest softness parameter possible, a contact binary:
Shard = Hlil’l[l, Scontact]' (331)

We calculated scontact by setting the semimajor axis of the S2-36 model binary system to the
sum of the main sequence radii of the component stars: a;2 = Rums1 + Rms 2. In our binary
model systems, we obtained the main sequence radius of each of the stellar components (Rys)
from the 1 Gyr age MIST isochrones at their respective metallicities (see Section 3.4.2.1 for

details on our determination of stellar parameters from evolutionary models).

Figure 3.13 shows the estimates of the softness parameter for the old binary S2-36: in the
observed configuration sy and the maximal possible softness parameter sp..q. Importantly,
the difference in the softness parameter as a function of S2-36’s age does not originate from

the time spent in the GC. The age of the binary system instead affects the best fit stellar
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and binary parameters (as calculated from our binary modeling procedure, Section 3.4.2).
At younger ages, higher masses are required for the component stars in the binary system.
Consequently, the binary system is more tightly bound at these young ages yielding higher

values for the softness parameter.

We found that at all possible ages for S2-36 and distances from the central SMBH, S2-36 is a
dynamically soft binary system. As a soft binary, S2-36 is susceptible to binary evaporation
in the GC environment. For comparison, we also plot the observed softness parameter for
the long-period, young binary system IRS 16NE in Figure 3.13. Contrary to Alexander &
Pfuhl (2014), we found that IRS 16NE is a dynamically hard binary: with s ~ 1 for a flat
density profile (v = 0) or s 2 3 for steeper, cusp-like density profiles (7 > 3/2). Despite the
long, ~ 224 day period of IRS 16NE, the high masses of the stellar components make it a
dynamically hard binary system in the expected GC environment. Therefore, we found that

IRS 16NE has not been susceptible to binary evaporation over its lifetime.
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3.5.1.2 Stellar Remnant Number Constraint
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Figure 3.14: The constraints on the maximum density (n.(r)) and the maximum number

(N.(< 1)) of evaporating objects from the ellipsoidal binary S2-36 are shown in the left

and right panels, respectively. In these plots, we calculated constraints at a fixed v = 7/4

power-law slope of the density profile, at two different typical masses of evaporating objects:

(M,) = 1.2My and (M,) = 10My. While (M,) = 10M,, is not expected to be realistic for

the GC, it demonstrates an upper limit on the number and density of stellar mass black

holes at the GC with typical masses ~ 10M. The range of possible S2-36 distances from

Sgr A*, r, plotted here are provided from the measurement of its projected acceleration in

its proper motion (see Section 3.3.2).
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Figure 3.15: The constraint on the number of (1.2M) objects in the Galactic center region
as a function of distance. The upper limits from the binary evaporation of S2-36 are shown
as the orange and red bands (orange: 3 Gyr models, red: 13.5 Gyr models). The range of
possible S2-36 distances from Sgr A*, r, plotted here are provided from the measurement of
its projected acceleration in its proper motion (see Section 3.3.2). We show the estimates
calculated from assuming that the binary was initially as hard as possible (i.e. maximum
Sp), or if the binary was initially at its current observed softness s¢ (i.e. S, = 1). The width
of each band in this plot originates from different exponential slopes of the cusp density
distribution ~. Specifically, v = g, ;i, %, and 0 are indicated in each band as lines from top
to bottom, respectively. For comparison, estimates of the extended mass profile in the GC
provide an independent estimate of the upper limit of (1.2M) objects in the GC, shown as
the teal band. This limit was computed from enclosed mass estimates from Schodel et al.

(2009).
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Figure 3.16: The constraint on the number of (10M) objects in the Galactic center region
as a function of distance. The upper limits from the binary evaporation of S2-36 are shown
as the orange and red bands (orange: 3 Gyr models, red: 13.5 Gyr models). The range of
possible S2-36 distances from Sgr A*, r, plotted here are provided from the measurement of
its projected acceleration in its proper motion (see Section 3.3.2). We show the estimates
calculated from assuming that the binary was initially as hard as possible (i.e. maximum
Sp), or if the binary was initially at its current observed softness s¢ (i.e. S, = 1). The width
of each band in this plot originates from different exponential slopes of the cusp density
distribution ~. Specifically, v = g, ;Z, %, and 0 are indicated in each band as lines from
top to bottom, respectively. For comparison, the dark gray band shows the lower limit on

stellar-mass black holes from observations of X-ray binaries (Hailey et al., subm.).

The survival of S2-36 into its current age in the GC environment can constrain the density and
number of surrounding massive objects that can gravitationally disrupt the binary system.
From the currently observed configuration, we placed upper limits on the density and number

of objects in S2-36’s vicinity at the GC near the SMBH.
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Following Binney & Tremaine (2008) and Alexander & Pfuhl (2014), we derived an estimate

of the present-time evaporation timescale, Teyap, Of a soft binary system due to encounters

1 /1+4q, Myy0, (1)
! ) 3.32
Tevap = ¢ V' 27q, Gn.(M2)aislog Aia(r) ( )

Here, g, denotes the mass ratio between the binary components and the surrounding field

from field stars:

objects of mass M,: q, = Mis/M,. My = M+ Ms is the sum of the masses of the individual
stellar components in the binary system. o,(r) is the velocity dispersion of the surrounding
field objects (see Equation 3.27). Finally, A;s is the Coulomb factor for evaporation over the
possible impact parameters b: Ajs = byax/bmin (see e.g. Binney & Tremaine, 2008). Ajs for
a soft binary can be estimated as (Alexander & Pfuhl, 2014):

App ~ 3 <1 il 1/%) o:(r) (3.33)

1 + 2/% U%Q

Here, V12 = \/ GMlg/alg.

As the present-time evaporation timescale, 7oy, characterizes the timescale that a binary
with its current observed orbital configuration (and current softness parameter sq) would
take to evaporate. However, since soft binaries get softer with more dynamical evaporations,
the actual evaporation timescale, evap, is longer than the present-time evaporation timescale,
Tevap- Using the maximal evolution ratio Sy, = shara/So (Equation 3.30), we obtain a maximal
bound on the actual evaporation timescale by making the assumption that the binary was
initially hard as possible, with sinit = Shara (Alexander & Pfuhl, 2014). Furthermore, the age
of the binary system, 772, sets a minimal bound on the evaporation time. Therefore, the

evaporation time of the binary can be limited to the following range:

T12 S tevap S Tevap X Sh- (334)

Using Equation (3.32) for Tevap, we calculated the number density of surrounding field objects,
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1 1 + o MlQU* (T)
«1r) = \/ 3.35
() 8Tevap V 27qr G(M?2)aislog Ais(r) ( )

We assumed a mass of the surrounding field objects, M,, and ~ for the slope of the cusp
density distribution. We then constrained the number density of these surrounding field

objects using our model parameters of S2-36 at a distance r = R: n.(R).

In order to obtain a conservative upper limit on the number density, we used Equation (3.34)

to obtain that 7 > T5/Sp:
Sh 1+qg M120'*(7’)
«(1r) < 1/ 3.36
" (T) - 8T12 27qu G<ME>CL12 lOg A12<T) ( )

From our maximum density constraint (Equation 3.36), we further calculated a constraint

on the number of field objects inside a radius r of the SMBH: N, (< r). Given a constraint of
n«(R) at a radius R and assuming a power-law density distribution of field objects n.(r) =
kr~7 o r~7, we obtain:

n«(R) = kR, (3.37)

k = R'xn.(R). (3.38)

The number of field objects inside a radius r can therefore be constrained as:

No(<r) = / 4rr?dr x n(r), (3.39)
0
= 47Tk/ r*dr, (3.40)
0
4
Ll (3.41)
3=
9
N(<r) = 4”33 X e(f) 5y (3.42)
-7

Our upper limits on the number of possible evaporating objects in S2-36’s vicinity are shown

in Figures 3.14 and 3.15. Assuming (M.) = 1.2M, we found that the maximum number
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density of evaporating objects is < 107 pc™3, with lower numbers expected if S2-36 is older or
has spent more time at the GC. This implies fewer than ~ 10° of these objects with S2-36’s
orbit around the SMBH. When comparing with upper limits provided by extended mass
studies (e.g., < 1.5 x 10°M, in the central parsec as measured by Schodel et al., 2009), we
find that S2-36 evaporation can provide similar upper bounds on the density of surrounding
objects (Figure 3.15), especially when considering the full range of possible softening that

S2-36 may have experienced in the GC environment.

We additionally calculated an upper limit on the number of stellar-mass black holes implied
by S2-36’s survival in the GC. For this calculation, we assumed that the mass of surrounding
field objects is (M.) = 10Ms. While (M,) = 10M,, is expected to be too high for the GC
environment, the assumption provides an upper limit on the total number of stellar mass
black holes at the GC with typical masses ~ 10M. Our upper limit constraints on the
number of 10M objects close to Sgr A* are shown in Figures 3.14 and 3.16. Assuming that
S2-36 was initially as dynamically hard as possible (Sinit = Shara), We constrained the number
of 10My, objects to < 10° within 0.2 pc of the SMBH. If instead S2-36 has not undergone
many softening interactions over its lifetime (i.e. sy & So), the constraint of 100, objects
lowers to < 10% within 0.2 pc of the SMBH. For comparison, we also plot the estimates of
the number of stellar-mass black holes derived from X-ray binary observations (Hailey et
al. subm.). The x-ray observations represent an estimate of lower limit on the number of

stellar-mass black holes at the GC.

In reality, we expect a complex spectrum of masses near the SMBH (e.g. Alexander &
Hopman, 2009), with a lower average mass (M,) ~ 1.2M. This mass spectrum will lower
the expected number of 10M, objects since other objects also contribute to the binary
evaporation process. However, since (M,) is likely lower than 10M, in the GC, we therefore
expect that our calculations can serve as an appropriate upper limit for the number of 10M,

objects in the vicinity of the SMBH.
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3.5.1.3 Long limits on the minimum relaxation time
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Figure 3.17: The minimum relaxation time as a function of distance as constrained by the
evaporation of the soft binary S2-36 are shown as the orange and red bands (orange: 3 Gyr

models, red: 13.5 Gyr models). The width of each band in this plot originates from different

exponential slopes of the cusp density distribution . Specifically, v = 0, %, ;i, and g are
indicated in each band as lines from top to bottom, respectively. For comparison, the grey

lines show relevant relaxation timescales estimates for the GC environment (Yu et al., 2007):

res,S
rlx

the local two-body relaxation timescale t,,, the scalar resonant relaxation timescale ¢
and the vector resonant relaxation timescale tif’jv. The S2-36 constraints for the GC local
two-body relaxation time are consistent with expectations only for low ages of S2-36 and
high values of the cusp slope . The range of possible S2-36 distances from Sgr A*, r, plotted
here are provided from the measurement of its projected acceleration in its proper motion

(see Section 3.3.2).

The local two-body relaxation time quantifies the time for a star to lose memory of its initial

velocity from the cumulative effect of two-body dynamical encounters (see e.g. Binney &
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Tremaine, 2008). Constraints on the local relaxation time can inform models of dynamical
evolution for the GC, such as recent episodes of star formation and the presence of massive
stellar remnants or perturbations from massive gas structures (Alexander & Pfuhl, 2014).
The relaxation time can be additionally used to constrain the environmental density, a
procedure considered by Rose et al. (2020). The evaporation of soft binary systems, such as

S2-36, place lower limits on the relaxation time at the GC.

Following Alexander & Pfuhl (2014), we obtain an estimate of the relaxation time, t,,, using
the present-time evaporation timescale, Teyap:

10g A12 0'2(7”)

*

log(M./M,) v,

fix o 4.8 (3.43)

Using Equation (3.34) to obtain that 7 > T}2/S,, we can obtain a conservative lower limit

on the relaxation time:

2
bi > A8 logA1a  o2(r) Tio

. — 44
log(M,/M,) vi, Sy (3.44)

Our lower limit on the relaxation time constraints are shown in Figure 3.17. With the old
and soft binary system S2-36, we obtain that ¢,;, = 1 Gyr within ~ 0.1-0.4 pc of the SMBH.
Our constraint for the relaxation time approach the ~ 1 Gyr value estimated for the GC at
S2-36’s distance from the SMBH (Yu et al., 2007). It is important to keep in mind that these
limits assume that the binary S2-36 has spent its entire lifetime in the GC. If instead the
binary has spent significant time at larger distances from the SMBH, older ages for S2-36

are allowed. We detail these considerations in the following section.

3.5.2 Migrated Binary System

While we observe S2-36 close to the location of Sgr A* and are able to astrometrically
constrain its maximum distance from Sgr A* to ~ 0.2 pc, the binary may have migrated to
its present location from larger distances. Consequently, if S2-36 has not spent its lifetime

in its present location, the dynamical implications outlined in Section 3.5.1 are limited.
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The dynamical relaxation time grows larger at further distances from the SMBH. If the
expected local evaporation time at a given distance from the central SMBH exceeds the
relaxation time there, the binary is not expected to evaporate before dynamical migration
takes place (Rose et al., 2020). As a result, the binary sinks towards the SMBH, until
it reaches distances where evaporation time can exceed the relaxation time. In the GC
environment around Sgr A*, this distance is expected to be ~ 0.1 pc from the SMBH (Rose
et al., 2020). If S2-36 originated at a larger distance, we expect the binary would have sunk
to its current location and has spent less time in the high densities close to the SMBH than

its old age would imply.

Alternatively to having formed in the GC, S2-36 could have arrived at the GC via an infall of a
globular cluster. Infalls of globular clusters have been demonstrated as possible sources of the
stellar population at the GC (e.g. Tremaine et al., 1975; Capuzzo-Dolcetta & Miocchi, 2008;
Antonini et al., 2012; Antonini, 2014; Perets & Mastrobuono-Battisti, 2014). As an old stellar
binary system, S2-36 may have originated from one of these infall episodes. Consequently,
since not having spent its lifetime in the high density environment of the GC, the GC
dynamical constraints derived in Section 3.5.1 would no longer be implied by the presence
of S2-36. Future spectroscopic measurements to determine the metallicity of the component
stars in 52-36 can serve as a test for this hypothesis, since the detection of high metallicity
would disfavor arrival via globular clusters which typically have low metallicity (e.g., Do

et al., 2015).

3.5.3 Future observational constraints

Future observations and analysis can provide valuable constraints for S2-36 and answer
some of the open questions about its nature. Spectroscopic observations would be particu-
larly powerful, since they can determine if S2-36 is indeed composed of late-type stars, or
if S2-36 is a stellar binary with measurements of changing radial velocity measurements.

Furthermore, spectroscopic measurements could constrain the metallicity of S2-36 and can
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test the hypothesis of S2-36’s arrival to the nuclear star via globular cluster infall. However,
spectroscopic observations of S2-36 have been limited due to its spatial proximity to the
bright Wolf-Rayet star IRS 16CC (see e.g., Figure 3.3). The brightness of IRS 16CC in the
low resolution plate scales of integral field spectrographs make extracting the spectrum of
S2-36 difficult. Future, deeper spectroscopic observations may be able to circumvent this

limitation.

Astrometric detections of binary systems provide an additional method to constrain the
configurations of wide binary systems. Considering the luminosity difference and separa-
tion between the stellar components in our S2-36 binary models, we expect a photocentric
semimajor axis for S2-36 of ~ 40 pas (for observational models of astrometric binaries, see
e.g. Koren et al., 2016). An astrometric binary with such a small photocentric semimajor
axis is not detectable with current precision in astrometric surveys of the GC (Jia et al.,
2019). Future experiments with higher precision astrometry measurements or higher resolu-
tion telescopes may be able to detect binarity in S2-36 astrometrically, and provide a method
to more precisely constrain the binary configuration. Furthermore, astrometry also provides
a method to detect long period binaries with wide separations to which photometric surveys
such as G19 are not very sensitive. Therefore, such future astrometric binary surveys can
serve as a valuable complement to photometric or spectroscopic surveys for the detection of
other binary systems that can be used for the dynamical evaporation constraints detailed in

this work.

3.6 Conclusions

With multiband near-infrared observations of the star S2-36, we have precisely measured
periodic variability in the star’s light curve, and determined its likely membership in the
Milky Way Nuclear Start Cluster within ~ 0.4 pc of the central supermassive black hole.

Our analysis has demonstrated that of known classes of periodic variable stars, S2-36’s
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variability is most likely originating from a red giant ellipsoidal binary.

By fitting S2-36’s observed light curve with model binary star systems composed of coeval
stellar components, we determined that S2-36 is likely composed of two red giant branch
stars (each of masses ~ 0.8, to ~ 1.5M,) orbiting at an ~ 78.9 day period. The observed
variability in flux originates from eclipses and tidal distortions in the larger stellar component
of the binary, induced by the gravitational influence of the other star. Our models further

indicate a binary age of 3 to 13.5 Gyr.

Such a low mass, long-period binary is dynamically soft in the GC environment, and can be
disrupted by gravitational encounters by surrounding objects in its vicinity. If the binary
has indeed spent its lifetime in the GC environment, the binary’s survival places an upper
limit of < 10° stellar-mass black holes (M ~ 10M) within ~ 0.2 pc of Sgr A*, and a local
two-body relaxation time > 5 x 10® yr. Our observations are consistent with lower limits
suggested by X-ray binary observations at further distances outside of the central 0.2 pc and

provide a powerful new constraint on the presence of the dark cusp at the Galactic center.

Future spectroscopic observations can confirm the binarity of S2-36 and constrain the com-
ponent stellar masses. With more precise astrometry, astrometric signatures of the binary
orbit may also be detected and can constrain the orbital configuration of the binary. Ad-
ditional old binaries may be detected in future binary surveys of the Milky Way Galactic
center, and such systems may serve as powerful constraints on the dynamical makeup of the

Galactic center.
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Figure 3.18: Errors in magnitude of the zero-point corrections used in this work (K’-band
observations in left panel, H-band observations in right panel), calculated as the variance
of the zero-point calibration magnitude adjustment in each observation. Median zero-point
correction errors are shown as dashed lines. For comparison, the median zero-point correction

error from G19 is shown in black in the left panel.

3.7 Appendix 3A: Photometric Calibration Details

Table 3.7 lists the new observations used in this work that were not included in the G19
variability survey. The table also collects several metrics that serve as indicators of the

observation data quality.

Table 3.8 collects the bandpass corrections for the calibrator stars from the Schodel et al.
(2010) catalog measurements to the respective NIRC2 bandpasses. The bandpass corrected
K{ree and Hyires are the reference calibrator magnitudes used for the absolute photometric

calibration step used in this work.

The absolute photometric uncertainty is contributed by the uncertainty in zero-point cor-
rection during the initial, absolute photometric calibration. In G19, the median zero-point

uncertainty across all their observations during absolute photometric calibration was 0.179
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magnitudes. The median zero-point uncertainty across all K’-band observations during abso-
lute photometric calibration in this work is 0.060 magnitudes, or 0.056 magnitudes when only
considering the same observations as used in G19. The lower absolute photometry zero-point
correction uncertainty in this work compared to G19 is a result of our revised calculation
of calibrator star reference fluxes (detailed in Section 3.2.1), derived from the high resolu-
tion Schodel et al. (2010) catalog. The median zero-point uncertainty across all H-band

observations during absolute photometric calibration in this work is 0.2215 magnitudes.

The final photometric uncertainty is largely contributed by the uncertainty in zero-point
correction during the final (relative) photometric calibration step. This quantity is shown
for all our observations in Figure 3.18. Across all observations in this work, the median
zero-point correction error is 0.032 mag in K’-band and 0.034 mag in H-band. In G19, the
median zero-point correction error was 0.027 mag. The difference largely originates from
this work including observations in 2018 and 2019, several of which were derived from fewer
frames leading to poorer image quality and higher uncertainty in the zero-point correction.
When comparing the same observations as were used in G19, the calibration procedure used
in this work leads to a median zero-point correction error of 0.029 mag. The remaining
difference is small and is a consequence of the differences in photometric calibration that are

detailed in Section 3.2.1.
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Figure 3.19: Same as Figure 3.1, but with a 5 parameter periodic model that allows for
different long-term trend slopes in each passband. With fewer observations, the H-band long-
term trend slope is less well constrained than the K’-band long-term trend slope. Overall,
we found that the K’-band observations significantly demonstrate a long-term dimming
trend. The H-band observations may be consistent with the same long-term dimming trend
or no slope. However, our observations are not consistent with the long-term trend to be

originating from dust extinction alone (see also Figure 3.20).

3.8 Appendix 3B: Multi-band Long-Term Slope Exploration

We calculated a fit of the S2-36 photometric measurements to a 5 parameter sinusoid model,
as detailed in Section 3.3.1.1. This model allows for a possible difference in long-term trend
slope between the K’- and H-band observations. Figure 3.19 shows our photometric data,
and the best fit 5 parameter trended sinusoid model overlaid with corresponding uncertain-

ties.

Figure 3.20 shows the constraints on the slope of the long-term linear trend in each obser-
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Figure 3.20: Posterior distributions of the long-term linear trend slopes in S2-36’s photo-
metric measurements in the K’-band (red histogram) and the H-band (blue histogram).
The solid and dotted vertical lines indicate the best fit and 1o uncertainties to the slope,
respectively, in each band. The vertical cyan lines indicate the expectation of the slope in
the H-band observations if the K’-band long-term dimming was solely caused by extinc-
tion (using the Nogueras-Lara et al. (2018) extinction law). The long-term trend in S2-36’s

photometry are inconsistent with dust extinction alone.

vation band. We found a slope in the K’-band of 0.005 £+ 0.001 mag/yr and a slope in the
H-band of 0.002 4+ 0.002 mag/yr. The trended sinusoid fit suggests a small but significant
long-term fading in the K’-band. The H-band long-term slope may be consistent with the
K’-band slope or with no variation. With fewer data points in H-band, the H-band slope
is less well constrained. However, our data does suggest that the H-band slope is not con-
sistent with the observed long-term fading in the K’-band to be resulting from extinction.
The H-band slope would be expected to be much steeper in order to be consistent with the

Nogueras-Lara et al. (2018) extinction law.
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3.9 Appendix 3C: Searching for periodicity in

astrometric measurements
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Figure 3.21: Trended, multi-band Lomb-Scargle periodogram for the S2-36 astrometric mea-
surements. The left and right panels draw the periodogram with respect to frequency and
period of variability, respectively. The horizontal dashed green lines indicate the bootstrap
test significance level. The vertical dashed orange lines indicates the most significant peak
in the astrometry periodogram: at 5483 days or 1.824 x 10~* day ™!, with 75.9% false sig-
nificance. The large values of the normalized L-S power in the periodogram are a result of
a good fit for an overall linear trend, which originates from the star’s approximately linear

proper motion.

In Section 3.3.2, we found that the residuals of S2-36’s astrometric measurements from the
linear proper motion model appear to display long-term correlation, particularly in the x
direction. To investigate if there is periodicity in the astrometric measurements (as would
be expected in an astrometric binary; e.g.: Jia et al., 2019), we conducted a periodicity search

on S2-36’s astrometric measurements.

Our periodicity search on the astrometric measurements followed a similar framework to

our multiband trended photometry periodicity search, detailed in Section 3.3.1.1. Instead of
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the K’ and H band-specific models, we used band specific models for = and y astrometry
measurements. The multiband trended search for periodicity simultaneously in both x and
y while the long-term trend allowed fitting for an overall linear proper motion, effectively

fitting the proper motion with a linear and sinusoid model.

The periodogram from our astrometric measurement periodicity search is shown in Fig-
ure 3.21. We did not detect any significant signals in the astrometric measurements at any
periods, including neither the photometric (39.45 days) or binary period (78.8 days) of S2-36.
If S2-36 does indeed exhibit periodic astrometric modulation from its binary orbital motion,

future work with more precise astrometric measurements may be able to detect it.
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CHAPTER 4

Constraining the intrinsic stellar binary fraction of the

Milky Way Galactic center with photometric monitoring

4.1 Introduction

Stellar binary systems are especially useful to learn about the Galactic center environment.
Stellar multiplicity is typically a direct result of fragmentation during star formation (see
e.g. Duchéne & Kraus, 2013). As such, the resulting binary fraction of a stellar popula-
tion can encode imprints of the environment of formation (e.g., the cooling timescale of a
collapsing molecular cloud). Dynamical interactions with the dense Galactic center stellar
environment and its central SMBH can further affect the observed binary fraction (e.g. Hills,
1988; Alexander & Pfuhl, 2014; Stephan et al., 2016, 2019, Rose et al., in prep.; the dynam-
ical implications of S2-36 in Chapter 3). The observationally measured binary fraction can

therefore constrain Galactic center star formation and dynamical evolution models.

Photometric searches for stellar binaries are a valuable method to search for binary systems,
allowing for the detection of eclipsing binaries or tidally distorted systems. The photometry
dataset presented in Gautam et al. (2019), with the subsequent methodology improvements
and new multiband observations were used for the study of S2-36 in Chapter 3, are a valuable
dataset to provide a constraint on the GC binary fraction. In particular, the dataset offers the
largest photometric sample of stars in the central half parsec of the GC to search for binary

systems, while also achieving photometric precision comparable to the highest achieved with
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LGSAO imaging.

With the variability analysis of the GC stellar population in the central half parsec, Gautam
et al. (2019) provided the tightest constraint so far on the eclipsing binary fraction of young
stars: 2.4%+1.7%. While this eclipsing binary fraction at the GC is consistent with the local
young, OB star eclipsing binary fraction, there are limitations in the constraint’s implications
for the GC stellar population. The observed binary fraction can suffer from selection effects.
Factors such as the observation cadence of the experiment, the intrinsic binary fraction of
the population, or the separation of binary systems, for example, affect the observed binary

fraction, but can have different implications about the formation and evolution of binaries

at the GC.

In this chapter, we lay out the methodology that we have developed over the course of this
thesis to address these limitations in the observed eclipsing binary fraction. We also present
initial results with new detections of periodic sources. With this methodology employed in
future work, we aim to constrain the intrinsic binary fraction of young stars at the GC with

our photometric binary detections.

4.2 Periodicity search improvements

Binary systems can be revealed in photometric data by searches for periodic variability.
We have implemented several changes in our periodicity search methodology since the work
presented in Gautam et al. (2019) to both expand the search and more robustly detect

periodic variability.

In this new work, we used the same K’- and H-band observations as used in Chapter 3. These
consisted of 59 K’-band observations and 12 H-band observations, for a total of 71 obser-
vations, spanning a =~ 13.5 year time baseline. The stellar photometric measurements were

derived using the same calibration methodology as outlined in Section 3.2.1. The updated
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methods incorporate a re-derivation of new K’- and H-band reference flux measurements for

our calibrator stars by using photometry from the Schodel et al. (2010) photometric catalog.

When defining the periodicity search sample, we eliminated the myg, < 16 magnitude cut
that was implemented in Gautam et al. (2019). The cut was initially put in place for our
variability search since the photometric precision floor of our dataset rises for stars fainter
than mg of 16. In its place, the amplitude of variability criterion for periodicity served as a
sufficient check on stars with poor photometric precision without substantially reducing the
sample size. The final sample size used in this work was defined as stars detected in at least
16 K’-band observations and with at least one H-band observation. This sample contained

a total of 873 stars, with K’-band mean magnitudes (M) spanning between 9.99 and 19.06.

The periodicity search used in this work employs the same multiband, trended Lomb-Scargle
periodogram implementation as was developed for the analysis of S2-36 in Chapter 3 (Sec-
tion 3.3.1.1). The implementation simultaneously searched for periodic trends in both the
K'- and the H-bands (i.e., a multiband periodicity search). The periodicity search also
allowed for long-term linear trends in brightness (i.e., a trended search). Such trends can
originate from long-term phenomena like the proper motion of stars behind a variable ex-
tinction screen, and can reduce the detectability of the periodic variability in periodicity
searches (see Sections 2.10.2 and 3.3.1.1). The significance of a periodicity detection was
calculated via a bootstrap false alarm test, the implementation of which for a mutiband,

trended periodicity search is detailed in Section 3.3.1.1.
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Figure 4.1: Periodicity detections that pass the variability, periodicity, and frequency cuts
in our search, with bootstrap false alarm test significance plotted against the variability
amplitude. This plot is similar to Figure 2.11, but updated with our new multiband, trended
periodicity search sample and the criteria for possible and likely periodic signals (listed in
Table 4.1). For clarity, only the most significant periodicity search detection is plotted for
stars that have multiple detections passing the variability, periodicity, and frequency cuts.
The stars that we identify as likely periodic variables (IRS 16SW, S4-258, S2-36, S4-308, and
S3-438) stand out distinctly in significance from other possible periodic detections identified

in our experiment.

We identified possible and likely periodic variable stars in a similar manner to Gautam

et al. (2019) (see Section 2.5.2), with updated criteria for possible periodic signals based
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Table 4.1: Criteria for Possible Periodic Signal

Criterion Threshold

X4 Variability > 30
Period Cut (from obs. baseline) < 4855.80d /4
< 1213.95d

Frequency Cut (from aliasing) < 1.0d™*

Amplitude of Variability > 2 x median (o)
(likely periodic threshold) > 3 x median (o)
Bootstrap False Alarm Test > 88%
(likely periodic threshold) > 99%
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on improved sensitivity in this new work. The periodicity detection criteria used to identify
possible periodic signals in this work are summarized in Table 4.1, while Figure 2.11 compares

the significance of these detections.

In addition to the likely periodic detections in the photometric flux measurements of IRS 16SW
(Figure 4.2), S4-258 (Figure 4.3), and S2-36 (Figure 4.4), which were also previously iden-
tified in Gautam et al. (2019), we identify likely periodic variability in the stars S4-308
(Figure 4.5) and S3-438 (Figure 4.6). IRS 16SW and S4-258 are known young, eclipsing
binary systems at the GC (Ott et al., 1999; Peeples et al., 2007; Rafelski et al., 2007; Pfuhl
et al., 2014; Gautam et al., 2019). S2-36 was previously identified as a periodic variable by
Gautam et al. (2019) and is a candidate old, red giant ellipsoidal binary system at the GC
(see detailed analysis in Chapter 3). The periodic variability in the remaining two likely
periodic variable stars, S4-308 and S3-438, has not been previously reported. As a star
with Mg &~ 16.9, the detection of periodic variability in S4-308 is largely enabled by the
extension of the periodicity search sample to fainter magnitudes. On the other hand, while
S3-438 is a brighter source at mg ~ 15.0, due to non-confused detections only after 2015,
the detection of periodic variability in S3-438 is largely enabled by additional observations
taken since those presented in Gautam et al. (2019). The significance of S3-438’s detection
is also greatly improved by its H-band observations. Due to their faint fluxes, S4-308 and
S3-438 have yet been spectroscopically typed (e.g. Do et al.; 2013a). The short periods of
S4-308 and S3-438 may indicate young stellar eclipsing binary systems at the GC. Future
spectroscopic follow-up of these stars is necessary to confirm if these stars are indeed young

binary systems.

Besides the five likely periodic variables in our sample, we identified 13 possibly periodic
variable stars as well. Their lower periodogram significance and smaller signal amplitude
makes it difficult to determine with our experiment if the stars’ variability is indeed periodic.

We include their light curves with their respective best-fit periodic models in Appendix A.2.2.
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Figure 4.2: Likely periodic variable IRS 16SW. Keck NIRC2 photometric measurements are shown in the
K'- (top row panels) and H-band (middle row panels). Of the observation plots, the left panels show the
light curve over our entire experiment time baseline. The solid colored lines show the long-term linear trend
components of the best-fit trended sinusoid model in each band, with 30 uncertainty in the linear fit indicated
by the shaded regions. The right panels show the same photometric data phased to 2x the best-fit period
from our trended Lomb-Scargle analysis and with the best-fit long-term linear trend removed. The solid,
colored lines in each panel indicate the best-fit sinusoid model to the observed data, with 3¢ uncertainty in
the sinusoid fit indicated by the shaded regions. The bottom row panels show the Lomb-Scargle periodogram
(in frequency space on left and in period space on right). The horizontal dashed green lines indicate the
bootstrap test significance level. The vertical dashed orange lines indicate the periodogram peaks above 80%

bootstrap test significance.
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Figure 4.3: Likely periodic variable S4-258. Keck NIRC2 photometric measurements are shown in the K’'-
(top row panels) and H-band (middle row panels). Of the observation plots, the left panels show the
light curve over our entire experiment time baseline. The solid colored lines show the long-term linear trend
components of the best-fit trended sinusoid model in each band, with 30 uncertainty in the linear fit indicated
by the shaded regions. The right panels show the same photometric data phased to 2x the best-fit period
from our trended Lomb-Scargle analysis and with the best-fit long-term linear trend removed. The solid,
colored lines in each panel indicate the best-fit sinusoid model to the observed data, with 3¢ uncertainty in
the sinusoid fit indicated by the shaded regions. The bottom row panels show the Lomb-Scargle periodogram
(in frequency space on left and in period space on right). The horizontal dashed green lines indicate the
bootstrap test significance level. The vertical dashed orange lines indicate the periodogram peaks above
80% bootstrap test significance. The floor in L-S power is due to the large amplitude of the long-term trend
slope. 164



—T T T T T T T T T T T T T ] L L L
13.0F b 13.0 1
132F, t . 13.2F .

$ * ) ¢ [ ! + g

% $ ) t N y | ), 4

ERTY L A oY g} 1 Tzuf )y H SARYY L

e ! ) SR TRY, ™ of/,

¢ e ¢ My ¢
13.6F ) . 13.6F + .
+
13.8F . 13.8F .
1 1 1 1 1 1 1 1 1
T T T T T T T T T
152F ] 152F .
154F . 154F ' L
[}
K
S 156 F *++— g 15.6F : ! " ¢ 1
¢ $ ¢
J %
158F . 158F .
16.0F . 16.0F .
1 1 1 1 1 1 1 1 1
2006 2008 2010 2012 2014 2016 2018 2020 0.5 0.0 0.5 1.0 1.5
Time Phase (Period: 78.9013 days)
1 0 1 1 1 1 1 1 1 1 0
=

g

]

[aW)

xR

—

T

S

E

£

5

z.

0.0 0.2 0.4 0.6 0.8 1.0 10° 10t 102 103 10* .
Frequency (day~1) Period (day)

Figure 4.4: Likely periodic variable S2-36. Keck NIRC2 photometric measurements are shown in the K’- (top
row panels) and H-band (middle row panels). Of the observation plots, the left panels show the light curve
over our entire experiment time baseline. The solid colored lines show the long-term linear trend components
of the best-fit trended sinusoid model in each band, with 30 uncertainty in the linear fit indicated by the
shaded regions. The right panels show the same photometric data phased to 2x the best-fit period from our
trended Lomb-Scargle analysis and with the best-fit long-term linear trend removed. The solid, colored lines
in each panel indicate the best-fit sinusoid model to the observed data, with 3¢ uncertainty in the sinusoid fit
indicated by the shaded regions. The bottom row panels show the Lomb-Scargle periodogram (in frequency
space on left and in period space on right). The horizontal dashed green lines indicate the bootstrap test
significance level. The vertical dashed orange lines indicate the periodogram peaks above 80% bootstrap test

significance.
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Figure 4.5: Likely periodic variable S4-308. Keck NIRC2 photometric measurements are shown in the K’'-
(top row panels) and H-band (middle row panels). Of the observation plots, the left panels show the
light curve over our entire experiment time baseline. The solid colored lines show the long-term linear trend
components of the best-fit trended sinusoid model in each band, with 30 uncertainty in the linear fit indicated
by the shaded regions. The right panels show the same photometric data phased to 2x the best-fit period
from our trended Lomb-Scargle analysis and with the best-fit long-term linear trend removed. The solid,
colored lines in each panel indicate the best-fit sinusoid model to the observed data, with 3¢ uncertainty in
the sinusoid fit indicated by the shaded regions. The bottom row panels show the Lomb-Scargle periodogram
(in frequency space on left and in period space on right). The horizontal dashed green lines indicate the
bootstrap test significance level. The vertical dashed orange lines indicate the periodogram peaks above 80%
bootstrap test significance.
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Figure 4.6: Likely periodic variable S3-438. Keck NIRC2 photometric measurements are shown in the K’'-
(top row panels) and H-band (middle row panels). Of the observation plots, the left panels show the
light curve over our entire experiment time baseline. The solid colored lines show the long-term linear trend
components of the best-fit trended sinusoid model in each band, with 30 uncertainty in the linear fit indicated
by the shaded regions. The right panels show the same photometric data phased to 2x the best-fit period
from our trended Lomb-Scargle analysis and with the best-fit long-term linear trend removed. The solid,
colored lines in each panel indicate the best-fit sinusoid model to the observed data, with 3¢ uncertainty in
the sinusoid fit indicated by the shaded regions. The bottom row panels show the Lomb-Scargle periodogram
(in frequency space on left and in period space on right). The horizontal dashed green lines indicate the
bootstrap test significance level. The vertical dashed orange lines indicate the periodogram peaks above 80%

bootstrap test significance.
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4.3 Constraints on intrinsic binary fraction from photometric de-

tections with Bayesian inference

To estimate an intrinsic binary fraction of the GC stellar population from our periodic
source detections in Section 4.2, we developed a Bayesian framework. In this framework, we
consider the bootstrap false alarm significance in the periodicity search, and the amplitude
of variability (as is plotted in Figure 4.1) as our experiment’s observations. From that we
wish to constrain the binary fraction, F'. In the Bayesian framework, we can write:

p(obs|F) X p(F)
p(obs)

Here, p(F|obs) is the posterior and p(obs|F) is the likelihood, while p(F') is the prior and

p(Fobs) =

p(obs) is the evidence term. In order to estimate which binary fraction F' our observational

results in Section 4.2 favor, the biggest challenge is estimating the likelihood, p(obs|F').

We plan to estimate this likelihood in two parts: first by determining the periodicity search
significance and amplitude we expect to arise from different types of mock binary systems
expected at the GC (i.e., our experiment’s sensitivity to stellar binaries, detailed in Sec-
tion 4.3.1) and then by simulating trial populations at different binary fractions and com-

puting the likelihood.

4.3.1 Mock light curve generation of a stellar binary population

In order to determine our experiment’s sensitivity to binary system light curves, we generated
a library of mock binary light curves. We first constructed a mock stellar binary population
using stellar and binary parameters expected for young stars at the GC. In each mock binary
system, we first drew a primary star’s mass from the GC young stellar population initial mass
function, as measured by Lu et al. (2013). We then determined the mass of the secondary
star in the binary system with binary mass ratio estimated from local massive binaries (Sana

et al., 2012). We also chose mock binary system orbital periods and eccentricities, each drawn
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from their respective distributions estimated from local massive binary systems (Sana et al.,
2012). Finally, we drew an inclination for the binary from a cos(i) distribution, the observed

inclination distribution expected for randomly oriented binary systems.

In addition to the parameters drawn from observationally estimated distributions, we in-
terpolated the remaining stellar parameters needed for binary light curve simulation from
stellar evolutionary models, in a similar manner to the methods outlined in Section 3.4.2.1.
In this work, since we are no longer limited to evolved, giant stars that rapidly evolve in stel-
lar radius, we instead used the stellar mass to interpolate the remaining stellar parameters

necessary for binary light curve generation.

We developed the software PHOEBE PHITTER! for the generation of model stellar binary
light curves. This software interfaces with the PHOEBE binary light curve simulation
software (Horvat et al., 2018; Prsa et al., 2016) and with the SPISEA stellar population
synthesis code (Hosek et al., 2020) in order to generate light curves for each mock binary
system. The light curve generation procedure with PHOEBE PHITTER is described in more

detail in Section 3.4.2.

We generated artificial binary light curves in the NIRC2 K’- and H-bands for a total of
10,000 mock stellar binary systems. Representative examples of different classes from this

library of mock young eclipsing binaries are shown in Figures 4.7, 4.8, 4.9, and 4.10.

Our experiment’s long time baseline makes it ideally sensitive for examining long-term trends
on the orders of years. However, the experiment’s sparse and non-uniform sampling makes
it less sensitive to eclipsing binary systems with eclipses that are narrow in phase (e.g., 4.7).
Our sensitivity to such systems in this experiment can be determined by drawing observations

from our mock binaries that match the experiment’s observation times, after randomizing

!PHOEBE PHITTER is available at an online software repository: https://github.com/abhimat/phoebe_
phitter
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the orbital phase of the binary. After drawing sample mock observations at observation
times, we will also inject artificial noise into each data point to match the photometric
precision characteristics of the respective observation night. These two steps will allow our
synthetic light curves to reflect our observed light curves, in both the observing cadence and
the photometric quality characteristics, in order to account for the effects of our experiment’s

observation characteristics on binary sensitivity.

Finally, we will conduct the same periodicity search analysis as described in Section 4.2 on
the mock light curves. For each mock binary system, we will calculate a periodicity search

significance and measure the fit amplitude.

T T T
100
. 130F 1
0 13.2
-0.5 0.0 0.5 1.0 1.5
5 0 @ T T T
- 15.0 b
25
5ol £ 150
ol 05 0.0 0.5 1.0 L5

100 50 0 50 i Phase (Period: 39.9870 days)

Figure 4.7: The model mesh (left) and model light curve in the K’- and the H-band (right)

of a mock detached binary system. In this system, the eclipses are narrow in phase.
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Figure 4.8: The model mesh (left) and model light curve in the K’- and the H-band (right) of
a mock detached binary system. In this system, the eclipses are wide in phase. Furthermore,

the larger primary is tidally distorted and exhibits ellipsoidal variation.
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Figure 4.9: The model mesh (left) and model light curve in the K’- and the H-band (right)
of a mock detached binary system. In this system, the larger component is tidally distorted
and exhibits ellipsoidal variability. The size of the smaller component leads to eclipses that

are narrow in phase.
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Figure 4.10: The model mesh (left) and model light curve in the K’- and the H-band
(right) of a mock contact binary system. The difference in temperatures of the two stellar

components leads to the different eclipse depths.

4.3.2 Finding the best-fit population binary fraction

After we calculate our experiment’s sensitivity to binary systems, as described in Sec-
tion 4.3.1, we will estimate the likelihood, p(obs|F'). Our method is to simulate trial popula-
tions at different binary fractions, with each trial population matching the flux distribution
of our observed stellar sample. We will then compute the distribution of periodogram signif-
icance and periodicity amplitude for the mock populations, similar to what is observed for
our experiment’s sample. By performing a Markov chain Monte Carlo (MCMC) analysis to
maximize the likelihood, we will compute at which binary fractions our observed distribution

most closely matches the simulated distributions.

At each trial binary fraction, we will compute the expected periodogram significance and
amplitude distribution in the following way: For each star in our sample, we will choose
a mock binary light curve or a mock non-binary light curve, with the probability of that
star’s binarity determined by the trial binary fraction. If selecting a mock binary light

curve, we will choose a random binary system from our mock binary library with a similar
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mean magnitude to the respective star in our stellar sample. If selecting a non-binary, we
will select a flat light curve with the same mean magnitude as the respective star in our
stellar sample, with added random photometric noise as expected from our observations.
After selecting a corresponding mock light curve for every star in our sample, we will then
compute the mock population’s significance and amplitude distribution (similar to that of
our observed distribution in Figure 4.1). We will repeat this mock population trial in many
permutations at the same trial binary fraction to obtain a model distribution of amplitudes

and significances.

With the trial amplitude and significance distributions calculated at different trial binary
fractions, we will next run an MCMC analysis to maximize our likelihood, p(obs|F'). Our
analysis will determine which simulated binary fraction populations most closely match our
observed sample in the distribution of periodicity search amplitudes and significances. Just as
important as the number of detections of likely periodic signals, this framework also uses the
information provided by the flux amplitude of detected periodic signals and the distribution
of non-detections in our sample to constrain the binary fraction. With this methodology we
aim to place lower bounds on the intrinsic binary fraction of the GC stellar population, and

to constrain the binary fraction of close binary systems.

4.4 Conclusion

In this chapter, we have provided a methodology framework for constraining the intrinsic
binary fraction of the Galactic center stellar population with photometric observations. We
have achieved greater sensitivity to periodic signals since the variability study work presented
in Gautam et al. (2019). This has been accomplished with the addition of new multi-band
photometric observations and the implementation of a more robust search for periodicity,
accounting for long-term trends and multi-band variability. In initial results, we have iden-

tified 5 likely periodic variables in a sample of 873. Of these likely periodic variable stars,
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IRS 16SW and S4-258 have been previously confirmed as young, eclipsing binary systems
at the GC (Ott et al., 1999; Peeples et al., 2007; Rafelski et al., 2007; Pfuhl et al., 2014;
Gautam et al., 2019). The third, S2-36, was previously identified Gautam et al. (2019) as a
periodic variable, and is a possible old, red giant ellipsoidal binary system (Chapter 3). The
remaining two of the five periodic variables, S4-308 and S3-438, have not been previously
identified as periodically variable stars. These stars may be young stellar eclipsing binary
systems at the GC. Future spectroscopic follow-up of these stars can confirm if these stars

are indeed young binary systems.

We have developed methodology to calculate our experiment’s sensitivity to binary systems.
This sensitivity is an important aspect of being able to determine the underlying binary
fraction from our observations. We have simulated the light curves of a population of mock
binary systems at the GC with parameters motivated by the GC initial mass function and
that of massive, young binaries in the local solar neighborhood. With these mock light curves

we can next determine which systems our experimental methods can detect.

With an estimate of our experiment’s sensitivity to binary systems, we have developed a
Bayesian framework to next constrain the intrinsic binary fraction. Importantly, our large
sample, our significant detections and non-detections, and the amplitude of detected vari-
ability are all important components of being able to constrain the intrinsic binary fraction.
With our framework, and our large photometric sample, we aim to place lower limits on the
intrinsic binary fraction of the GC stellar population. We expect that the methods here can

particularly tightly constrain the binary fraction of close binaries at the GC.
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CHAPTER 5

Conclusions

While adaptive optics imaging has enabled studying the resolved stellar population around
the Milky Way Galactic center supermassive black hole, long-term photometric studies of
these stars have previously been limited. In this thesis, with over 13 years of Keck NIR
photometry observations of the stellar population within approximately half a parsec of the
GC SMBH, we have conducted a long-term stellar variability study of the GC stars, tightly
constrained the eclipsing binary fraction of the GC young stars, and constrained the density

of the non-luminous dark cusp within ~ 0.1 pc of the SMBH.

In Chapter 2, we presented a single-band photometric variability survey of stars within ~ 0.5
pc of the SMBH. Over an ~ 11.5 year time baseline with a sample of 563 stars, we found
that half of all stars in the region are variable, with higher photometric variability observed
for young, early-type stars than for old, late-type giants. While the variability fraction for
the GC is higher than that found in other variability studies of young stellar populations or
old stellar populations, we determined that the long time baseline of our survey can largely
account for the higher variability. Unique to the Galactic center, we determined that the
high variability is also contributed by the population’s typically high stellar motions behind
a variable foreground extinction screen. Many long-term variability events observed in our
analysis have flux dips consistent with originating from high-density filaments identified in

longer wavelength studies of the GC.

In our search for eclipsing binary systems as a part of our variability survey presented in
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Chapter 2, we detected two eclipsing binary systems in the largest sample of GC young stars
for such a study (85 known early-type stars). With our large sample, we have placed the
tightest constraint so far on the young, eclipsing binary fraction of the GC: 2.4% + 1.7%.
This eclipsing binary fraction is consistent with that of local OB stars, 1.60% =+ 0.25%, when
considering binaries detectable at similar criteria to our experiment in Chapter 2 (Lefévre
et al., 2009). Our constraint suggests that the GC young star population is similar to the
local Milky Way young stars. Theoretical models predict the dynamical depletion of young
binary systems at the GC through merger or evaporation events (e.g., Stephan et al., 2016,
2019). A deviation of the GC eclipsing binary fraction from the local binary fraction on the
expected scale of such depletions (from ~ 10% to ~ 25%) within the lifetime of the GC young
stars, though, would not be detected with our current eclipsing binary fraction constraint
precision. Furthermore, the eclipsing binary fraction can be biased due to experimental time
sampling and photometric sensitivity, and in order to conclusively determine how different
the GC young star binary fraction is from young stellar populations in other environments,

constraints on the intrinsic binary fraction are needed.

Additional work is necessary to constrain the intrinsic binary fraction of stars, as detailed
in Chapter 4. We outlined an updated periodicity search methodology that takes advantage
of recent Keck multiband photometric observations and accounts for long-term trends that
are common in our experiment due to its long time baseline. With this methodology, we
presented our initial results of likely periodic variables incorporating a larger sample of 837
stars with five likely periodic variable detections. Two of the five periodic variables, S4-308
and S3-438, have not been identified as periodically variable stars in any previous study.
These two new detections may be young stellar eclipsing binary systems at the GC, but
spectroscopic follow-up is necessary to confirm if the stars are indeed young binary systems.
We modeled a population of mock young binary systems with stellar and binary parameters
drawn from distributions expected for the GC. We will use mock light curves generated from

our models, sampled at our observation times and with added photometric noise characteris-
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tic of our observations and calibration, in order to determine our experiment’s sensitivity to
stellar binaries. After determining the sensitivity, we outlined a Bayesian framework that we
will use to finally obtain a constrain on the intrinsic binary fraction from our observations.
An eclipsing binary survey such as ours, can particularly help place tight constraints on the

binary fraction of close binary systems at the GC with short orbital periods.

In Chapter 3, we performed a follow-up analysis of a 39.4 day periodic variable (identified
earlier in our single-band photometric variability survey in Chapter 2). Using new multiband
photometry and long-term astrometry, we determined that S2-36 is a member of the NSC
and its photometric variability originates from an ellipsoidal and eclipsing red giant binary
system. We fit S2-36’s observed light curve to an astrophysical binary model to constrain
its stellar and binary parameters. Our models suggest that it is composed of two red giant
branch stars (each of masses spanning between 0.8 and 1.5 M) orbiting at an ~ 79 day
period. Our models also indicate that the component stars of the binary must be at least 3
Gyr in age. Such a low mass, long-period binary is loosely bound (i.e., dynamically soft) in
the GC environment, and can therefore be disrupted by the frequent gravitational encounters
expected from surrounding massive objects. If the binary has indeed spent its lifetime in
the GC environment, it places tight upper limits on the surrounding density. Importantly,
it serves as a novel probe on the dark cusp density, suggesting < 10* stellar-mass black holes
(M ~ 10M) within ~ 0.1 pc of the central SMBH. Our observations are consistent with
lower limits suggested by X-ray binary observations conducted at further distances outside
of the central 0.2 pc and provide a powerful new constraint on the presence of the dark cusp

at the Galactic center.

5.1 Prospects for GC binary fraction constraints

Our work presented in this thesis provides tight constraints on the observable binary fraction

and a framework to constrain the intrinsic binary fraction. Additional avenues for binary
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star detection and binary fraction constraints are necessary to get a full observational picture
of the nature of the binary star population at the GC. Our work presented in this thesis
on photometric searches for binaries can be complemented by two other methods for binary
searches that have been applied to the GC stellar population: spectroscopic and astrometric

searches for binaries.

While photometric searches are limited in sensitivity to stellar binaries at near edge-on incli-
nations, spectroscopic / radial velocity (RV) searches for binaries are sensitive to a greater
range of inclinations. Furthermore, while there is a large variety of mechanisms that can
cause photometric variability which contaminate photometric searches for binaries, such as
stellar pulsations or extinction events, RV searches for binaries face fewer contaminations
as fewer mechanisms can cause observed RV accelerations. RV searches near the central
SMBH are still challenging, as the orbital motion around the SMBH must be well con-
strained before any RV binary searches (e.g. Chu et al., 2018). RV experiments can also
have smaller sample sizes than photometric experiments with the typically smaller field of
views of spectrographs, but due to their sensitivity to longer-period binaries that may be
missed in photometric surveys due to small eclipses, they serve as a valuable complement to

photometric surveys.

Another avenue for detecting binaries at the GC is by searches for astrometric binary systems,
where the photometric center of a binary system wobbles over the course of the binary orbit
and the motion can be detected astrometrically. An advantage of astrometric searches for
binaries is sensitivity to face-on binary systems, to which systems both photometric and RV
searches suffer in sensitivity. Furthermore, astrometric searches are particularly sensitive to
longer period, further separated binary systems, which can have shallow eclipses or small
RV amplitudes resulting in lower sensitivity in other searches. Like photometric searches,
astrometric searches are derived from imaging data and similarly benefit to typically larger

sample sizes. Astrometric binary searches however require well-constrained models of stellar
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proper motions and astrometric reference frames (e.g. Jia et al., 2019).

The diversity of binaries detectable from all three methods will allow a more complete un-
derstanding of the GC binary population. While the photometric binary search methods
presented here offer large sample sizes, our study suffers from low sensitivity to non-edge-
on binary systems and longer-period binaries. Spectroscopic and astrometric searches for
binaries complement these deficiencies in photometric monitoring experiments. With fu-
ture observational work conducted on all three fronts, the GC binary fraction can be well

constrained.

5.2 Tighter limits on the dark cusp with binary evaporation

The discovery of S2-36 as a likely red giant binary, presented in Chapter 3, has allowed
the applications of binary evaporation models to characterize the dark cusp density close
to the SMBH. A few questions still remain about the nature and characteristics of S2-36
that future observations and studies can address. Spectroscopic observations are the most
promising avenue for confirming S2-36’s binarity and better characterizing its makeup. First,
spectroscopic observations can confirm if the stellar components of S2-36 are indeed late-
type giant stars, as predicted by our work in Chapter 3. Such stars can be revealed by
significant Na 1 features (see e.g., Do et al., 2013a). With multiple epochs of spectroscopic
observations, changes in RV from the binary orbit can be revealed. Measurements of RV are
particularly powerful since they provide estimates of the component stellar masses, which
can therefore collapse the degeneracy on age and stellar parameters in our binary model fits

from photometric data alone.

Another uncertainty about S2-36 is the length of time the system has spent in the GC en-
vironment. S2-36 may have formed in the GC environment as a part of the early formation
events in the NSC that likely happened 2 8 Gyr ago (Nogueras-Lara et al., 2020). Alterna-

tively, S2-36 may be a newer resident of the NSC, having been deposited by globular cluster
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infall scenarios. These different scenarios may be disentangled and tested by spectroscopic
metallicity studies, where chemical abundances can allow identifying the possible origin of
the star (see e.g., Do et al., 2015). The different scenarios have important implications for the
binary’s dynamical constraints for the GC. If a recent arrival to the dense GC neighborhood,
S2-36 may not have encountered many interactions to loosen it apart and the constraints it

provides on the density may not be as tight.

Future detections of other long-period, loosely bound binaries at the GC can provide addi-
tional dynamical constraints. Such systems could allow more probes of the GC dark cusp
density, especially if located at varying distances from the SMBH. Future photometric, spec-
troscopic, or astrometric searches for such binaries can yield more candidates. Our study
of S2-36 in this thesis provides foundations for confirming future dynamically soft binaries,

modeling their astrophysical properties, and deriving dynamical constraints on the dark cusp.
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APPENDIX A

Stellar Photometric Catalog

181



0091
TL 9T
sT'e
IT°61
6€°L
8L°€T
0G°GT
86°L
LL°O
86°1¢C
€8°¢
Ge'c
4 an
9LV
ceEVI
gLt
T9°€T
0T°0T
00°¢
90°TT
0%
€C'1T
'l
v0'€
09°'TT
L9°¢
99°0¢T
2c 0T
8V°€¢
€701
68°9
G689
¥Se'0
86°€

70°0
120
L0°0
700
L00
€00
cro
L0°0
ST°0
820
jane
€ro
g0'o0
€10
L00
90°0
60°0
L0°0
gco
L00
€10
700
00
110
800
900
€00
700
910
S0°0
90°0
70°0
61°0
010

qOI

0T'0 0L0°0T0C  €S'T- 8%°0 oN oN $S°0 48 69 age] PLPT  LTTL LT-1S
12°0 102°0102  90°% L0°T- s0K sOX 71T 3l 65 Aprey LLGT  €Tel 91-2S
60°0 Y2010 6S°G- 06 s0K sOx Ve 48 69 Apreqg 0L'vT  gzel M6 ST
11°0 €81°010  68°0 961~ oN oN 0S°0 48 08 o] €TPT 123l 8-S
11°0 L02°010Z  88°0 T€0 oN oN 9L'T 48 65 Apreq 9e'¥T 611 €18
60°0 ¥76'600c  T1'1- ve'g oN oN 0%'0 48 65 Apreq PIPT GT'GL 01-€8
g1°0 $10°010Z  SS°0 60°€ sox oN 8L'E 48 65 Apreq 8€'¥T V1Tl z-€S
11°0 ¥90°010¢  ST'I- £g'g- oN oN 86'T 0 8T o] — [4¥4H 162-€S
61°0 666'600C  TT'T- 69°¢ SOx SOx 98'8T &I 65 ager] 9F'FT 11Tl 62178
8T'0 €L6°600C  ¥¥'C- 19°¢ SO SO 88T ol 65 oge] 1671 L0°TI 7S
10 L00°010C  9%'1- (41 sox sox G0 48 69 Apreq oV'¥T  S0'3L 7-2S
870 16%'6005  T1¥°9- 08'1- oN sox 0£'e 0 6 umousuny  — €021 88-95
z10 9€1°600C  6.'C" GgT- oN oN 9T'1 48 44 Apreq ¥6'€T 00T 61-€S
11°0 190°010%  €€°T- 99'T sox sox 9L 48 69 Apreq ST'FT  L6'TT 928
0T'0 016'600  ST'T- 96'C oN oN 8L'T 48 65 Apreq 8TFT 9611 g-€s
11°0 €18°600C  19°0- L6'1 sOx SOx 19°€ 48 65 age] €6'€T  I8'TIT 11-2S
0T°0 PPI°0T0C  0S'1- 060~ s0K sOx 99'g T1 65 oge] FO'FT  89'TT €218
60°0 $20°010C  ¥¥'e- 657 oN oN 67T 48 65 Apreq S'ET T9'TL £81-¢S
LT°0 681°010C  SS'T L0'%- sox sox T8 LT 1T 8T Apreq 09'%T 1911 MPE SHI
€10 Gz1°010¢  S9'1- ¥L°0 oN oN eLT 48 69 Apreq 19°€T  €F'1T $2-18
€10 G€8'600C  80°C" G0'F- sox sox 9z'8 48 65 umousuny  €FHT 68T 20278
0T'0 102°0102  96°0 P81~ oN oN $S°0 48 69 o] 08'€T  LE'TT S6T SHI
8T'0 L50°TT0T  1€°9- 181 oN oN 11'e o1 9g Apreq TG'ET eIl £9-95
0T°0 191°0102  80°9- 12°0- s0K oN ¥T'€ eI 65 umouxun  6L°€¢T 11T z1-9S
€10 S¥0°010C¢  GT'T- 06'T s0X sOx TeL 4 0s Apreyg LPPT 8Z'TT  |-MS9IT SHI
z10 191°0105  ¥¢'g- £0°0- oN sox G8'T 48 65 Apreq 9v'ET  9T'TL NEE Sl
01'0 102°0105  1g'€- ¥€°0- oN oN $S'0 48 65 o] 67'€T  TI'TL zC-€S
60°0 z91°010C  ST'G- 6L°0- oN oN ¥6°0 4 65 umouun)  Gg'€T 60T 68-GS
820 GET°0T0Z  09°0 86'T sox sox ov'1c ¢l 65 Apreq 1€°€T 180T DOI9T SHI
11°0 $ST°0T0C  88'1- ¥e'T oN oN 18°0 48 65 Apreq 9.'¢T  T1L0T L1-2S
0T°0 T8T'0T0C  ¥1°¢- 1L°0 oN oN 17T 48 65 Apreq S§G'¢T LTO0T dee SHI
11°0 L0010 ¢T'1 80°0 oN oN €80 o1 65 Apreq 8€'¢cl  ST'0T MNOT SHI
LT°0 028'600C  S6°0- 111 sOx sox 1692 ol 65 Apreq ¢z'zT  90°0T MS9T SHI
01'0 686'600C  SS°0 S0'T sox sox 61°€ 48 65 Apreq PI'CT 666 09T SHI
(+v 185 (+V 188 (H) (,31) (H) (,51)
JON,) jod,) edAyL (61D) 1 190 odAT, SeN SeN
SINY 07 0R O0x ‘TRA AR PARLTN vmmx sIUSIN sIUSIN Te1joadg ueoA ueoIN 1ejg

ordures Apnjs A[Iqerrea ur siejs jo Soreye)) 1y 9[qr],

182



G061
60°0T
cL'T
Cr'el
LV 1T
0g'0t1
9L°8
9T°LE
€970
€0°€T
8€°9T
v6Cl
66°CT
08°€C
16°¢g
90'%
698
86°CT
28'g
0g°€C
voct
8¢'9T
0e' 1T
€9°€eT
L2°CT
20'6
91701
G6°9
TL°CT
Ge'gT
191
9e'e
80°¢
766

900  TIT0 120°010Z  6L°0- ¥6'1 ON ON 08T 4 69 Aprey el 9TET g-zS
400 ST°0 60T°0T0C  8L°C 1T°0 LN BN 9L°T 4} 6¢ Arreg T9ST  GTEl ¥L-CS
80°0  ITO $60°T10T  €€°T- 62°¥- EDON DN T0'L 4} L€ Apreg 06°GT  8T'€T  08I-¥S
S0°0 600 G68'600C  €0°0 ¥0°'T ON ON 89°0 4} 6¢ Apey GI'GT  CL'EL 1-1S
80°0  TI0 €2T°010C  ST°C- 00°T- ON LN 90°C 4 6¢ aer] Tg'ST  OT'€EL 81-2S
900 0T°0 879'600C  LE'€- laal ON ON 48T 4 6¢ umowsu) €¢I GO'ET  9GTI-€S
600  0T0 190°0T0Z  6T1°0- 9.2 SOK SOK ¥8'€ 4 6¢ ayer] 67°GT  CO'€ET 1€-2S
200 0T0 GYT°0T0Z  66°0- 180 ON ON T80 4 6¢ o] 9L'FT  T0'€T ve-1S
200 600 6966002 ¢TI0 [4ai2 ON ON 62°0 4} 6¢ are] 02'¢T  00°€T £-vS
$0'0  01°0 89T°0T0C  1Z°0- 0€'e ON ON T6°0 4} 6¢ Apreg TO'ST  96°CL zz-Ts
¥0°0 800 990°010C  9T°€- 86'% ON ON 170 4} 6¢ aer] €1°6T  68°CI  €12-9S
¥0'0  0T°0 L8010 68°F- 81°€ ON ON S9°0 4} 6¢ Aprey 67T 68°CL  I61-GS
G0°0  0T0 0¥0°0T0Z  S0°0- €T°€ ON ON 680 4 8¢ ayer] ¥Z'GT  08°CL 9-€S
¥0'0  0T°0 999°600C  LE°0- zeT- ON ON G6°0 4 87 Aprey LLPT LTI ¥I-1S
920  6T°0 018°600C  8L'T 69°¢- SOK SOK 60T el 6¢ Apres ¥G9T  9Lel 9€-¥S
€0 920 194°6002  €9°T- 0¥ ¥- SOK LN 1€°8¢ 2T £v Aprey TL'GT QLTI 89T¥S
10 2ro €CT°0T0C  §L°C- 8Z°€ BN LN 86°¢ 4} 6¢ aer] 0Z°ST  ¥L°CT 9-7S
€00 €10 GL0°0T0C  1€C 8€°0 ON DN 09°0 4} 8¢ Apey T6FT  1L°CL 61-2S
900 800 68.°600C  S9'T 9.°€ ON ON 9% T 4} 01 aer] 0T°GT 9T z¥S
00 IT°0 1€T°0T0C  TL'¥- £ I- ON ON 6.0 4} 6¢ umowsuny  QI°GT  L9CT  FFEPS
00  IT°0 GET'0T0C  29°0- LG°T- ON ON 82T 4 g Aprey 6L¥T  €9CL 2T 1S
S0 ¥T0 L¥1°0T0C  09°T av°0 1 SOK SOK 6T¥S ¢l 6¢ ayer] 6L¥T  89CT 0z-1S
¥0'0 010 ¥60°010¢ 680~ 40} ON ON T0'T 4 8¢ oer] S6'FT  LGTT g-1S
4000 1T°0 LS0°0T0Z  99°0- 880 LN EDN 12T 4 6¢ Arreg 8LFT  €9Tl P18
010  ¥T0 9ZT'600C  96°€- 16°%- ON Sox 66T 6 44 umowsun)  OI'GT  8F'CL ge-9s
10 ¥T0 080°010C  §8°C- 9L°¢- N DN 187 4} 69 Apey L0°ST  SPTl  PLE-ES
900  IT°0 ¥90°010C  ¥6°C- 99°T ON ON GQ°T 4} 6¢ Aprey LLPT evel 0€-€S
00 600 ¥61°010C  60°%- LL0 ON ON 06°0 4 6¢ Aprey 1971 6£TT 1L-7S
G0°0  TT0 €€T°0T0C  L0'C- 18T ON ON ¥0'T 4 6¢ Aprey LyyT LeTl 92-€S
€00 600 GLT'0TOZ  89°%- 80'% ON ON vE€0 41 6¢ ayer] ¥OPT  veTT 12-98
1€°0 €20 LL8°600C  00°€ av'g SOK ON [4a4 8 9z Aprey 98 %1 geel 68-9S
010 0T €29°010C  T9'¢- 98'% LN LN T8¢ 4} 67 umowun)  gL¥L  €€°CT §-LS
10 910 01Z°010C  L9°C 62°1- 1 DN DN 6281 T 6¢ aer] 12°6T  TETI 98-zS
¥0°0 600 L€6°600C  8L'T €11 ON ON 9.0 4} 6¢ aer] Sg¥L 1€°Cl ze-Ts
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

183



86'%
c0'e
9L°9
ceEVI
Geve
80°8T
1671
8T°¢¢€
v6°CT
LETV
8¢'6
78
vevi
€0°€T
vg'ce
LT°2T
ce'8T
6071
€e'T
(48
19°L9
L6°CT
89°¢
LT'ET
78Vl
€C'9T1
186
Ge'1¢e
G€'9
1c'se
86°GT
a4
vv'ce
1201

cr0
L0°0
70°0
910
€00
900
700
200
90°0
g0'0
g0'0
g0'0
700
800
€0°0
6L°0
€00
g0'0
g1’o
120
G000
v1io
61°0
[} 0]
L0°0
700
g0'o0
€00
G000
200
S0°0
LT°0
€Tt
g0'0

qOI

010 696'600C  SP'E $9°0 sox sOx 8T'¢ TI 6S umousun)  6%°9T  €L'ET 861-€S
01'0 697010  10°9- 10°0- ON oN 8L'T 48 44 umouyun  60°9T  0L'ET £-9S
60°0 162°010¢  ¢S'H- 8T'¢g ON oN 8L°0 41 6¢ oger] 60°9T  0L'€T 9L-9S
8T'0 TeL'600% 810 16°0- 1 EEIN SO T6'1T 48 87 Aprey 10°9T  89°€l G1-0S
z10 91€'010¢ 630" 9L°0- oN ON vL°0 48 49 Arey €L°GT  89°'€l $1-0S
z10 £68°600C  68°0- ve'g- oN oN 91'1T 48 8¢ o] 0T'9T  G9'ST $2-2S
60°0 612°010¢  80°€- T oN oN $0'1 48 6S ager] €LST  €9°€l 62-€S
0T'0 9€1°0T0C  16°€- 620" oN oN 970 TI 6S ager] 98°'ST  €9°¢l 0L€-€S
60°0 880°0T0¢  19°C- T6'T oN oN €11 48 69 ojer] €0°9T  19°€l L-€S
60°0 7S6°600C  86°0 78'€ ON oN 96°0 48 6¢ oger] T6'eT  19°€T €1-¢S
11°0 60L'800C  13°C" 9L T ON oN 16°1T [0} 24 ager] 66'ST  09°€l L1728
0T'0 €€L°600¢ 80T 9g'g ON SO TLT 48 6¢ ager] $6'ST  69'ST 6£-€S
0T'0 $20°010  ¥9'1- £7°0 oN oN 6.0 48 6¢ Arey 69°GT  L9€T 61-1S
€10 $02°010Z 830~ 8% oN sox 98'1T [0} 8¢ o] G0'9T  Gg'el 8L-CS
11°0 $€2°010  €0°1- SL0- oN oN 90 TI 6S Apreq 69°ST  ¢g'el TI-TS
1870 €82°010C  €8'C 8L'¢" sOx sox 8C'€S 0 ¥ Apreq — 1¢°€T MNFE SHI
0T'0 1€€°0108  ST'€- 062 ON oN £7°0 48 6¢ oger] 90°9T  8¥'el £YI-¥S
0T'0 TL1°0102  88°0- LY'T- ON oN 231 48 6¢ oger] 86T €F'el 29728
g1°0 L¥6°600C  ¥¥'0 66T SO SO 0€' 1T 11 8G umouxun  09°'GT 19°€T 9€-2S
91°0 9v0'310z  TO'T 67'¢g sox SO €0°6 6 44 Aprey PPGT  6€°El L£T-GS
01°0 860°010  19°0- 89'T oN oN G8°0 48 6S o] TLST  6EEl GZ-TS
€10 1666008  9¥°G- £8°0- sox sox 9L'F 48 6S umouu()  €8°GT  LE'ET PE1-GS
820 §69°600C  9V'E 66C 1 sox sox L9°19 TI 6% Apreq 66'ST  9¢°€l ASL SUI
01'0 e€F1°010  66'F- ¥6'1- Sox Sox 69'C 48 69 umousun  G9'¢T  GE'€l G6-GS
01'0 TTT 0108 L9'T- T9'1- ON oN ov'1 48 69 Arrey gh'eT  ggel 12-2S
80°0 086'600C  9£°0- 007 ON oN 9L'0 41 6¢ ager] $9'ST  €€°€l 1-7S
60°0 €20°010¢  S9°0- €8'1 ON ON 0z'1 48 6¢ ager] 69°ST  ¢g'el 89-1S
80°0 ze1'010c  1v°0- 9g°0 oN oN 1270 1T €C o] 1¢°6T  Te'€l €1-0S
01°0 §G9'600C  9S'G- LT oN oN 121 48 6S Apreq 1661 TEET L81-GS
60°0 190°0102  06°¢- idd oN oN 12°0 48 6S o] 0T 1€°€T 112-SS
010 LLT°0T0T  60°0 ¥9'1- oN oN 18°0 48 6S Apreq FEGT 1861 12-18
11°0 98¢°010C  TL'T 06'2- SO SO 16°G 48 6¢ oger] 6L°ST  Ig€l 671-€S
gg0 $L€010C  92'1- ¥T'€ 1 SO SO 91°0€€ 3l 6¢ ager] 60'ST  6C'ET $€-€S
0T'0 1610105 S9°G- (443 ON oN 17T 48 65 umoudup)  0L'GST  8T'ETL 85-9S
(+v 185 (+V 185 (H) (,31) (H) (,31)
JON,) jod,) edAL (61D) 190 EElel odAy, SeN e
SINY 07 0R O0x ‘TRA AT AR 1me sIUSIN sIUSIN Te1300dg ueoIN ueoN 1e}g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

184



9T'¥C
1€°g
06°6
av'8¢
16°C
61°8
Sv'9
T€°0T
€9°L
T0°GT
v8'g
8TVI
8L°€
€81
LSV
eV
Le'g
8¢'Ce
g9'8
01’8
GL'€
L8EV
v0'g
91°C
CL'ST
161
v6°'C
9L°CC
08¢
06°9T
78V
740
vy
97°8C

€00 0T0 ¥LI°0T0C  €€%- 98°0- ON ON 440 4 6¢ o] 12°9T  80%T  8SI-¥S
S0 FTO TEE'600C  99°F- 149" LN EDN 69°¥ 4} ¥S umouwsu)  gL9T  LOFT 99-9S
¥0°0 600 $00°010 186~ 16°0- ON ON 0T 4} 6¢ umowsun)  y¢9T  LOFL  S0Z-GS
00 1T G8T'0T0C  L6°0- I I- ON ON 9z°T 4} 6¢ aer] 8€°9T  90°%L €1-1S
Tro0  ¥T0 099°0T0C  98°€ L0°€ N LN ¥Z0z 8 9¢ umowuny 6791  90°FT  THEPS
110 €10 LGT1°0T0C  €1°T- ¥I'T SOK SOK L€ 1T €g Aprey €691 GOV 89S
00  0T°0 6LL°0T0C  9€°0- 20°0 ON ON ST 4 o1 ayer] 79T SOPT 9-0S
¥0°'0 010 686°600C  1T°€ 6T ON ON 97°0 4 6¢ umowun)  Lg9T  GOFT  LOT-€ES
800  0T'0 €26°600C  $6°C 7T ON SOx €8T 4 6¢ Aprey 12°9T 07T §e-€S
€00 600 IPT°0T0Z  60°C zg°0- ON ON S7°0 4} ¥€ aer] T8GT  SOFL z-zs
TS0 0€0 L8010 S8'T €6°0 1 LN EON 6T¥L CL 6¢ Apey GI°9T  €0°%L LTS
¥Z0  ¥T0 T60°010C  C€'€ £€°0- SOx LN LLTT T 6¢ umowsuny  8¢'9T  T0FIL L2-€S
¥0'0 600 180°0T0T  ¥S°¢- L0~ ON ON 9.0 4 6¢ umouwuny 0091  I0FT  SPI-GS
910 €T €2F°0T0C  00'% zL0- SOK SOK ¥6°G 0 ey umouwsun  — 0071 iZauds
800  TIT0 ¥E1°010C  €2°€ £8°0- SOK N {04 4 6¢ umouxu)  9%°9T  €6°€T 82-€S
600  0T'0 GT0°0T0C  §8°G- ere ON ON €9°'T 4 (04 umouyu()  gz'9T  I6°€T 1€-9S
FI'0 CI'0 186'6002  L0°€ 81°0 SOx SOX 2279 4} ¥ aer] LG9T  68°€l ¥1-€S
€00  0T0 169°6002  ¥6'7- §L°T- ON ON Tro 4} 6¢ umowsun)  GI'9T  88'€ETL 1L-6S
010  IT0 162°0102  19°¢- ¥2'T N LN 9€°L 4} 9¢g aer] ¥Z°9Tl  L8'E€T  TIL-PS
¥I°0 910 L91°010  8T'€ 12°1- SOx EON 8TV 4 6¢ umowsun)  €9°9T  ZYEL ge-€s
Zro 9T L91°010  T€T 6L°0 1 SOK SOK 66'cy T 6¢ ayer] ¥I'9T  28°€l 92-2S
€00 0T0 80Z°0T0Z  T0°€- 6€°T- ON ON 0z°0 43 6¢ umowyun)  gI'9T  08°€T  FEI-ES
400 ¥T°0 €20°0T0C  99°C are- ON ON 69T 4 0€ oer] €1'9T  08'€T 69-7S
910 ST 8YT°0T0C  S¢'T- ANE LN EDN 19°€ S 6% umousu()  89'9T  6L'€T  GII-¢S
$0'0  01°0 GLP°0T0C  T6'%- 00°€ ON ON $6°0 4} 6¢ umowsun)  TT°9T  8LE€T  ¢8I-GS
920 610 G8T'600C  S8°C 19 1- EIN EDON 19°€T 2T ¥T Apeg 8L°9T  8L'€EL L1-€S
900  IT°0 0L0°0T0Z  LT°9- 1.°0 ON ON YT 4 L8 umowsun)  TT°9T  8L'€ETL 9z-9S
900  IT0 0€€°0T0C  &¥'e- 9.°0 ON ON 6€°T 4 6¢ ayer] 0Z°9T  LLET qT-Ts
ZIo 110 LvE€010  TLT 18T SOK SOK 89°€ 4 44 ayer] GTLT  LLET  ¥8T-€S
G0°0 600 £76°600C  92°0- s ON ON ¥0'T 4 6¢ ayer] 29T 9L'€T  T9T-¥S
00 60°0 1L0°0102 LT~ €€ ON ON 780 et Ly Aprey €C°9T  GLET 7€-6S
110 910 GL8°TT0C  9€°9- 9z°€ LN ON £9°C 1T 67 umowsun)  gI'9T  GL'ET L2-LS
010  ZI0 0ST'0T0C  S9°€ [4al EON EON 8¢°€ 4} 43 Apeg €6°GT  PLEL  I€E-€S
€00 600 88T°0T0C  LL'¥- €1°0 ON ON 9€°0 4} 6¢ Apey 68°GT  PLEL  L8TPS
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

185



€6'V L0°0 010 €L0°0102 v6°€- 9T~ ON ON €T [ 6% umousu ) 2691 6EVT VLI-GS

186

78 900  ITO 9L%°0T0C  SL°%- 90°¢ ON ON €T°T 4} 9¢g aye] 6991  6€FT L2795
¥O'IT 600 €10 2106002 1¥°0 9970~ ON ON ¥9°C 4} 9 oer] 99°9T  8EFIL z1-0S
98¢ 600  0T°0 GET'0T0C  €6°€- ¥2'T SOx EDON 61°G 4} 6¢ Apey L9°9T  8€FT  961-¥S
£V L 210 €10 L82°010  ST°0 TLT- 1 SOx LN 0T°L 4 6¢ umowsun)  ZF9r  8EVI 67-1S
LL°8 ¥0'0 600 6L£°0T0C  08°G- LTV ON ON S9°0 4 6¢ umowsun)  1L9T €€V €-LS
8L°G 80°0  0T0 6976002 09°0- 2z°0 ON ON ¥8'T 4 6¢ Aprey Ge'9T  CEVI 6-0S
€21 010 0T0 02z’ IT0Z  80°0 9€°¢g ON Sox 81T 1T 1¢ umowun)  1¢'9T  gEFT  0¥E-GS
€Te 00  0T°0 Ter0T0T  LL'G- 682 ON ON 16°0 4 6€ umouyu()  TL9T  CEFI 67-9S
8T'8 gIo 110 09Z°0T0C  08°%- ¥8°'T DN SOX VL9 4} 6¢ aer] 0891  6TFL £7-6S
81°6Z %00  IT0 TTTO10C  LL'E- 69°C ON ON L4270 4} 6¢ aer] 6991  STHI  1TTPS
eIl 900  TIT0 800°0T0C  €€°0- ol ON ON VLT 1T 9¢ Aprey €291 ST ¥-0S
geer L00  TT0 ¥12°010C  2S°0- 61°C ON SOK 80°C 4 6¢ ayer] ¥9°9T  ¥TYI LyCS
99°ZT  90°0  0T0 €42°010C  60°C- QI T- ON ON 68T 1T 8¢ ayer] 6791 VTV L9-2S
¥L°0T  G0°0 600 69.°600C  61°€ 17°C ON ON 290 0 Le umouwun  — Ye¥T  08€-€S
w'es 1000 010 201°0T0Z  00°€¢- G8°0- ON ON 12°0 4 69 umouyu() 9T VL 88-€S
89°62 €00  ITO 00£°010C  T¥°1- 16°1- ON ON 09°0 4} gg aer] T99T  ¥THI €S
ov'e 400 €1°0 €CT°010C  ¥6°T 61°%- ON ON 68T o1 €T umowsun) Ly LT ETHL 6TTPS
9g'L€ 800  TIO0 18T°0102  T¥'¥- L0~ ON ON 78T 4} 6¢ umowsuny  IH9T  ITHL  OLI-FS
€09 GZ°0 120 €2T°010C 191 61°¢- SOx EON 80°GT  CI 6¢ Aprey 80°LT  0TFL  061-€S
ggee L00 €10 G8T°0T0C  Z6°0- 84°0- SOK ON ve'e 4 6¢ Aprey Ly9T  61°F1 8-1S
88°F 800 €10 819°2T0C  0T'C- €L°T- SOK SOK 9g°g o1 7S umowyun)  G¢'9T  8TFT  FFECS
19°0T 900  TT°0 060°0T0Z 6.0 ze0 ON Sox 2 0 8¢ umousu)  — ST'¥T zg-0S
99°9 80°0  0T0 108°6002  6L°G- 19°C LN EDN £g'¢ 4} 69 umouyu()  $G'9T LTI 6€£-95
9T'LT  S0°0  0T0 Tr0o'0T0C  8E'I- 89'% ON ON TL0 4} 6¢ aer] §P9T  LT'PT  6IE-FS
8% 00  IT0 699°600C  80°%- 0Z°¥- ON ON 080 1T 44 umowsun)  8L°9T  9T'FT  661-GS
0L'T 80°0  0T°0 LLY600C  6¥°0 9€°T- LN LN 9'C 4 6¢ aer] LE9T  PIVI QI-1S
q0'¥ G0°0 ST 0IT°0T0C  g€'€- 62°0- SOK ON 18°C o1 8¢ umowsuny  L£9T  PIPT  9¥I-€S
12°0T %00 60°0 ¥60°010  G8'G- 19°0- ON ON 6570 4 6¢ umowyuny  gI'9T  €TPT  TOT-GS
qz'9 400 T1T°0 €68°L00C  LT°0 10°0- SOK SOK 12°€ 1T 67 Apres €191 ¢I'vl 2-0S
1676 6€°0 920 6€€°0T0C  ¥9'C LLT- SOK LN 89'1¢  ¢I 62 oer] F9'LT  TI'FPT  88T-€S
61°6C  90°0  0T0 TLTOT0C  TL°€- gg°e- ON ON 9z°T 4} 6¢ umowun)  99°9T  ZL'FT  LEI-FS
gg'0T 900 600 62.°600C  8T'€ o ard ON ON 180 o1 L€ umowsun  8%°9T  ZL'PL ST¥S
9g°0 zT0  LT0 986°010C  8€'9- 99°¢- LN LN G6°C 6 1€ umowun)  6¢°9T  ITHL 62-LS
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
b/t udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],



997
cg'8
296
8971
976
799
00°6c
€8°€V
€LeT
6€°'8
1€°0T
20'6
oT°L
876
Stand
0L'¥
90°¢cc
¢8'CYy
L9°L
€2°0€
L9°6
€e'1
99'8
04T
68°L
189
€69
Ve Ll
€c'g
Lv'y
€L°T
€961
GL°ET
TL'8T

G000  TT0 289°600C  09'T 6L°0- Sox Sox L8°C 4 8¢ Aprey PULT L8 8T-1S
10 010 08600 06°0- AN LN EDN z9°¢ 4} ad umouwsu)  0¢°LT  L8FT 86-7S
600  IT0 00010 ¥2°2- 0g°T- EDON N L0°% o1 L8 aer] 0z'LT  €8F1L zL-Ts
610 €20 €LT°010C 99T 88°0- N EON TL9T Tl 6¢ umowsun)  86°LT 8V 69-2S
900  IT°0 681°010C  €9°C- 8T ¥~ ON ON 6.0 4 9F umowsun  T¢LT 8V z1-gs
600  ¥T0 19S°600T  8€°€- z1°0- ON ON 12T 1T o umowuny  OT'LT  6LFI  €0V-€S
200 600 990°0T0Z  8¥'I- ¥8'€ ON ON zz0 4 6¢ ayer] G9°9T  LLWT 9v-¥S
200 1T 6€T°0T0C  20°0- 01°T- ON ON 0€°0 4 6¢ o] 6G°9T  LLTT 0T-1S
600  IT°0 00€°9002 920" 70°0 SOx SOx 8LV 4 44 Aprey L6'9T  LLPT 1-0S
400 TI'0 G86'600C  CO'I- 80°0 DN DN A4 4} 6¢ Apreg P8OT  PLFI z-18
400 €1°0 982°010C  ¥¥'1- ¥vT- N EON 0Z°C 4} 6¢ umowsun)  06°9T  E€LFL  LLZTS
900 600 €YL°010C  1¥°€- G0°0- ON ON 60T 4} ge umouwsuny  06°9T  ILFL  TIT-€ES
€00 800 GZT'0T0C  ¥6°0- 0z°¢ ON ON 99°0 4 6¢ ayer] 16'9T  TLFT £8-GS
610 €10 Z8T°0T0C  8¥°0- L0°€ SOK SOK L6°TT Tl 6¢ umowsun)  08'LT  0LFT v-€S
GE'0  TTO $€0°010C  ¥8'C 98°2- 1 SOK SOK vove 1T €€ Apres €9°LT  0L%T zI-¥S
¥T°0 ST°0 07600 09°%- 0L~ Sox SOx L8°G 4 7S umouyu()  0Z'LT  0LFT 29-98
€00 600 162010 T8'G- 16°0 ON ON $6°0 4} 6¢ umowun)  g6'9T  FOFT  861-GS
200 600 SPT'0T0C  18°0- Lve ON ON 1T°0 4} 6¢ ayer] FLOT €971 9€-€S
900  IT0 €6£'800C  CI°0 ¥€0 ON N 012 4} 6¢ Apey 6L°9T  TOVIL €-0S
€00 IT0 L¥L°600C  TT¥- 16°1- ON ON 1€°0 4} 44 umowsun)  ¥89T  8G'FT  9ETFS
010 0T°0 619°600C  88°0- 88°¥- ON SOK 66°C o1 L1 umowuny  09°LT  89FT  TGEPS
210 TIo €YT°0T0C  08°€ 96°0- SOK SOK 092 8 9¢g umowyun)  ¥89T  89FT  FIE€-€S
€60 LT0 910010z 8T'T 8g°€- 1 SOK SOK IS Z A 8¢ oer] 9L’ LT 99FT  6¥C-€S
80°0  ZT0 GOF'0T0C  98°G- g0°¢- ON ON 00T 4 43 umouyu()  O0¥’9T  GEFT ¥9-95
900  ZT0 L12°010  €9°0- e1°e- ON ON G9°T 1T L8 Apreg 8T°LT  PSPIL 96-€S
400 110 €90°010C  ¥L°T G9'T N EDON 6€°g 4} 6¢ aer] 9z'LT TSV £2-CS
600  IT°0 G96'600C  6.°C- 8G°T LN LN ive 1T 8¢ aer] Ll IS9P 0Z-€S
G0°0 600 861°010C  T¥°€- 86°0- ON ON 67T 4 6¢ umowyun)  8¢'9T  6FFT  80T-€S
800 €10 188°TT0T  ST°9- 08°2- ON ON 66°0 1T g umowun)  €6°9T 6% VI 0L-9S
ZI'0 600 ¥L0°010C  ¢9°€- 0¥’z SOK N L9 4 6¢ ayer] TL9T  LPPT 6ET-PS
G0°0 800 6096002  ¥8'€ €Ty ON ON 291 [0} 81 umousu()  89°9T  L¥'FT  0LI-SS
610 LTO TE0'0T0C  §L°0- ov-e- SOx SOX 18'8 4} 6¢ oer] FO'LT  SPPT LSI-€S
€10 €20 $S1°010T  6€°0 89°¢- DN DN ¥6°GT  CL 6¢ aer] Ll SPPL 0L-2S
€0°0  0T°0 280°010C  §8°0- €9°C ON ON [490] 4} 6¢ aer] GL9T  E€FVI §.-TS
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

187



0G'TT
LE°S
1691
0g'1T
61°8
6€°92
629
T19°¢
vy
€6’V
ev'1e
8€ETV
89°C
6EVI
e
8G°¢
LT L
€9'¢
€6°L
99°1
6€°8
€9°¢C
71’8
[4
o8 VI
[4aloas
(44
STVI
10°6
L6°0
G8'6
79°0€
w1
8¢°0

600  TT0 6L€°0T0Z  0T°0 16°0 1 EIN SOx 61°0T 1T 69 Aprey 8T'LT  €T°CT 1-08
S0 9T0 80T'600C  S0°0- T6°C SOx LN $9°'9 6 gg umouwsu)  19°LT  gT'ST 0€-2S
¥0'0  0T°0 €9T°0T0C  LL'T- 18T ON ON 9T°T z1 8¢ aer] LyLT Tesl ze-€s
80°0 €10 ¥€6°600C  8€'T- ¥9°0- SOx SOx z0°€ 4} gg aer] TgLl TTSL 6€-1S
¥0'0  0T°0 YOT'0T0C  20'€ q1°0- ON ON Gg°0 4 6¢ umowsuny  Lg°LT  1T°GT 16-€S
€0°0  0T0 090010 292~ 88°0- ON ON 99°0 4 6¢ ayer] veLT  1T°GT 1.-2S
90°0  0T0 TLz0T0C  PI'T 79T ON ON 9€'T 4 44 oer] 9%'LT  0T'ST z1-2s
400 1IT°0 009600z 61°C- 06°0 ON SOK eLT 4 8¢ o] 6v'LT  61°GT gg-zs
L00 IT°0 €11°0T0¢  00°9- ST°2- ON ON PT'T 4 6¢ umouyu()  9¢°LT 69T ¥¥-9S
Iz 08’1 8L9°0T0C  L6°€ 16°1- SOx SOx 088G ¢ L umowsun)  €T'LT  6T°ST  89T-FS
€0°0  0T0 G8T°0T0C  €8°C- P81~ ON ON 9¢°0 4} 6¢ umowsuny  €0°LT  B6L'GT  SSI-€S
¥I°0  2T'0 0€9'600C  CT°0- 18T LN LN L0°g 6 el umowsun gyl 8T'GL 6L-CS
110 910 8€.°600C  98°0 8% LN SOK 0z'€ 1T L8 ayer] Ll LTGT GTEPS
€0°0  0T0 122°0T0Z  09°¢- €70 ON ON 1¢°0 4 6¢ umowun)  9¢°LT  9T'GT  6S1-GS
80°0  €T0 906°600C  S¥°0 L8°0 SOK ON £V'C 8 L8 Apres PI'LT  PI°GT 1€-0S
$0°'0 010 ¥L8°600C  €L°G- 9T'1- ON ON 0z'T 1T L8 umousu()  68°9T  €I'ST  €61-¢S
L00 IT°0 180°0T0Z  $9°0- 60°€ ON SOx 20T 4} 6¢ Arreg Te LT ET'ST €-€S
110 110 118°600Z  $6°0- L6°T LN SOx ¥9°g o) 8¢ ayer] PELT  €T°GT 91-€S
€20  8T0 8G€°0T0C  LT'€- 60°€ 1 LN N 08°8¢ 4} 6¢ aer] LELT  TI'ST  TLIFS
80°0 600 080010 9€'T e ON ON LLT 1T 6¢ aer] 00T TT°GT LE-€S
G0'0  TIT0 GTL600C  L9'T vIg- ON ON GL°0 4 6¢ umowuny  gg'Ll  L0°GT  9TZ-€S
€00 ITO 600°0T0C  2€C- €0°T- ON ON 69°0 1T 68 oer] 7°LT  L0°GT 29-2S
G0'0  0T0 9€9°600C  9€°0- L1°0 ON ON ze'T 4 44 Aprey TTLT L0°ST g-0S
900 €20 $S7°600C TP 0- 210~ 1 EIN Sox 16°L€ 4} 0¢ ore] Ge'LT  FO'ST 8T1-0S
¥0'0  0T°0 LL6°600C  00°0- gz '1- ON ON 61°T 4 43 Apreg €Ll PO'ST £€-1S
00  TI0 0L2°010%  L1°0- 99°T- LN SOx £r'e 4} 69 umowsuny  0g'LT  ZO'ST 16-1S
600 €10 99T°0T0C  L8°G- 1€°e- ON LN 62°C 4 £r umowsuny  09°LT  66'FL L€-9S
G0°0  IT0 IST'TT0Z  06'T- 96°C ON SOK 112 4 el ayer] YLl 86'FT 11-€S
900 600 128°600T  L€°€- 8T ON ON 12T o1 8¢ umowyun)  T¢°LT  86'FT  €TT-€ES
LT'0 LT'O €18'600C  G¥°G- GL°0- SOK SOK 1€°€T 1T L8 umowun)  06°9T  €6FT  €EI-GS
800  IT'0 926°600C  99'T- €1'e Sox SOx e 4 1€ are] e€TLT €671 €L-CS
€00  0T0 Z80°0T0C  ¥L'C- 19'% ON ON 9¢°0 4} 6¢ oer] 8T°LT  16°%T 66-9S
0Z°0 610 99T'600C  €T'T LT°G- SOx SOx 96°% 0 ge umowsu  — 06T  CIT-SS
61°0  0T0 969°.00C  S¥'T 4N LN SOx 89°9 9 9z aer] 6€°LT  68FI  €¥Z-GS
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Joud,) edAL (61D) EElel 10 odAT, e SeN
adl  SIWH 07 0 0z ELN PAELTINERPAR L7N pesx SIYSIN  SIYSIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

188



8L
€91
(44
98°L
g1'6
L8'ET
8TV
L0°L
829
€L°T
gc'1
26°G1
9¢°1
69°LT
VLY
8’7
9991
629
vvet
vee
€9
Ve lt
aR've
09'%
89'8
80°9T
ge'6
9¢°9
v4'02
88°¢
79°8
VLV
1281
109

Z10 110 G0L°600C  €9°0- 9€°C SOK SOK iZ4) 1T 8¢ oer] 6v'LT  GE9T 19-2S
FI'0 %10 €69°600C  1¢°T- 0L°T LN BN 1€°9 8 gg Arreg 87 LT GE'ST 08-S
9€°0  8T°0 96%°L00C  LL°T- £ I- DN DN 6666 0 L1 umowsu  — P61 9L-€S
010 9T°0 §99'600C  ¥9°'T £ve- 1 N EON €9¥T Tl a4 umowsun) €8 LT CEGL  9T€TS
2o ¥I0 Tg0'010C  €T°€ 62°1- N LN 62°€ o1 L8 umowsuny  L8LT  CEGT  6SI-€S
G0°0 600 060°0T0C  2¢'I- 7€ ON ON €11 4 6¢ ayer] LyAT  TE€ST  98T-€S
800  IT0 ¥82°010C  L9°€- 16°% SOK SOK 98°€ 1T 6¢ ayer] TL LT TEGT 2z-9S
LT'0 LT'O 66776002  88°0 20°0 1 Sox Sox 0zzr 11 1z umouyu()  8G°LT  T€GT gg-0s
900 IT°0 186°6002  1¥°0- vy ON SOx g9'T 1T 6¢ umouxu()  09°LT  TI€GT SvvS
9z°0  0T0 899'800C  I¥'T zeT- 1 DN DN ¥rEr 6 LT umowsun  96°LT  T1€'GT £9-1S
010 P10 L18600c  TI'0 44l LN EON T0°€ o1 9¢g umowsun)  TgLT  0€'GT 09-6S
€00 0T°0 ¥¥6'600C  €T°0 16°€ ON ON [40] 4} 6¢ umowsuny Ly LT 0€'GT  8¥E-€ES
010 0T0 §99°L00C  1T°0 €€°0 SOx ON ve'e 4 42 Aprey Ge'LT  0€°Gl 92-0S
400 TIT°0 2Ty0T0C  €0°€- q1°e- SOK SOK G9°C 4 8¢ umowyun)  G¢'AT  6TGT  89Z-€S
010 €70 099°600Z  OT'T 82T~ SOK N ve'e 0 143 umowun  — 62761 av-TS
110 ST0 28¢°0T0C  68°C- 67°0- 1 Sox SOx 6V'¥T 0T 7S umowu)  g&LT  8TGT  90€CS
$0'0 600 169°6002  ZT'¥- 99°0- ON ON feteslo] 1T 6¢ umowun)  GgLT  8T'GT 98-S
400 01°0 600010 9T°C- G6°T ON ON 9G°T 1T 6¢ Apey vl 8T'GT 62-2S
S0°0 600 L81°010%  L¥'T- 99°T ON ON ¥6°0 4} 8¢ umowsun)  6¢°LT  8T'GL ¥8-2S
80°0  IT°0 L01°600T 917G~ veoe- ON ON VLT 4 9r umowsun) 99T LT'GT ¥1-9S
G0°0  ¢T0 091°600Z  90°0 98°C ON SOK S1°C 1T €T umowsun)  gg'Ll  LTGT 28-2S
¥0'0 600 166600 9¥'T- 69'€ ON ON 650 43 8¢ ayer] 8¢ LT  LT'GT  ¢8€-€S
600 €10 807°0T0Z  0€°€- 9€°2- Sox Sox 88'C 4 6¢ umouyu)  99°LT  9Z'GT zT¥S
GT°0  2T0 $80°010¢ 18T ge'T- 1 SOx SOx 8T'6T 0 0¢ oye] — 9T°ST  T9T-€S
80°0  0T0 820°0T0C  09°€- €0°0 ON ON PLT 4} 6¢ umowsun)  ggLl  GTET  LTTES
L0020 PP1°010T  99°0- 66°0- ON EDON T8'1T 1T 69 umowsun)  Lg°LT  GT'GL ze 1S
600  IT°0 9zZ1'010C  ¥I'C- 08°0- LN LN ve'e 4 6¢ aer] v LT QTG 6v-2S
80°0 600 ¥29'600C  0T°0- L9°T ON ON iZd" 4 6¢ umowun  FpLl  GTGT €9-1S
€00 600 $GE°010C  ¥E'G- ¥0°'T ON ON VI T 4 6¢ umowsun)  Gg'LT  PTGT 86-GS
G000  TIT0 G99°600C  12°0 qLY ON ON 06°0 1T et oer] 8V LT VTGl LLEVS
G0'0  0T0 068°600C  L¥'€- 0g'0 ON ON 120 [0} 8¢ umousu()  6%'LT  ¥C'ST  T6I-ES
$0'0 010 60T°0T0C  S¥°G- Ty T- ON ON TT'T 4} 6¢ umowun)  6¢°LT  €TGT  9ST-GS
200 00 $26°L00C  89'T 10°0 ON ON 1T°0 0 6 umowsu  — €761 zg-1S
900  IT°0 110°0T0Z  90°0- 67°0 ON ON 8T'T 4} 9z Apey 1€°LT €3¢l 11-0S
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

189



98°CC
veIT
191
cg'e
26'1
0L°¢g
ev'er
€9
€0'¢e
10°€
cL'T
L9°8
(4]
9.9
ge'g
€v'g
€9°L
886
4
86°L
vev
VvIL
ve'e
09°GT
€Lce
80°Ct
99'8
26°9
L6°LT
ST'IT
L9V
8V°L
08°c
L9°€

700 80°0 GL0°0T0Z  €0°2- g ON ON ¥9°0 4 69 Aprey €9°LT VST FIEFS
010  LT0 €90°710C  ¥€°0- 19 1- BN ON 0L¥ 1T 8% umousu()  L9°LT  T¥'ST  GLI-IS
600 ZT0 L6€°600  0€°€- 0¥°0 EDON DN 12°9 o ¥€ umowsun) €8 LT EF'ST  8TI-€ES
900 .00 6€L°010C  98°%- €0°¢ ON ON 0g'T 4} 6¢ aer] €L°LT  THST 08-9S
600 €10 8.8'600C  6€°0 6¢°€ ON ON 99°T 1T el umowsuny  Lg° LT IF'GT 1€-€S
900  IT0 6€0°1T0C  €9°1- 0.2 SOK SOK 96°C o1 6T umowsun) 19T TI¥'GT 29-€S
900  0T0 0¥Z'0T0Z 992" 18°% ON ON 0z'T 4 8¢ ayer] €8 LT TP'GT  TEI-GS
400 2T°0 ¥99°600¢ 990 87T ON ON €6°T 8 8¢ umousu)  €LLT  T¥GT 0g-1S
820 920 Z8Y°¢T0C  ST'I- 8L'T SOx SOx 8G°0T 0 44 umousu)  — 0v'ST  §¥eCS
$I°0 010 T8T0T0C  TY'T ¥6°€ LN DN L8°F o1 6¢ umowsun)  g9°LT  OF'ST  GLEPS
600  0T0 L¥6°600C SS9 T- €9°0- LN EON TL'T 1T 8¢ aer] 9¢°LT  OF'ST 8Y-1S
210 TIo €0€°010C  60°C- L¥°0- SOx LN LLY 4} 6¢ aer] 19°LT 66T 17-2S
920 9T 96%°010C  LL'T- jans 1 SOx BN €9°T¢ 1T 6¢ umowsuny  96°LT  6€GT  88I-FS
800  €T°0 890°0T0C  ¥0°C- 86°T ON ON 81°C 1T 6¢ ayer] 08°LT  6€°GT 18-2S
600  0T°0 061°0T0Z  8%°G- 99°0 ON N GE'T 4 872 umowsun)  LL°LT  6€GT  8€TI-GS
600 TT0 ¥96°600C  LET- 16°C ON ON 02T [0} LS umousu()  ggLT  6€°9T £2-€S
S0 €T0 TP8'600C  €€°C- z8°0 1 BN LN S99 1T 6¢ aer] L8LT  6€°ST 69-2S
€00 800 L20°010T 65T 00'% ON ON £7°0 4} 6¢ umowsun)  €LLT  6€SGT  6LEPS
S0°0 600 0€€°010C  ¥0°€- a8y ON ON 2T 4} 6¢ aer] 9¢°'LT  8€'GT  8LI-GS
120 610 069°600C  1T°0- 0z'€ o} N EON 8€°9Z 0 8¢ umouwsun  — 8€°GT 12-€S
900 0T0 1LT°0T0T  T¥'¢- eV ON ON 8€°T 1T 8¢ umowsun) 8¢ LT 8€°GT  I¥I-GS
€00 600 €62°0T0C  OF'T 9TV ON ON Lv0 43 44 umouwyun) g9 LT 8€°GT  9LI-FS
110 ST 860°600Z  00°'T ¥8'T SOK SOK €97 1T 8¢ oer] LLLT 86T v€-2S
€00 600 SY0°010C  ¥¥I- L9°€ ON ON £7°0 4 6¢ umowsun)  ggLl  8E€'ST  6TE-ES
200 0T0 98T°0T0C  L6°€- gv0- ON ON 0€°0 4} 6¢ umowsun) 8¢ LT 8E'GT 8-S
S0°0 800 1€2°0102  $S'1- 09'% ON ON 12°0 4} 8¢ o] oLl LEST  TIEPS
400 0T°0 670°800C  0T°0- 0L°€ ON ON 92T 4 81 aer] 9L LT LE'GT 8€-€S
900  IT0 ¥G¥'600C  08°F- qg°e- ON ON ¥9°T 4 8¢ umowyuny  g9°LT  9¢°GT  €TI-GS
900  0T0 0ZT°0T0Z  €8°0- ze'e ON ON ST T 1T 67 umowun) 19T 9€°GT £€-€S
G0°0 600 066°600C  8€°G- 8E'¥ ON ON 00°T 41 6¢ umousu)  L9°LT  9€°9T 8L-9S
900 IT°0 Z81°0T0C  6€%- €0'¥ ON ON 29T 1T 8¢ are] 8GLT  9¢°GT  ZIZ-SS
$0'0 010 8ET'0T0C  6L°G- TLT LN LN 0v'e 4} 6¢ umowun) g9 LT GE'ST ¥-9S
010  0T0 199°6002  20'€- 91°0- DN DN €€y 8 9¢g umowsun) 9y LT GE'ST £7-€S
900  0T°0 1.0°0T0Z  9T°0 L0°'T ON ON 6L°T 8 L8 umowsun  G9°LT  GE'GL 62-1S
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

190



89°61
ce9
0T'v€
€9°C
ve1
09°'1
98 7€
€6°0
[4mn
6C°L
18°9
99°¢
LLO
LT'1
Vg
Le'TT
OT'€T
g9ct
0g'1
LET
96°C
8€°CI
cT'g
gg'c
909
61°C
v8cl
7061
88°T
€0°L
80°C
6T°L

8G'1C

67°L

$0'0 110 9¢7°010¢ oN 970 z1 8¢ oe] €8°LT  1IG°ST L9-TS
IT0 210 90£°0T0C Sox 7' eI 6S umouyu()  TLLT  IGST 92-1S
$0'0 110 280°010¢ ON 060 1T 8¢ umousju)  88°LT  IG'GT £v-2S
1€°0  €£0 €69°L00C sox vice 1T 44 Apreq 0LLT  1G°6T 91-0S
gI'0 110 €6L°010C sox 89'C 6 0g umowsu)  ¢8°LT TGS T-LS
€10 ¥1°0 T29°600C sox 01°g 0 €g umowsu)  — 08°9T 8€-1S
$0'0 ¢TI0 822°010T ON 780 4 6¢ umowsun 98T  09°ST  SOT-¥S
$0'0 910 G8€°T10T sox 6L°L 0 ge umowsun  — 09°ST  07€-9S
010 €T°0 911°600¢ oN €8¢ 0 LT umouu)  — 08°GT T6-€S
800  gT'0 895°0T0C sox ¥9'C 1T 6¢ o] L9°LT  09°ST  ¥€1-¢S
ST'0 €10 6.0°010C sox (44 1T 6¢ umowsu) 08T  0G'GT $9-1S
900 010 660°0T0C ON 291 1T 6¢ umowsu) €L LT 09°GT 9¥-2S
600 110 0T1°010% ON [4aid L 6€¢ umowsu)  8€'8T  6¥'GL $2-GS
600  TT'0 TLI 10T oN 08'T 6 9% o] G8'LT  6F'ST  ThI-9S
0z'0 IT°0 728 L00T sox [4< 0 ov oe — 67'GT 82-0S
80°0  TIT'0 2S0°0108 sox 24 1T 6S umowyu()  F6'LT  6¥'ST  €0TFS
00 600 z80°0T0C oN €21 1T 6¢ aer 8L°LT  8F'ST  €8€-€S
800 €10 ¥76°€10T Sox 9% z1 8¢ umousu()  €8°LT  8Y'ST  LEP-€ES
600 €10 99%°0102 sox e S 44 umowsu)  g6'LT  LP'GIL 96-¥S
€€'0  1¥'0 069'600% sox 66°9YT 9 8T o] L9°8T  L¥'GT 99-2S
600 110 828°600C sox €2°€ 4 149 Apreq 99°LT  LP'GT 0v-zS
$0'0 110 650°010¢ oN 680 o1 24 oe] $9'LT  LV'ST  80£7CS
110 2I0 822°010¢ sox (484 A 6S umouyu()  gLLT  LV'ST 29-0S
€10 TT'0 9888008 Sox 1€°L o) €€ oe LLLT LVST 9-18
900 800 §L6'600C ON 8Y'T 1T (4 ae] LLLT LYST 8¥%-9S
€20  ¥T'0 L12°010% sox L0°TT 21 6¢ umousu)  LT°8T  L¥'GT 89-2S
1000 €10 0L6°600% ON €61 6 i o] 0L°LT  LY'ST 99-1S
20’0 80°0 181°010% oN €70 z1 8¢ o] TLLT LP'ST S9T-GS
zI'0  gl'o Tv9°600C sox 62°S 4 8¢ Apreq €9°LT  9V'Gl 61-0S
$0'0 110 01€°0102 oN 680 1T 8¢ umowyu)  €z°LT  9¥'ST  60%-€S
01T'0  TIT'0 120°010% Sox S0'¢ 1T 6S umouyu()  88°LT  G¥'ST 2918
¥0'0 010 292°0108 ON 60T z1 6¢ Apreq 09°2T  SF'ST  FIE€-€S
00  TIT'0 L22°010T ON 80T z1 6¢ umowsu)  €LLT  FPGIL £9-2S
00 010 $98°600% oN PIT z1 82 umowsu)  T9°LT  FF'GIL 09-2S
(H) (,31) (H) (,31)
‘120 ‘39 odAT, Se Sen
¥dl  SWY 07 PARLIN pesx sSIN  sIYSIN  [eapoedg  umON  UBON Te3g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

191



06°0T
eraxd
79°01
6L°9
Lv'9
oe'1
e
IT°0T
€9°C
L6°€
¢6°C1
v9°¢C
80°T
8L
61°1C
ce 0T
06°¢
0z'¢g
08¢
LT'1
G6°0
8L°9
LEY
61°GC
8gCI
Ty
ge's
L9°C
8€'C
g9°€
8T
G6°61
ST'1
6L°0

900  0T'0 TS0°0T0C  99°¢- 10°¢ ON ON ev'T 1T 9¢ oer] 88°LT  19°GT 82-9S
910  9T0 910°0T0¢  ¥0°¢€- z8'C LN EDN T9°L o1 8¢ umousu)  9z'8T  T9°GT L9°%S
110 ¥1°0 1,0°0T0Z  8¥°0 8L°C- EDON DN 0S¥ 4} 6¢ umowsun)  GI'8T  09'ST  89Z-CS
80°0  ¥T0 L22°010  T1E°T- €970~ ON ON 9T°T 4} 91 aer] 6L°LT  09°GT 9€-1S
80°0  0T°0 676'600C  69°C- L1°0 N LN 18T 1T 8¢ aer] 6L°LT  09°ST  TIZCS
010 IT0 ¥69°600C  99°G- z8°1- SOK SOK 9€'¥ o1 8¢ umowsuny  08'LT  09°GT  0TZ-GS
€0 €20 €9.°600C  CE'T 1T°1- 1 SOK SOK L¥'9S 0T L8 umouxu) 8081  6G°GT 9g-1S
G000  TIT0 L€2°0T0C  68°€- 0% ON ON 88T 4 9€ o] TLLT  69°9T  €71-GS
01’0 IT°0 L6T°600C  ¥<°0- S0 Sox SOx 9g'¢g 4 44 umouyu()  g8'LT  6S°GT 29-0S
$0'0  01°0 188°6002  10°9- 9270~ ON ON TL0 4} 6¢ umowsun)  €8LT  69°GT 8-9S
S0°0  0T°0 $22°010c 18T 0z°C LN EON 12°C 4} 6¢ aer] G8'LT  89'GT 08-S
400 TIT°0 09T°600C  €€°G- 69°€- ON ON 81°C 0 6T umouwsun  — 8G°GT £9-9S
€10 TI0 88T°IT0Z  9T°0 €e'g SOx BN £8°€ o1 67 umowsun)  I8LT  89'GT  88Z-GS
600 €10 €€T°0T0C  ¢T'€ 68°0- ON ON 48T 4 6¢ umowyu) €8 LT 89°GT  80I-€S
€00  IT0 40z°010  ¢TI'¥- G6°0- ON ON 67°0 4 6¢ umousu)  89°LT  8G°GT L16-7S
400 TT°0 286°600C  69°0- 98°C ON EDN 9v'T 4 LS o] G6°LT  89'ST €8-S
10 STO 199°6002  SL°0 16°1- BN LN 98'¥ 1T L8 umowu)  GO'8T  LG'ST ¥S-1S
00 1T G19'600C  9T°G- 98T~ ON ON T8'T 1T 44 umowsun  LL°LT  L9'ST $TI-GS
00  0T°0 8YT°010C  L8'C- 1L°0- ON ON 9% T o1 9¢g aer] T8LT L9ST LTE€CS
10 IT0 €€1°600C  64°0 0g'e SOx EON €9°G 0 61 umouwsun  — LG'ST  09T-€S
ZIo  LT0 882°C10C  €T'1- 0g°¢ SOK SOK e 4 6 ey ayer] 08°LT  G9°GT  TGT-GS
800  ¥T0 ¥¥S 600 9V T- 189" ON ON 08T 4 6¢ umousu) gy 8T 9SGl 9-GS
900  TIT0 2gL’600C  ¥¥0- L€°0 ON ON 8L°C L LT oer] 8G°LT V49T 62-0S
€00 0T°0 8€0°0T0C  LE0 6€°¢- ON ON L2°0 4 €g umowun)  16°LT  FSST  691-€S
600 ZT0 8L6'600C  8%'C- 17°0 DN ON TeT 1T 8¢ aer] €6°LT  PS'ST  861-CS
L0020 TI€'010C  €€°C- 88°T- N EDON 18T 4} 69 umowsun)  GL LT PSGL 0g-€S
210 TIo 9¢8'800C  ¥9°0 69T LN LN {4 o1 L8 umouwsuny 0081  G'GT gg-TS
900  0T°0 66£°010C  g€'€- 90°0 ON ON 9z°T 6 v umowyun) gL LT €9°GT  6EI-€ES
80°0  0T0 190010 0Z°€- GEV- ON ON 61°C 4 872 umowyun) 1081  €9°GT  90T-GS
ZI'0 €10 LT7°010C €770 19°1- SOK SOK 20°G 41 L8 umousun)  TLLT  €9°GT L¥-1S
01’0 TT'0 192°L00T  8L'T 200 SOx ON 08¢ [0} 1z umouyu()  ggLT  €9°9T 65-TS
L0020 L61°0102  TF'0 61°€- ON ON €9°T o1 o¢ oer] 96°'LT  €9°ST  601-€S
400 110 £€6%°600C  SP°0 62°€ DN ON 00°¥ o 9r umowsun)  G8LT  Z9'ST ¥Z-€S
400 8T°0 Tre'010C PP Y- AN & LN ON 08'G 0 6¢ umouwsun  — 298l IPE-9S
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

192



96°0T
60°C
L9V
LT'8T
687
e
Z8'C
c9°€
I8
80°C
040
92°9C
V691
v
9T V1
€8°C
L9°C
oect
99°L
L6°9
LE°G
90°¢9
68°0C
88'8
LE'T
091
68°8T
26°9
€67V
9L°G
L9°9
296
67°Ct
gc'e

600  ¥T0 1L9°6002 10T 09°2- SOx Sox 244 4 6¢ umowu)  9z'8T  89'GT  T92CS
400 TIT°0 T6¥'0T0C  1T°9- 1€°¢ ON SOx 61°C o1 9g oer] 00°8T  89'GT  TI8T-9S
00 1T T9L°600C  60°G- 19°¢- EDON N jeiatd 1T 8¢ umowsun)  90°8T  89'GT £€-9S
€00 800 1.0°0T0Z 86T LTE ON ON €L°0 4} g umowsun) €081  L9'GT  OFI-FS
00  0T°0 689°800C  GT°G- €6°C- ON ON €0°T 4 9¢g umowuny  g6'LT  L9°GT  60Z-GS
G0 ¢T0 09g’IT0C 18T 2z 0- SOK SOK G9°L 1T Ly Aprey ve'8T  L9°GT 9L-2S
€10 ¥T°0 ¥6€°600C  €8°'T- LL°0 SOK SOK 299 0 fet4 umouwun  — L9°GT  LOT-TS
400 T1T°0 £76°600C  8T'T 87T ON ON €9°T 1T 6¢ umousun)  08°LT  99°9T g9-TS
€00 0T°0 16L°600C  LV'G- 70°0- ON ON 09°0 4 6¢ umousu()  98°9T  99°¢T  9TI-SS
GZ°0  STO 819'600C  6T°€- 16°0- 1 LN DN €82l 0 ¥T umowsu  — 99T TET-ES
81°0  8T°0 86€9°600C  ¥€'9- 60°0 ON EON 454 6 8¢ umowsun)  g&LL  G9°GT 0%-9S
¥0'0 600 9IT'IT0C  €9°C LTE ON ON LE°0 4} o¢ umowsun) 9L LT F9'GL 16-7S
200 010 €ET°0T0C  LEF- 84°C- ON ON 0€°0 4 ge umowuny  10°8T  F9°GT qT-gs
900  IT0 L0€°600 970 €€~ ON ON €0°C 0 144 umouwsun  — ¥9°G1 Le-1S
G0°0  TIT0 2€T0T0C  19°€- L6°T- ON N 86°T 4 6¢ umousu)  G6°LT  $9°GT 0v-¥S
¥T°0 LT°0 698°600C €71 60'€ SOK LN 89°L 0 143 umowun  — ¥9°ST  9LT-€S
600  ZT0 1$8°6002  SS°0 ST°0 BN LN $6°C 1T gg aer] T8LT  F9'ST L2-0S
00  0T0 $60°010  FL€- 48 ON ON 68T 4} 6¢ ayer] L8°LT  ¥9°GT ¥r-gS
LT'0 ST'0 ¥2T010C  CT'€- 9g°T N LN 9%°9 1T 6¢ umowsun)  y¢'8T  F9'GT  6TTES
G0°0 600 G96'600C  19°%- QI T- ON ON ¥qT 4} 6¢ umowsun)  68°LT  €9°GT  €LTPS
G0 9T°0 6€7°0T0C  99°0- PANCE SOK SOK 0g'9 1T L8 umowsun)  Lg'8T  €9°GT  FOI-€S
¥0'0  0T°0 700°800C  T0°G- 672" ON ON ¥9°0 1T L1 umowsun)  8L°LT  €9°GT  08T-GS
€00 0T0 €ET°0T0C  &V'e eLe ON ON 170 4 0g umousu()  g6'LT  €9°¢T  LIOT-FS
600  0T°0 SYPL00C  SLV- el a4 ON ON 6€°C 4} 81 umowun) G081  €9'ST  9TI-GS
600 €10 €90°010C  ST°0 €9°C EDN Sox 89°C 1T 6¢ aer] 8L°LT  TY'ST ¥9-2S
G0 ZI0 6€8°010C  ¥9'T €€°0 N EDON 60'8 L id aer] 68°LT  TY'GL P18
600 TI0 6€€°010C  09°%- €T'T SOx N 81°€ 4 67 umouwsun)  60°8T  €9'GT  08Z-FS
¥0'0 600 961°010C  TT°¥- 00°¢ ON SOK 96°T 1T 44 ayer] G8°LT  €9°Gl 9g-9s
G0 €10 G60°0T0C  L6°0 671~ 1 SOK SOK 049 1T qg umowun)  66°LT  €9°GT 8G-1S
G0°0  0T0 78.°600C  0€°G- ¥ 0 ON ON £9°0 41 9¢ umousun)  ¥'LT  g9'GT 08-GS
400 60°0 186°800C  L9'T Jeteg 2 ON ON 08T 4} 81 umousu()  TF'LT  T9'ST  0IEFS
S0°0 200 92.'800C  TI'T 6% ON ON ¥6°0 4} ge umowsun)  L0°8T  T19°GT ¥6-GS
LT'0 %10 0Zg'010C  LO'¥- 0z'€ DN DN L8°€T Tl 6¢ aer] 06°LT  T9°GT gg-¢S
10 TI0 269600  ST°C 67°0 1 LN LN ¥0'6 o1 9r umowsun)  86°LT  19°GT 4 ds
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

193



119
70°'8
8€'C
080
6L°C
9
946°C
19°9
v6'€
LT'T
9€°8T
€r'9
0g'9
66°C
09°C
L8°6T
68°€T
L9°€
G6°L
€L'8
Lv'e
68°C
LO'¥
€9V
VL8
Gg8'c
29'C
Gg'9
9¢'1T
8T'GT
9%'9
€89
€Tt
9LV

ZI'0  ¢T0 2€T’800C  99°T- €L°C SOK ON 8T'€ o1 62 umousu) 9087 9L°GT 06-€S
€00 600 1€2°0102  $0'9- 81°C ON ON 9z'T 1T ¥ umowsun) 8081  9L°GT  LIZFS
10 180 TRT'ETOC  8L°0 96°T- DN DN 9% 0T 0 0z umowsu  — §L°GT  9¥€-CS
81°0 610 €09°600C  61°F 69°€ N N G9°L 0 €T umowsun  — GL°GT  LET-GS
91°0  ¥T°0 00€°0T0Z  ¥I'T 96°0 SOx LN Tr'9 9 9¢g umowsun)  66°LT  GL'GT I7-1S
G0°0 600 G90°0T0C  €9°€ 12T ON ON 20T 4 6¢ umowsuny  LT°8T  GL'GT  €TI-FS
010  ¢T0 €09°600C  VI'C- 40} SOK SOK 18°€ 1T 6¢ umousu)  gg 8L FL'GT ¥¥-2S
400 T1T°0 L€8°600C V1T ¥L0 ON DN T8'1 4 6¢ o] GT'8T  ¥L°GT 19-2S
12°0 020 1€T°010T  8S'T 502~ 1 SOx SOx g6'8T ¢ et umowsun)  9¢'8T  FL'ST  80TCS
G0 IT0 126°ST0Z  06°0- gl LN DN L8°F 1T €€ umowsun  LL°LT  FLST  80T-0S
¥0°0 600 82T'010C  ¥9°C- 6LY ON ON £€9°0 4} 6¢ aer] 88°LT  PL'GT  LTI-GS
0Z'0  TI0 €9€°600C  8T'€- g8 1- N LN Lyl Tl £v umouwsun) €8T  PLGT  99Z-€S
€10 €10 402010 T9°0- 19 1- SOx BN G629 0 €€ umouwsun)  — YL 6T 0v-1S
80°0  TI0 0€0°0T0Z  0€°€- €e'T ON ON 6€°T o1 8¢ umowyun)  QI'8T  PLGT  SIC-€S
€10 €10 12600 €€ 0¥’z SOK N G9'8 0 Le umowun  — TLar v S
110 €10 GZY 6002 100 £9°T- Sox SOx 98°'C 4 6¢ umowun)  80'8T  TILGT  002-CS
910 610 628°600C  LO'T- 9¢°C BN LN 81°6 1T 6¢ aer] $T'8T  TLST 99-TS
80°0  ST0 $$6°600C  8LT- 16°1 ON ON 11T 1T 9g aer] 80°8T  0L°ST  TIST-€S
G0°0  0T°0 ¥$9'600C  8L°C- 66°0 ON ON 161 L L8 aer] €0°8T  0L°GT  61€CS
900 0T°0 189600 082 veoT- SOx ON 12°C o1 8¢ umowsun)  z0'8T  0L°GT 99-€S
10 €10 609°600C 61T~ LG°T SOK SOK 6L°€ 0 19 umouwsun  — 0L°ST  0LI-TS
600 €10 Z8%°600C  8T¥- 09°%- ON ON LT 6 qg umousu) 18T 0L°GT 9€-9S
010 600 296°1T0C  ¥9'T €6°¢ Sox Sox L8972 [0} 6¢ umousu()  LL°LT  OL'ST  LOT-¥S
010  ZT0 G9€°0T0C  L9°C- 1L°1- LN EDN ¥0°G o1 6¢ umousu)  88°LT  0L'ST 16-€S
600 €10 GIF°010C  €F°¢€- 1z°¢- 1 EDN Sox LL8T Tl 6¢ umowsun gL 69°GT 1€-%S
80°0  IT0 828°600C  0T'9- 89°0 ON ON 19°T o1 8¢ umowsun)  68°LT  69°GL 0€-9S
€10 ¥T0 998'600C  9T°€- il SOx N 16°C o1 6¢ umouwsun) 8081  69°GT  STT-ES
900  IT0 699°0T0C  ¥9°0 66°0- ON ON 9g9°T 4 0¢ ayer] 10°8T  69°GT 1e-1S
610  ¥2°0 1L1°210T  ¥2°9- 19°1- SOK SOK 18T o1 qg umowsun)  L6°LT  69°GT 2g-9s
Lv'0 620 9.6'600C  T¥'T L0°€- 1 SOK N gz'8e 0 qg umousu)  — 69°GT  L9T-€S
110 IT0 0v1°0T0C  ¥9°¢- 0%°0- SOx SOx ge'e 1T 8¢ umousu()  FY'LT  69°¢T  €9T-€S
010  ZT°0 1€5°6002  9T°¢- €6°¢- ON ON 191 6 ov umowun) €081  69°GT 19-9S
810  LT°0 G€L°600C  L8°G- €2°0- EDON DN ¥OIT 9 9¢ umowsuny  96°LT  89'GT  €0Z-GS
91°0 ST L8800 60°0 0Z°0 LN LN £8°€ 1T €g umowsun)  8L°LT  89°GL ¥2-0S
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

194



c0'€e
990
92°C
LT°L
8G°€T
80°8
8€'T
L8°9T
VL0
L9°€
69°0T
98°1
vLe
19°CT
TL°0T
oL'e
G6°C
6€°6
996
L1°€
T€'1T
Ve L
667
6%°9
L6°CT
06°0
91°€
08°62
8496
€9°¢
vev
€V’
09'v
8V'L

G0 €T0 €9¢°600C  8L'€- L¥'T Sox Sox €8'8 4 69 umouyu()  FZ'8T  ¥8'GT £27S
LT'0 910 816'600C  9T'¥ G6°T ON ON ¥LT 0 82 umowsu  — ¥8ST  0ZT-¥S
€10 €10 8YT°010C  1T°C- 0Z°0 DN DN 18°G 0 L8 umowsu  — P&GT  LTI-TS
€00 600 896'600C  §9°G- [4akd ON ON £8°0 o1 8¢ umowsun)  1¢'8T  ¥'GL  91Z-GS
200 600 €€0°010C  2€T vI'e ON ON 8€°0 4 6¢ umowsun)  0g'8T  €8°GT  LGE-€ES
80°0  IT°0 9€T°010C  9%°0- z8°e- ON ON 29T 4 87 umowsu)  0g'8T  €8°GT  8EE-ES
600  TT0 G2T'L00C  GT'9- L0°%- SOK SOK 00°€ o1 o0g umousu) €8T  €8°GT 9-L8
¥0'0  2T°0 1LL°0T0Z  TL'0- ¥6°1- ON ON 89°0 4 €g umousun)  6I'8T  €8°GT 6€-CS
8€°0 €20 208'800¢ ¢TI’V 10°0- ON ON €8T 0 jetd umousu)  — €8°GT ervs
900 600 $$0°800¢  T9°G- e1e- ON ON 8T'T 4} €€ umowsun)  LI°8T  €8°GT 05-9S
010  IT0 180010 8S°0- S0°T- LN EON 86°C 1T 6¢ umowsun) 9181 Z8'GL L-TS
1o 910 91Z°010¢  €T'T 26°0 SOx LN 689 8 9¢g umowsun)  gg'8T  Z8°GlL Zr-1S
10 €10 6€6'600C  60°C- LG°T- 1 SOx BN ¥6°6 o1 9¢g umowsuny  TI°8T  €8°GT  61ZCS
G0°0 0T 6€2°0T0C  0L°¥- G6°0- ON ON GT°T 1T 8¢ umowyun)  G0'8T  €8'GT  ¥8TFS
G0°0 8070 Zre0T0z 89T Lv'e ON ON 20T 4 6¢ umowuny  TT°8T  €8°GT  T¥E-€S
LT'0 9T°0 L£9°010C  €¥'T- ze't Sox SOx 12°L 9 9¢ umousu()  FE'QL  TYCT  6SI-IS
400 TI'0 G00°0T0C  LZ'€ z9°C ON LN 01°2 1T 8¢ umowsun) 88T I8'GT z8-¥S
900  0T°0 T26'600C  OT°¢€- I I- ON ON 0¥'T 1T 0¢ umowsun)  96°LT  08'GT  €TI-€S
€0°0 0T 400010 9% 89'% ON ON GL°0 4} 6¢ umowsun)  L0°8T  08°GT 6L-GS
110 ¥1°0 2G0°010C  68°1- 60°T SOx EON 98°9 0 44 umouwsun  — 08'GT  8TI-TS
€00  TI0 €18°,00C  6°€- 69°2- ON ON z8°0 4 8¢ umowsun) €181  08°GT  88TFS
600  TT0 €6£°010C  T¥'1- 9G°T- SOK SOK 16T 4 €g umousu()  gg'8T  6L°GT ¥1-2S
g0 LT0 GL6°600C  €T'€ 44 SOK SOK €LeT ¢ ¥ umouyu()  Gy'8T  6L°GT 0€-¥S
01’0 €T°0 LL0°0T0T  69°T- 90°T LN EDN 16'% S L8 umousu)  QI'8T  6L°ST 68-2S
$0'0  01°0 $00°010  9%°G- aard ON ON T80 1T 6¢ umowsun)  LI'8T  6L°GT  LIZ-GS
€10 0T°0 Tre'0T0C  SL°€ 140} EIN DN 0Ty 6 €g umowsun)  y¢'8T  6LGT  ¥6Z-€ES
G0°0  TI0 160°0T0Z  6T°¢- 01°0 ON ON Ge'T 1T v umouwsun)  G0'8T  6L°GT  0TI-€S
600 €20 299°010C  96°1- 8TV 1 SOx SOK 69°6% ¢l 6¢ Aprey LLAT  BLST T9TFS
900  IT0 ZrToToz  v0'¥- Lv'T ON SOK ¥aT 1T 6¢ umouwyun)  €g'8T  6L°GT  TEI-FS
€10 €10 Lv€010C  88°T- ove- SOK SOK ¥a'g 1T L8 umousu)  66°LT  6L°GT 69-€S
800 600 9.0°0T0C  §T°¢- LG ON SOx 69T 21 6¢ umousu()  90'8T  8L'ST  CII-¢S
TT0  LTO G6%°600C  1T°1- 0T 1 LN DN 1991 2 €€ umowsun) G081  8L'GT  GLI-CS
¥0°0  0T°0 TS0'010C 67T 8%°0 EDON DN 9L°T 1T ¥ aer] L0'8T  LL°ST  S0T-TS
110 LT°0 8YS'600C  CI°C- zee- LN LN 8L°€ 1T €g umowsun)  yg'8T  LL'GL £8-€S
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

195



T9°0
LTV1
G9°L
0g'1T
Ly
909
94°'8
8671
LT T
86'%
880
119
8T'8
68°L
62°¢
[4*mas
8€'T
ve'se
8L°0
9701
7661
VL8
20T
6S°T
0901
v
880
8TLT
96°9
8%°¢
9T°GT
66°C
991
10°C

92'0 020 9¥¥'600C  T6'G- 10°0- EIN Sox L9°€1 S 43 umousu()  TO'8T  $6°ST  80T-ES
€00  0T0 €60°0T0C  ¥€°¢C ¥C'T ON ON 9¢°0 4} gg umowsun) 6181  F6'ST  9TI-ES
900 600 8L£'600C  €9'C- 8T'¥ ON ON vL°0 4} g umowsun)  GI'8T  ¥6'ST  IFEPS
€00  IT0 G28'600C ¥ ¥- 6T ON ON 89°0 4} 6¢ umowsun)  zg'8T  ¥6'GL ¥-6S
820 610 6¥8°600C  TL'T a8'T 1 LN SOx 91°1¢ 4 6¢ umowsuny  TL8T  ¥6'GT  FTI-€ES
G0°0 800 829'600C  2O'€ oLy ON ON €9°T 4 o umowyun)  0F'8T  PE'GT  SGI-GS
G0°0 6070 96£°0T0C  €€°C qLe ON ON 12°1 4 o1 umouwyun)  0g'8T  €6'GT  FII-FS
20’0 0T0 610°0T0C  CT'¥- 62°0- ON ON 6€°0 4 ge umousu)  L6°LT  g6'9T £9-7S
900 €T°0 6660102  c€'€ 8T'¢ ON ON 281 [0} 44 umouyu()  8¥'8T  T6'GT 7€-9S
90°0  0T0 €6T°0T0C  6L°G- S0'% ON ON 0S'T 4} 6¢ umowun) 18T  Z6'GT 0-LS
910  ¥T0 680°800C  ¥I°0 S0°0 LN LN 11°9 4} 6¢ Apey 96°LT  16°GT 02-0S
61°0 610 L12°010  T¥'E L6°T- LN LN €€°L 1T 19 umouwsuny €981  I6°GT  69€-€S
0z'0  0T°0 19%°600T LS50 qre- 1 LN SOK €eel 0 8¢ umouwsun)  — 16°GT av-zs
600  TITO IP7°0T0Z  6€£T 9270~ SOK SOK z1e 4 9¢g umowsun)  yg'8T  16°GT 99-2S
90°0 600 €69°600C  €9°G- oge ON ON ST°T 1T 87 umouxun)  0g8T  06°9T 69-9S
$0°0 110 8L6°600C  9T'¥- 48] ON ON 18°0 4 6¢ umouyu()  8Z'8T  06°GT YLVS
810  ¥T0 1L€°0T0T  €T°¢- €LT SOx SOx P8IT 1T 8¢ umowun)  9¢'8T  06°GT 99-7S
490 0F°0 1.8'800Z 610 €0°T- 1 LN LN 19°9¢T 0T Eid umowsun)  G¢'8T  68°GT L2718
L00 110 PE1°010C  LLE 60°0 LN LN [aad 6 L8 umowsun)  Fp'8T  68°GT  TOE-ES
010 ¥T0 ¥.6°600C  1C°€- 18T LN ON 08'C 1T 8¢ umowsun)  Lg'8T  88°GL Ly¥S
8T°0  9T°0 10€°0T0T  8¥'¥- €70 SOx N 71T 1T 8¢ umowsun)  09'8T  88°GT  L8I-FS
€0°0 600 §99°0T0C  9.°C 80°€ ON ON 99°0 4 8¢ umouxu)  6g8T  88°GT 0g-¥S
LT'0 €10 0€€°L00C  9%°9- 6v'C ON ON £V'T 9 143 umowun)  €I'8T  88°GT  Z9Z-9S
110 ¥1°0 ¥¥2°600c  1C°€ 12°% ON ON ¥6°C 0 LT umowsu  — L8°ST 18-6S
€0°0  0T0 TIT'0T0C  C0'%- zge- ON ON 0L°0 4} 6¢ umowsun)  Lg'8T  L8'GT  8LTPS
S0°0 0T 8€0°0T0C  86°C 09°'T ON LN 96°T 1T 69 umouwsun) 88T  L8'GL  €S1-€S
010 €10 0.£'800C  9T°0 €20~ LN LN 20'9 1T €g Aprey €8°LT  L8'GL 8-0S
G0°0 €10 60%°0T0C  9€°0 16T ON ON 141 4 0¢ umowsun)  yg'8T  98°GT 8¥-€S
¥I°0  ST°0 816°600C  €97¥- VLT SOK SOK 0€°g 4 6¢ umowsun)  Gg'8T  98°GT ¥8-GS
010 €70 9LT°0T0C  8%°G- 69T SOK SOK £€°€ 1T 6¢ umousu) €8T  98°GT 6-9S
€00 0T'0 €98°600C  L6°0- ¥S1- ON ON 09°0 4 8T umouyu()  86°LT  G8'GT 19-TS
IT0 €10 T26'600C  CO'P- 16°¢- SOx SOx 16°6 4} 8¢ umowsun) 68T  G8'GT  0ST-GS
600  IT0 SPe0T0C  89°G- 44 LN LN 66°C o1 6¢ umowsun)  Gg'8T  G8'GlL 9Z2-9S
€10 TI0 €88'800C  GF'T €02 LN SOx ¥9°g 4} 1z umouwsuny  L0'8T  ¥8'GL  S61-CS
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Joud,) edAL (61D) EElel 10 odAT, e SeN
adl  SIWH 07 0 0z ELN PAELTINERPAR L7N pesx SIYSIN  SIYSIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

196



91'C
gg'9
av'1
60°T
€6°LT
20’1
vI'T
79'C
990
6L°T
LEL
€9°C
€V'qc
60°C
90°€T
€e°0T
€Ty
06°0
98°C
6€°8T
o1T'1
€Tt
¢ 0T
70°'8
(44
8TV
96°¢
v6°LC
9L°¢€
ITt
I8
9g¢°¢g
LO'TT
10°C

12°0  LT0 2Ty 0T0T €T z€'0 1 SOK SOK 10°6 9 87 umousun)  ¥F8T  F0°9T L8-TS
L0020 €LT°010C  SO'T- L€°0- ON ON S0°C 1T gg umousu) 88T €0°9T 82-1S
010  ZT0 G9Z'0T0C  €8°C 00°¢- EDON N il o1 9z umowsun)  Lg'8T  €0°9T 69-7S
80°0 €10 9¢T'010C  T6'€ 9e'y ON ON [4ak4 o or umowsun)  g9'8T 09T  00Z-GS
010 ¥T0 GLE°0T0C  OT°€- 0z'g- N ON 67°C 4 6¢ umouwsun)  g9'8T 09T ELI-PS
400 0T°0 ¥99°010C  88°%- 9z°¢ ON ON 69T o1 61 umowsu)  Lg'8T 09T 90T-LS
910  ¢T0 81%°800Z  00°9- LT ON SOK [aa4 1T o umousun)  0g¢'8T  T0°9T ¥-LS
110 110 LGV°600C  GT'G- €0°¥- SOK DN €€°C 8 €g umousun)  9¢°8T  T0°9T 99-95
ST'0 €10 0L€°200C  TG'€- 9g'¢g SOx SOx 0z'9 L 9€ umousu()  €z°8T  T0'9T  6TT-9S
€10 910 L¥9°€10T €T T- £€°¥- LN DN L6F 6 9% umowun)  ¥6'8T 1091 FIV-¥S
600  0T0 TETO10C  OF'¥- 96°0 N EON 10°€ o1 L8 umowsun)  9¢'8T  00°9T  I8I-FS
010 €10 618'600C  66°F- 00°%- SOx LN 62°€ o €g umowsuny  09°8T  00°9T 9¥-9S
200 IT0 8IT°0T0C  ¥¥'e- 67°c- ON ON €9°0 4 6¢ umouwyuny  IF'8T  00°9T  601-FS
610  9T°0 820°0T0C  C8'€ 09°0- SOK SOK £2°8 9 87 umowyun)  99'8T  66°GT  FEE-ES
010  2T0 9vg’0T0C  L9°C- ¥¥0- SOK N 80°€ o1 L8 umowsun)  LL'8T  66°GT  LETTS
¥0'0 110 0ve 010z 9T'€g- £v'e- ON ON [4<l 4 L8 umowun)  6z'8T  66°GT  88E€-€S
400 TIT°0 G0E'0T0C  88°T- 9z°¢ ON ON Te'T o1 9¢g umowsun)  8¢'8T  66'ST  63T-GS
110 020 G1ZT'0T0C  8T°9- T6°T- DN ON €9°C 9 gg umowsun)  GI'8T  66°GT ¥9-9S
G0 610 061°600C  0T'G- ST¥- N LN vI'e 1T 44 umowsun)  9y'8T  86°GL 69-9S
00 IT°0 G10°010C  1T°1- z8°1- ON ON 180 1T 8¢ umowsun)  gg'8T  86'GT  6T1-CS
110 2I'0 L06°600C SO~ 90°¢- SOK ON 0S¥ 4 6¢ umowsun) 88T 86°GT 2z-gs
810  ¥T°0 679600 12T 1T SOK SOK 8¢ 1T 6¢ umousu)  QI'8T  86°GT £v-1S
400 TT°0 TLT'0TOZ 687" ¥0'1 ON ON 8T'T 1T 6¢ umouyu()  €Z°8T  L6'GT 1-GS
¥0°0 800 09T°L00T  €LT sv'e ON ON 280 4} 82 umowsun)  Lg'8T  L6'ST  TSIFS
400 600 19%'8002  90°¢- LT ON ON €T°T 6 81 umowsun)  0p'8T  L6'ST  GLZ-9S
900  0T°0 $70°010c  ¥¥2T- g8°¥- ON ON 69°0 o1 L8 umowsun)  gL'8T  96'GT  8TI-GS
400 0T°0 266'600C  €L°G- 60°T- ON N 98T 1T L8 umowsuny  QI'8T  96'GT  L6I-GS
€00 600 vEP'800C  0OF'C e ON ON 69°0 4 1z umowyuny 08T  96'GT  TLI-€S
80°0  0T0 L¥8°'800C  18'€ a4 ON ON 66°T 8 8T umouwyun)  gF'8T  96°GT  G6I-FS
210 LT0 z€8°0T0C  €L7%- 00°¢ SOK N €6°G 8 9¢g umowun)  LT'8T  96°GT  9L2-9S
¥T°0 V10 1996002 19°T 06'¥% SOx ON 9LT 4 6¢ umouyu()  Ly'8T  96°GT 67-6S
zZ0  0T0 128'8002  10°0 S0°0 1 LN LN 66'TT 1T L8 oer] 8Z'8T  96'GT LT-0S
91°0 ST T1S'600C  89°0- 62°C DN DN 169 1T 8¢ umowsun)  Gg'8T  G6'GT ¥9-2S
600  IT°0 €08'600C  9F'T 44 SOx ON L9°€ 8 9r umowsun)  yg'8T  G6'GT  F0ETS
(«v 188 (4V 188 (H) (,31) (H) (,>1)
JON,) Jod,) edAL (61D) EElel 10 odAT, e SeN
udl  SIWH 07 0fi 0z LN PAELT\NERPAR LN POX suySIN syySIN rexyoadg ueoly Ul 1e)g

opdures Apnjs Aj1[iqerrea ut srejs jo oreje) :(p,Juod) Ty o[qR],

197



LE0T
8V°L
cT'1
167
(444
€V'y
6390
€L'g
€e'e
16°¢
8T°C
67T
vv'e
9C'11
|SV'1
e
TL°LT
§6°¢C
62°¢

b/t

creaf T 2 so[edsewil) uo A}I[IqRLIRA S$9JRDIPUI ], PU®R UOISNjuod Aq pasned A[yI[ A}I[IqeLIeA sejeorpul ), ‘seSewr o3 Ul Ie}s oYy JO Py

[e20] pue 2AInd JYSI[ S, Ie)s 9Yj Jo uorpoadsurl rensia £q (GT0g ‘'[e 1° wenen ‘00T < vwva s1e)s a[qelrea A[YSiy 10] paurwiolop sem adA) LIIqeries
‘1°¢'¢ uoIpoeg ul pejueserd uworjeIqi[es Xny peyepdn oyj yjrm poje[no[es olem o[qe) SIY) Ul pejuesord sjuoweINsesw XNy Pued-f PUE - 3 94} yjog
‘SUOTIBAISSCO INO Ul PIJO2JaP 9 0 jUle] 00} dIe JBY) SOXN] PUR(-[] 9ARY ABW SIBIS 9WOS ‘A[9AIJRUINY[Y "2Inpadoid juswuSire Ief[els

ino Aq peyrjuept A(1edoid jou oI0JoIay) oIom pue ‘sie)s HI) I0J paaresqo A[[edoidA) sI uey) XNy pueq-z/ Iopped IO IoN[q YONUW 9ARY SIBIS 9503 JO
swog “(uwmniod (H) Sejy uedy, 9y} ur ,—, £q POJeEIIPUI) SIUSWLINSBOW XN|J PURJ-F SARY j0U Op d[qe) SIY} Ul siejs swog ‘¢ 19ydey) utl pajussard
SUOI}RAISSCO PUR(- [ 93 Ul PAYIjUapPl U8 dARY R} SIB}S 9SOYY 10] P230939p SHYSIU JO IoqUINU PUR SIPNIIUSLW URSW PuR(-[f 9pN[oul A[[RUOIMIPPR 9\
*Ma1A JO p[ey [eordA)

,,01 X ,,0T spuswirodxs 1o Jo sa8po 1) IedlU Pajedo[ 9s0) aIe d8uryd Siy) Aq pojodye A[juruiwopald sIels oY ], 'SOdINOS JOJILIR JO UOIJRIYIJUSPI
poaoxdwr 10 BII911I0 WOISNUOd pajepdn o3 onp (GT07) ‘T 10 Wejner) ul pejuesaid jey) URY) I9MO] 91 9I9Y PIISI[ SUOIIRAIISCO JO IdQWINU 9} ‘SIB}S
awos 104 “(6T0Z) 'T& 10 Wejinen Aq o[qeIIeA S® POYIJUIPI Sem IB)s 93 JI $93ROIpUl UWN(od (GTD) / "IBA, oY, "(¢ 103deyp ur pejussoid) jiom jeyy

Jo uorjeoriqnd 913 2OUIS PJIS[[0D SUOIJLAIDISO PURA-, 3] MOU [IIM PIJB[NI[LD WSS dARY SUWN[OD L/1 pue ‘YOI ‘SINY ‘.. "TeA, %vmx ‘pajoajep siyIru

jo Tequinu ‘sepnjuSewr ueew pued-, 37 ‘Apnjs Lyqiqerres (610g) ‘[e 10 WeINED) O} Ul POPN[OUl oIem d[qe)} S} Ul PaSoejed sIeys oY, — ‘930N
L0'e 281 10L°0T0C  89°€ 1279~ 1 SOX SOX 9T'619 0 0z umouxup  — 9291  OVI-¢S
020 610 190°0T0C  L6°T- 620" SOX SOX L€°8 6 L9 umouyuy  Ly'8T  TT°9T  ¢9T-TS
2z’0 120 9TV’ 110Z  9¥'T- L9°C SOX SOX. 96°9 11 0g umowuny  TT'8T  60°9T  TIT-€S
600  ¥I0 Ty8'600C  9T'T- oLe- SOX SOX. fefeiga () 8S umousu() 'YL  60°9T  VEI-FS
600 810 6€8°0102  C1'9- 86°F- ON Sox (4 S 6 umousu() gL  60°9T  0TT-LS
900  0T°0 0LT°0T0Z 88T 9z°0 ON ON 8T'T 11 69 umousu()  $9'8T  80°9T  00€-TS
820  1Z°0 0€9°'800C  90°'% Tv'g S9X S9X 80°9 0 61 umouu  — 80°9T  Z¥E-9S
L2°0 €20 788°600C  T8'T 6L°C- 1 SOX SOX L€°6T (1) 19 umousu() 1881  80°9T  I6£-€S
400 €10 TEE600C  69°T- i ON SOX 60°C 11 4] umouxyuy  gI'8T  L0'9T  1BE-TS
800  ¥I0 200°010T  LL'T- €1'e SOX SOX. 08°e 48 69 umouwun)  T€'8T  L0'9T  69T-CS
$0'0 010 LTT%T0C  90°0- TLe ON ON €1°C 6 8T umowu)  60°8T  90°9T  SEF-ES
ST'0 610 92L°0T0C  €L'T- 9L°0- EIN Sox 92T L 14 umousu()  gT'T  SO'9T  TLI-TS
€10 ST°0 TLT'0T0Z  €9°0- $9°0 BN ON aT’e 11 €€ umousu)  9T'8T  §0'9T €€-0S
900  TI0 6L6°600T  LL'€- 09°'1 ON ON ¥6'1 41 8¢ umousu)  gg'8T  S0'9T vE-¥S
000 €10 €16°800C  ¥6°0- €9°1 SOX SOX 4284 9 Ly umousu()  6€'8T  S0'9T  FPPI-IS
€10 P10 761600  SO'¥- z8°€e- SOX SOX 8G9 L Ve umouxu)  g88T  FO'9T  8FI-GS
80°0  0T0 $02'0T0Z  85°0- 0T’y S9X SOX ¥6°C 48 69 umouwyu)  g€'8T  ¥0'9T 99-vS
L2010 8T0°0T0Z  09'T- 01°0- 1 SOX S9X. 0702 48 69 umowun  TL'8T  ¥0'9T 9V-18
4000 TIT0 ¥766°600C  9L'C- 099~ ON ON 16T 1T 6¢ umowu)  ¥9'8T  FO'9T  LOT-GS

(+V 185 (xV 188 (H) (,31) (H) (,31)
JON ,,) jod,) odAT, (61D) EElet 1o odAy, eI e

HOI SINY 07 0f Ox “IRA PARLTN PAELCTN ﬁwmx SIYSIN SIYSIN [exjoedg ues N ueaN Ieyg

opdures Apnjys Aj1[iqerrea ut srejs jo Sofeje)) :(p,uod) 'y o[qe],

198



A.1 Light curves of variability study sample

Light curves of all stars included in the photometric variability study in Chapter 2 are
collected in this section. K’-band observations are shown in blue while H-band observations
are shown in red. In each light curve, the horizontal dashed-line indicates the weighted mean

magnitude across all observations in the respective bandpass.

This section has been updated from Appendix C in Gautam et al. (2019) with the following
changes: The light curves of all stars in the Gautam et al. (2019) sample are plotted here (i.e.,
the stars listed in Table A.1), and not just those with x2,, > 10 variability. New K’-band
observations conducted in 2018 and 2019 are included in the light curves, with re-calculated
X% values from all K’-band observations. If a star in the sample has detections in our
H-band observations, conducted 2017 — 2019, we have plotted the H-band light curve as
well. Both the K’-band and H-band photometric measurements plotted in this section have
been calibrated with the updated photometric calibration methods detailed in Chapter 3.
Details of the new photometric observations are presented in Section 3.7 while details of the

updated photometric calibration techniques are presented in Section 3.2.1.
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A.2 Periodic Variable Detections

This section has been updated from Appendix E in Gautam et al. (2019) with the following
change: likely periodic and possible periodic variables shown here were identified with the
updated periodicity search methodology outlined in Section 4.2 rather than our previous

results detailed in Section 2.5.2.

A.2.1 Likely Periodic Variables

Likely periodic variables identified with updated periodicity search methodology in Sec-
tion 4.2 include IRS 16SW (Figure 4.2), S4-258 (Figure 4.3), S2-36 (Figure 4.4). These
three stars were also previously identified as likely periodic in Gautam et al. (2019). We
additionally identify likely periodic variability in the stars S4-308 (Figure 4.5) and S3-438
(Figure 4.6).

A.2.2 Possible Periodic Signals

Possible periodic variables plotted here were identified with the updated periodicity search
methodology described in Section 4.2. In each plot, Keck NIRC2 photometric measurements
are shown in the K’- (top row panels) and H-band (bottom row panels). The left panels
show the light curve over our entire experiment time baseline. The solid colored lines show
the long-term linear trend components of the best-fit trended sinusoid model in each band,
with 30 uncertainty in the linear fit indicated by the shaded regions. The right panels show
the same photometric data phased to 2x the best-fit period from our trended Lomb-Scargle
analysis and with the best-fit long-term linear trend removed. The solid, colored lines in
each panel indicate the best-fit sinusoid model to the observed data, with 3o uncertainty in

the sinusoid fit indicated by the shaded regions.
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344



*”'*i*’|*+*|*|ft”'1

174}

17.6 |

my

178

i+

2006

2008 2010 2012 2014 2016 2018 2020
Time

mpy

BT

Ny

Phase (Period: 2.0162 days)

Figure A.7: Possible periodic variable candidate S6-14.

170

17.5 -ih

M

: +**‘15
ﬁ*# Fr#if A

myg

20.0

20.5

f%

2006

1 1 ]
2008 2010 2012 2014 2016 2018 2020
Time

mig

mpy

17.0F

175H. ! o ! § *
" .M.] 1

19.5
$ ) ¢ ‘ t é ’ 3
200F A
20.5F
1 1 1
05 0.0 0.5 L0 L5

Phase (Period: 689.4717 days)

Figure A.8: Possible periodic variable candidate S2-284.

345



myr

myg

Mg

myg

16.6

8

es

. .
——
e
=
E —~2
—l
-
— ~— o
e
—l
o —
e
Pu———"
my
G

) ‘T* *:‘W “ Hﬁl i
Rl ' : *

18.6 ] 18.6 -
Sl ‘ . SN '} {

18.8 1 3 ssf
[} * | = ® [}
19.0 . 19.0F
2006 2008 2010 2012 2014 2016 2018 2020 —0.5 0.0 0.5 1.0
Time Phase (Period: 2.0413 days)
Figure A.9: Possible periodic variable candidate S3-235.
170 F T T T T T T - 170 = T T T
172} . 17.2F
] A +
1maby W 4 1 Lmab Ny : * h } 7@,
L } ST B & } 7
17.6 f t ' - 17.6 *{} L4
17.8F . 17.8F
19.0 T T T T T T ] 19.0F T T T

mpy

19:2: - 19:2- H {
) da Ao
| IS S

1 1
2006 2008 2010 2012 2014 2016 2018 2020 -0.5 0.0 0.5 1.0
Time Phase (Period: 2.7446 days)

Figure A.10: Possible periodic variable candidate S1-148.

346



My

myg

M

myg

20.2

204

20.6

20.8

2006

2008

2010 2012 2014 2016 2018
Time

2020

mg

my

20.2

204 |

20.6 [

20.8

-0.5

v
. *}*

1
0.0 0.5 1.0
Phase (Period: 3.7790 days)

Figure A.11: Possible periodic variable candidate S3-280.

14.0

14.

—_

14.

)

14.3 |

*h"ﬂﬂ}ihu*n»

't

16.6

illﬂi

200

1 1
2008 2010 2012 2014 2016 2018 2020
Time

mg

mpy

14.0

14.

—

14.2

14.3

16.6 &
-0.5

%‘;;-:é’W'H*W@*WW Yot »#‘

? v* 'HI HW :;

0.0 0.5 1.0
Phase (Period: 2.0114 days)

1.5

Figure A.12: Possible periodic variable candidate S1-15.

347



M

my

16.4 T T T T T T _: 16-4 ] T T T ]
] { R :

166F . * . b 16.6 i & #{'

. ¢ ™

168 Fy : t t # * ‘I ij £ 16.8F . LTI h "f* Ny 1’ "

: PR S

17.0F 1 170 14 0* * 4 4 1

17.2 # . 17.2F .

18.6 [ T T T T T T i 18.6 [ T T T ]

18.8F . . 18.8F . ]

19.0 | } 1 5 00f # t ’ 5

19.2 RIS BT A t 4 ]

t t
19.4 y 194F ]
2006 2008 2010 2012 2014 2016 2018 2020 —05 0.0 0.5 1.0 L5

Time Phase (Period: 2.0169 days)

Figure A.13: Possible periodic variable candidate S2-133.

348



Bibliography

Abbott, B. P., Abbott, R., Abbott, T. D., et al. 2017, Phys. Rev. Lett., 118, 221101
Alexander, R. D., Armitage, P. J., & Cuadra, J. 2008, MNRAS, 389, 1655
Alexander, T., & Hopman, C. 2009, ApJ, 697, 1861

Alexander, T., & Loeb, A. 2001, ApJ, 551, 223

Alexander, T., & Pfuhl, O. 2014, ApJ, 780, 148

Amaro-Seoane, P., & Chen, X. 2014, ApJL, 781, L18

Antonini, F. 2014, ApJ, 794, 106

Antonini, F., Capuzzo-Dolcetta, R., Mastrobuono-Battisti, A., & Merritt, D. 2012, ApJ,
750, 111

Astropy Collaboration, Robitaille, T. P., Tollerud, E. J., et al. 2013, A&A, 558, A33
Bahcall, J. N., & Wolf, R. A. 1976, ApJ, 209, 214

—. 1977, ApJ, 216, 883

Bar-Or, B., Kupi, G., & Alexander, T. 2013, ApJ, 764, 52

Bartko, H., Martins, F., Fritz, T. K., et al. 2009, ApJ, 697, 1741

Bartko, H., Martins, F., Trippe, S., et al. 2010, ApJ, 708, 834

Binney, J., & Tremaine, S. 2008, Galactic Dynamics: Second Edition (Princeton University
Press)

Blum, R. D., Ramirez, S. V., Sellgren, K., & Olsen, K. 2003, ApJ, 597, 323

349



Blum, R. D., Sellgren, K., & Depoy, D. L. 1996, ApJ, 470, 864
Boehle, A., Ghez, A. M., Schédel, R., et al. 2016, ApJ, 830, 17
Bozza, V., & Mancini, L. 2005, ApJ, 627, 790

Buchholz, R. M., Schédel, R., & Eckart, A. 2009, A&A, 499, 483
Capuzzo-Dolcetta, R., & Miocchi, P. 2008, ApJ, 681, 1136
Castelli, F., & Kurucz, R. L. 2004, arXiv, arXiv:astro

Catelan, M., & Smith, H. A. 2015, Pulsating Stars (mcatelan@astro.puc.cl: Pulsating Stars
(Wiley-VCH))

Chanamé, J., Gould, A., & Miralda-Escudé, J. 2001, ApJ, 563, 793
Chatzopoulos, S., Fritz, T. K., Gerhard, O., et al. 2015, MNRAS, 447, 948

Chen, X., de Grijs, R., & Deng, L. 2017, MNRAS, 464, 1119

Choi, J., Dotter, A., Conroy, C., et al. 2016, ApJ, 823, 102

Chu, D. S., Do, T., Hees, A., et al. 2018, ApJ, 854, 12

Ciurlo, A., Campbell, R. D., Morris, M. R., et al. 2020, Nature, 577, 337

Clénet, Y., Rouan, D., Gendron, E., et al. 2004, A&A, 417, L15

Collaboration, G., Abuter, R., Amorim, A., et al. 2018, A&A, 615, L15

Dale, J. E., Davies, M. B., Church, R. P., & Freitag, M. 2009, MNRAS, 393, 1016

Desvignes, G., Eatough, R. P., Pen, U. L., et al. 2018, ApJL, 852, L12

350



Diolaiti, E., Bendinelli, O., Bonaccini, D., et al. 2000, Astronomy and Astrophysics Supple-
ment, 147, 335

Do, T., Ghez, A. M., Morris, M. R., et al. 2009, ApJ, 703, 1323

Do, T., Kerzendorf, W., Winsor, N., et al. 2015, 809, 143

Do, T., Lu, J. R., Ghez, A. M., et al. 2013a, ApJ, 764, 154

Do, T., Ghez, A., Lu, J. R., et al. 2012, J. Phys.: Conf. Ser., 372, 012016

Do, T., Martinez, G. D., Yelda, S., et al. 2013b, ApJL, 779, L6

Do, T., Hees, A., Ghez, A., et al. 2019, Sci, 365, 664

Dong, H., Schédel, R., Williams, B. F., et al. 2017, MNRAS, 470, 3427

Dotter, A. 2016, ApJS, 222, 8

Duchéne, G., & Kraus, A. 2013, Annual Review of Astronomy and Astrophysics, 51, 269
Eisenhauer, F., Genzel, R., Alexander, T., et al. 2005, 628, 246

Ekstrom, S., Georgy, C., Eggenberger, P., et al. 2012, A&A, 537, A146

Figuera Jaimes, R., Bramich, D. M., Skottfelt, J., et al. 2016a, A&A, 588, A128
Figuera Jaimes, R., Bramich, D. M., Kains, N., et al. 2016b, A&A, 592, A120
Foreman-Mackey, D., Hogg, D. W., Lang, D., & Goodman, J. 2013, PASP, 125, 306
Fraser, O. J., Hawley, S. L., Cook, K. H., & Keller, S. C. 2005, AJ, 129, 768
Gallego-Cano, E., Schédel, R., Dong, H., et al. 2018, A&A, 609, A26

Gautam, A. K., Do, T., Ghez, A. M., et al. 2019, ApJ, 871, 103

351



Generozov, A., Stone, N. C., Metzger, B. D., & Ostriker, J. P. 2018, MNRAS, 478, 4030
Gezari, D., & Yusef-Zadeh, F. 1991, ASP Conference Series, 14, 214

Ghez, A. M., Klein, B. L., Morris, M. R., & Becklin, E. E. 1998, ApJ, 509, 678

Ghez, A. M., Lu, J. R., Le Mignant, D., et al. 2005, ApJ, 635, 1087

Ghez, A. M., Salim, S., Weinberg, N. N., et al. 2008, ApJ, 689, 1044

Gillessen, S., Eisenhauer, F., Trippe, S., et al. 2009, ApJ, 692, 1075

Gillessen, S., Plewa, P. M., Eisenhauer, F., et al. 2017, ApJ, 837, 30

Glass, I. S., Matsumoto, S., Carter, B. S., & Sekiguchi, K. 1999, MNRAS, 304, L.10
Goodman, J., & Tan, J. C. 2004, 608, 108

Green, G. M., Schlafly, E., Zucker, C., Speagle, J. S., & Finkbeiner, D. 2019, ApJ, 887, 93
Giiltekin, K., Richstone, D. O., Gebhardt, K., et al. 2009, ApJ, 698, 198

Hailey, C. J., Mori, K., Bauer, F. E., et al. 2018, Nature, 556, 70

Heggie, D. C. 1975, MNRAS, 173, 729

Hills, J. G. 1975, AJ, 80, 809

—. 1988, Nature, 331, 687

Hoang, B.-M., Naoz, S., Kocsis, B., Rasio, F. A., & Dosopoulou, F. 2018, ApJ, 856, 140
Hopman, C., & Alexander, T. 2006, ApJ, 645, 1152

Horvat, M., Conroy, K. E., Pablo, H., et al. 2018, ApJS, 237, 26

352



Hosek, M. W. J., Lu, J. R., Lam, C. Y., et al. 2020, arXiv, arXiv:2006.06691
Husser, T. O., Wende-von Berg, S., Dreizler, S., et al. 2013, A&A, 553, A6

Tvezi¢, Z., Connelly, A. J., VanderPlas, J. T., & Gray, A. 2014, Statistics, Data Mining, and
Machine Learning in Astronomy, A Practical Python Guide for the Analysis of Survey

Data (Princeton University Press)

—. 2019, Statistics, Data Mining, and Machine Learning in Astronomy, A Practical Python

Guide for the Analysis of Survey Data (Princeton University Press)
Jia, S., Lu, J. R., Sakai, S., et al. 2019, ApJ, 873, 9
Kiefter, T. F., & Bogdanovic, T. 2016, ApJ, 823, 155
Kim, S. S., Figer, D. F., & Morris, M. R. 2004, ApJ, 607, L.123
Kim, S. S., & Morris, M. R. 2003, ApJ, 597, 312
Koren, S. C., Blake, C. H., Dahn, C. C., & Harris, H. C. 2016, AJ, 151, 57
Kourniotis, M., Bonanos, A. Z., Soszynski, 1., et al. 2014, A&A, 562, A125
Lata, S., Pandey, A. K., Panwar, N., et al. 2016, MNRAS, 456, 2505
Lefévre, L., Marchenko, S. V., Moffat, A. F. J., & Acker, A. 2009, A&A, 507, 1141
Levin, Y., & Beloborodov, A. M. 2003, 590, L33
Li, G., Ginsburg, I., Naoz, S., & Loeb, A. 2017, ApJ, 851, 131
Lomb, N. R. 1976, Astrophysics and Space Science, 39, 447

Lu, J. R., Do, T., Ghez, A. M., Yelda, S., & Matthews, K. 2013, ApJ, 764, 155

353



Maness, H., Martins, F., Trippe, S., et al. 2007, 669, 1024

Mapelli, M., & Gualandris, A. 2016, Astrophysical Black Holes, 905, 205
Martinez, G. D., Minor, Q. E., Bullock, J., et al. 2011, ApJ, 738, 55
Matsunaga, N., Kawadu, T., Nishiyama, S., et al. 2009, MNRAS, 399, 1709
Matsunaga, N., Fukushi, H., Nakada, Y., et al. 2006, MNRAS, 370, 1979

Mattei, J. A. 1997, The Journal of the American Association of Variable Star Observers, 25,
57

Matthews, K., Ghez, A. M., Weinberger, A. J., & Neugebauer, G. 1996, PASP, 108, 615
McCormac, J., Skillen, 1., Pollacco, D., et al. 2014, MNRAS, 438, 3383

Miralda-Escudé, J., & Gould, A. 2000, ApJ, 545, 847

Moe, M., & Di Stefano, R. 2013, ApJ, 778, 95

. 2015, ApJ, 810, 61

Morris, M. R. 1993, ApJ, 408, 496

Morris, M. R., & Maillard, J. P. 2000, in Imaging the Universe in Three Dimensions. Proceed-
ings from ASP Conference Vol. 195. Edited by W. van Breugel and J. Bland-Hawthorn.
ISBN: 1-58381-022-6 (2000), 196

Morris, M. R., Zhao, J.-H., & Goss, W. M. 2017, ApJL, 850, L.23
Muzic, K., Eckart, A., Schodel, R., Meyer, L., & Zensus, A. 2007, A&A, 469, 993

Naoz, S., Ghez, A. M., Hees, A., et al. 2018, ApJL, 853, 1.24

354



Nascimbeni, V., Bedin, L. R., Heggie, D. C., et al. 2014, MNRAS, 442, 2381

Nayakshin, S., & Cuadra, J. 2005, A&A, 437, 437

Nicholls, C. P., Wood, P. R., & Cioni, M. R. L. 2010, MNRAS, 405, 1770

Nogueras-Lara, F., Gallego-Calvente, A. T., Dong, H., et al. 2018, A&A, 610, A83

Nogueras-Lara, F., Schodel, R., Gallego-Calvente, A. T., et al. 2020, NatAs, 4, 377

Ott, T., Eckart, A., & Genzel, R. 1999, 523, 248

Paumard, T., Maillard, J. P., & Morris, M. R. 2004, A&A, 426, 81

Paumard, T., Maillard, J. P., Morris, M. R., & Rigaut, F. 2001, A&A, 366, 466

Paumard, T., Genzel, R., Martins, F., et al. 2006, ApJ, 643, 1011

Peeples, M. S., Stanek, K. Z., & Depoy, D. L. 2007, AcAau, 57, 173

Perets, H. B., & Mastrobuono-Battisti, A. 2014, ApJL, 784, L44

Pfuhl, O., Alexander, T., Gillessen, S., et al. 2014, 782, 101

Pfuhl, O., Fritz, T. K., Zilka, M., et al. 2011, 741, 108

Pietrzynski, G., Graczyk, D., Gieren, W., et al. 2013, Nature, 495, 76

Press, W. H., & Rybicki, G. B. 1989, ApJ, 338, 277

Prsa, A., Conroy, K. E., Horvat, M., et al. 2016, ApJS, 227, 29

Rafelski, M., Ghez, A. M., Hornstein, S. D., Lu, J. R., & Morris, M. R. 2007, ApJ, 659, 1241

Raghavan, D., McAlister, H. A., Henry, T. J., et al. 2010, The Astrophysical Journal Sup-
plement, 190, 1

355



Rice, T. S., Reipurth, B., Wolk, S. J., Vaz, L. P., & Cross, N. J. G. 2015, AJ, 150, 132

Rice, T. S., Wolk, S. J., & Aspin, C. 2012, 755, 65

Riebel, D., Meixner, M., Fraser, O., et al. 2010, ApJ, 723, 1195

Rose, S. C., Naoz, S., Gautam, A. K., et al. 2020, arXiv, arXiv:2008.06512

Sakai, S., Lu, J. R., Ghez, A., et al. 2019, ApJ, 873, 65

Sana, H., de Mink, S. E., de Koter, A., et al. 2012, Sci, 337, 444

Scargle, J. D. 1982, ApJ, 263, 835

Schodel, R., Merritt, D., & Eckart, A. 2009, A&A, 502, 91

Schodel, R., Najarro, F., Muzic, K., & Eckart, A. 2010, A&A, 511, A18

Scoville, N. Z., Stolovy, S. R., Rieke, M., Christopher, M., & Yusef-Zadeh, F. 2003, ApJ,
594, 294

Service, M., Lu, J. R., Campbell, R., et al. 2016, PASP, 128, 095004

Sokolovsky, K. V., Gavras, P., Karampelas, A., et al. 2017, MNRAS, 464, 274

Stephan, A. P., Naoz, S., Ghez, A. M., et al. 2016, MNRAS, 460, 3494

—. 2019, ApJ, 878, 58

Stolte, A., Ghez, A. M., Morris, M. R., et al. 2008, ApJ, 675, 1278

Stgstad, M., Do, T., Murray, N., et al. 2015, ApJ, 808, 106

Tamura, M., Werner, M. W., Becklin, E. E., & Phinney, E. S. 1996, Astrophysical Journal
v.467, 467, 645

356



Tanner, A., Ghez, A. M., Morris, M. R., et al. 2002, ApJ, 575, 860
Tremaine, S. D., Ostriker, J. P., & Spitzer, L. J. 1975, ApJ, 196, 407

VanderPlas, J., Naul, B., Willmer, A., Williams, P., & Morris, B. M. 2016, gatspy: Version
0.3 Feature Release, vv0.3, Zenodo, doi:10.5281/zenodo.593200. https://doi.org/10.
5281/zenodo.593200

VanderPlas, J. T. 2018, ApJS, 236, 16
VanderPlas, J. T., & Ivezi¢, Z. 2015, AplJ, 812, 18
Viehmann, T., Eckart, A., Schodel, R., et al. 2005, A&A, 433, 117

Wizinowich, P., Acton, D. S., Shelton, C., et al. 2000, The Publications of the Astronomical
Society of the Pacific, 112, 315

Wolk, S. J., Rice, T. S., & Aspin, C. 2013, 773, 145

Wood, P. R., Alcock, C., Allsman, R. A., et al. 1999, Asymptotic Giant Branch Stars, 191,
151

Yelda, S., Ghez, A. M., Lu, J. R., et al. 2014, 783, 131

Yelda, S., Lu, J. R., Ghez, A. M., et al. 2010, ApJ, 725, 331

Yu, Q., Lu, Y., & Lin, D. N. C. 2007, ApJ, 666, 919

Yu, Q., & Tremaine, S. 2003, ApJ, 599, 1129

Yusef-Zadeh, F., Roberts, D. A., & Biretta, J. 1998, ApJ, 499, L.159
Yusef-Zadeh, F., Wardle, M., Cotton, W., et al. 2017, ApJ, 837, 93

Zhao, J.-H., & Goss, W. M. 1998, ApJ, 499, L163

357


https://doi.org/10.5281/zenodo.593200
https://doi.org/10.5281/zenodo.593200

	Introduction
	Background and motivation
	Limitations of previous photometric studies of the GC

	Stellar variability in the Nuclear Star Cluster
	The binary fraction of young stars at the Galactic center
	Probing dark cusp predictions with binary evaporation

	An Adaptive Optics Survey of Stellar Variability at the Galactic Center
	Introduction
	Observations, Photometric Calibration, and Stellar Sample
	Observations and Data Reduction
	Systematics from Stellar Confusion and Resolved Sources
	Artifact Sources from Elongated PSFs
	Photometric Calibration
	Final Photometric Quality
	Stellar Sample

	Stellar Variability
	Identifying Variable Stars
	Deriving the Variability Fraction

	Periodic Variability
	Periodicity Search Implementation
	Definition of Significance
	Aliasing in Periodicity Searches

	Results
	Variability Fraction
	Periodically Variable Stars

	Discussion
	High stellar variability fraction at the Galactic center
	Constraints on the eclipsing binary fraction of young stars
	Other periodic and variable stars
	The precision of single PSF AO photometry

	Conclusion
	Appendix 2A: Photometric Calibration Details
	Reference Flux Bandpass Correction
	Iterative Calibrator Selection
	Local Photometric Correction

	Appendix 2B: Variability Study Details
	Appendix 2C: Periodicity Methodology Details
	Period Search Range
	Removal of long-term linear trends


	Identification of an Old Ellipsoidal Stellar Binary at the Milky Way Galactic Center and Dynamical Constraints on a Dark Cusp
	Introduction
	New observations and existing GCOI data
	Photometric calibration
	Astrometric measurements

	Data analysis
	Photometric model
	Astrometry proper motion model
	Comparison with NIR stellar color of nearby stars

	Results
	Identification of source type
	Stellar binary modeling

	Discussion
	Dynamical constraints on massive compact remnants and a dark cusp in the GC
	Migrated Binary System
	Future observational constraints

	Conclusions
	Appendix 3A: Photometric Calibration Details
	Appendix 3B: Multi-band Long-Term Slope Exploration
	Appendix 3C: Searching for periodicity inastrometric measurements

	Constraining the intrinsic stellar binary fraction of the Milky Way Galactic center with photometric monitoring
	Introduction
	Periodicity search improvements
	Constraints on intrinsic binary fraction from photometric detections with Bayesian inference
	Mock light curve generation of a stellar binary population
	Finding the best-fit population binary fraction

	Conclusion

	Conclusions
	Prospects for GC binary fraction constraints
	Tighter limits on the dark cusp with binary evaporation

	Stellar Photometric Catalog
	Light curves of variability study sample
	Periodic Variable Detections
	Likely Periodic Variables
	Possible Periodic Signals





