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ABSTRACT: Dinitrosyl iron complexes (DNICs) are
ubiquitous in mammalian cells and tissues producing
nitric oxide (NO) and have been argued to play key
physiological  and  pathological  roles.  Nonetheless,
the mechanism and dynamics of DNIC formation in
aqueous  media  remain  only  partially  understood.
Here, we report a stopped-flow kinetics and density
functional theory (DFT) investigation of the reaction
of NO with ferrous ions and the low molecular weight
thiols  glutathione  (GSH)  and  cysteine  (CysSH)  as
well as the peptides WCGPC and WCGPY to produce
DNICs in pH 7.4 aqueous media. With each thiol, a
two-stage  reaction  pattern  is  observed.  The  first
stage  involves  several  rapidly  established  pre-
equilibria  leading  to  a  ferrous  intermediate
concluded  to  have  the  composition  FeII(NO)
(RS)2(H2O)x (C).  In  the second stage,  C undergoes
rate-limiting,  unimolecular  auto-reduction  to  give
thiyl  radical  (RS)  plus  the  mono-nitrosyl  Fe(I)
complex  FeI(NO)(RS)(H2O)x following  the  reactivity
order  CysSH  >  WCGPC  >  WCGPY  >  GSH.  Time
course  simulations  using  the  experimentally
determined  kinetics  parameters  demonstrate  that,
at  a NO flux characteristic  of  inflammation,  DNICs
will  be  rapidly  formed  from  intracellular  levels  of
ferrous  iron  and thiols.  Furthermore,  the  proposed
mechanism offers a novel pathway for S-nitroso thiol
(RSNO) formation in biological environment.

INTRODUCTION

Nitric  oxide  (NO)  is  an  endogenously  produced
diatomic  radical  that  is  bioregulatory  to  many
mammalian physiological/pathological  functions.1–3

Although  NO  is  a  free  radical,  its  reactivity  in
biological  media is  selective toward other  radicals
and  transition  metal  centers.2,4,5 For  example,  the
reactions  of  NO with  superoxide  ion  (O2

–)  to  give
peroxynitrite (ONOO/ONOOH) and with thiyl radicals

(RS)  to  give  S-nitroso  thiols  (RSNO)  are  nearly
diffusion-limited,6,7 while  reactions  with  heme
proteins are also well characterized.1,8,9 

Less  well  understood  is  the  reaction  of  NO with
non-heme  ferrous  ions  from  the  intracellular
chelatable  iron  pool  and  low  molecular  weight  or
protein thiols to form dinitrosyl  iron complexes.10–12

Dinitrosyl  iron  complexes,  which  are  also  formed
from  NO  reactions  with  Fe4S4 iron  sulfur  cluster
proteins,13,14 have  been  proposed  to  be  the  most
abundant  NO-derived  adduct  in  cells  exposed  to
either physiological or pathological concentrations of
NO.15 Furthermore,  there  is  a  growing  interest  in
potential  therapeutic  applications  of  dinitrosyl  iron
complexes.16,17

Mononuclear  dinitrosyl  iron  complexes  (DNICs)
display a characteristic EPR signal (g ~ 2.03), that
was  first  observed  as  early  as  1965  in  cells  and
tissues exposed to NO.10,18–20 Dinuclear dinitrosyl iron
complexes  known  as  Roussin’s  red  salt  esters
(RSEs)20–23 can also occur, although these are EPR-
inactive  and  thus  more  difficult  to  detect  in  a
biological milieu. The equilibrium between DNIC and
RSE species is pH and thiol concentration dependent
(eq. 1).24,25

Although  their  physiological  roles  are  not  fully
understood,  dinitrosyl  iron  complexes  have  been
proposed to  be NO reservoirs  and carriers  due to
their  greater  physiological  life-times  relative  to
molecular NO.26–29 Also, DNIC formation may play a
defensive role by reducing the availability of Fe(II)
and  NO-mediated  oxidations.30,31 In  murine
macrophage cells, the increase of DNIC levels were



shown to be concomitant to increased RSNO levels,
leading  to  the  suggestion  that  DNICs  are  able  to
promote nitrosation of biothiols.32 In this context, we
have recently utilized trapping techniques and EPR
detection to identify thiyl radicals as co-products of
dinitrosyl  iron  complex  formation.33 Thiyl  radical
generation in a NO rich environment would result in
RSNO  formation,7 thereby  offering  a  possible
rationale for the observations in cells.

We report here a stopped-flow kinetics and density
functional  theory  (DFT)  investigation  of  dinitrosyl
iron complex assembly from NO, Fe(II) and different
biothiols  in  pH  7.4  aqueous  media.  Of  particular
interest  is  the  tripeptide  ECG,  that  is,  glutathione
(GSH).  Given  its  prevalence  in  the  cytosol  (2-10
mM), the glutathione DNIC derivative [Fe(NO)2(GS)2]–

is likely to be the major low molecular weight DNIC
in mammals. A previous report from this laboratory
probed  the  kinetics  of  analogous  reactions  with
cysteine (CysSH);25 here we reexamine and extend
the  studies  with  CysSH  using  upgraded
instrumentation.  Lastly,  we  describe  stopped-flow
studies  of  analogous  reactions  with  the  peptides
WCGPC and WCGPY (Fig. 1) to evaluate whether a
second coordinating residue (cysteine and tyrosine,
respectively) has an impact on the kinetics of DNIC
formation. Notably, the WCGPC motif is found in the
active site of  thiol  based redox enzymes,  such as
thioredoxins,  glutaredoxins,  and  protein  disulfide
isomerases.34–36

Figure  1. Formulas  for  cysteine  (CysSH),
glutathione (GSH), WCPGC and WCGPY.

RESULTS

The  present  study  used  the  thiols  GSH,  CysSH,
WCGPC  or  WCGPY,  aqueous  ferrous  sulfate  and
purified NO gas to prepare the relevant solutions for
kinetics  experiments.  In  discussing  the  resulting
data, the total concentration of the thiol molecules
[RSH]tot refers  to  the  sum  of  the  RSH  and  its
conjugate  base  RS– after  mixing.  Correspondingly,

[Fe]tot and [NO]tot refer to the total concentrations of
all forms of these species upon mixing. Most studies
were carried out in HEPES buffer solutions at pH 7.4
by  stopped-flow  mixing  of  a  buffered  solution
containing  Fe(II)  and  RSH  with  a  second  buffered
solution containing NO. 

Dinitrosyl iron complex formation with GSH 
The reaction between Fe(II), NO and GSH is quite

fast  with  dinitrosyl  iron  complex  assembly  being
completed  on a  time scale  of  seconds.  Therefore,
the changes in the electronic spectra accompanying
this transformation were followed in a stopped-flow
spectrophotometer equipped with photodiode array
(PDA)  and  photomultiplier  tube  (PMT)  detectors.
Figure 2 displays representative temporal absorption
spectra subsequent to mixing Fe(II) (0.09 mM), NO
(0.93 mM) and GSH (1.8 mM) at pH 7.4 and 298 K.
The  overall  process  observed  spectrally  can  be
partitioned into two time regimes. During the phase
1  (Fig.  2a),  low-intensity  absorption  bands  at  350
and ~450 nm are immediately observed at 2 ms and
both continue to grow over the next few ms.  The
absorption spectrum subsequently evolves over the
first 100 ms into a single strong band with a max at
350 nm. During this latter stage, an isosbestic point
at 415 nm develops as the broad shoulder at ~450
nm recedes.  Notably,  the rise and then fall  of the
latter absorbance clearly indicates that, even in the
first  100  ms,  several  reactions  are  occurring,
perhaps sequentially.
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Figure 2. Temporal spectral changes upon stopped-
flow mixing of GSH, NO and Fe(II) in pH 7.4 aqueous
solution. (a) Temporal  absorption  spectra  for  a
solution containing Fe(II) (0.090 mM), NO (0.93 mM)
and GSH (1.8 mM) acquired from 2 to 100 ms after
mixing (phase 1). (b) Temporal spectra for the same
solution from 100 ms to 3 s (phase 2). (c) Optical
density changes at 350 nm and at 415 nm recorded
after stopped-flow mixing of comparable solutions at
the  same  initial  concentrations.  Conditions:  The
buffer was HEPES (200 mM); the temperature was
298 K.

During the slower phase 2 (Fig. 2b), the intensity of
the 350 nm band decreases exponentially within a
few  seconds,  and  new  absorption  bands  with
maxima at 310 and 360 nm and a shoulder at 420
nm become evident and remain stable for minutes.
This  phase  displays  apparent  isosbestic  points
maintained  at  415  nm  and  ~475  nm.  The  final
spectrum seen in this  Figure 2b is  consistent with
the  formation  of  a  mixture  of  RSE  (characteristic
bands at 310 and 360 nm) and DNIC (broad band at
~400 nm).25,37 The final spectrum of a comparable
product solution at higher [GSH]tot is  shown in the
Supporting Information (SI) Figure S1a. As discussed

below,  the  presence  of  a  DNIC  component  was
confirmed by recording the characteristic g = 2.03
EPR signal in product solutions.

Figure  2c  shows  the  absorbance  changes
specifically at 350 nm or at 415 nm for comparable
reaction systems. It is notable that the absorbance
at 415 nm, which corresponds to an isosbestic point,
achieves  a  steady-state  value  within  10  ms.  In
contrast, the absorbance at 350 nm takes longer (40
ms) to reach a maximum value during phase 1, and
then decays during phase 2. 

None  of  the  mentioned  temporal  absorptive
changes were seen upon mixing analogous solutions
of  Fe(II)  and  GSH  (0.09  mM  and  1.8  mM,
respectively) without NO or Fe(II) and NO (0.09 mM
and 0.93 mM, respectively) without GSH (SI Fig. S2).
The solution of Fe(II) and GSH gave a very weak and
indistinct absorbances, while the solution containing
only Fe(II) and NO displayed two weak bands at 340
and 450 nm. The latter spectrum is consistent with
that  reported  by  Wanat  et  al38 for  the  complex
FeII(NO)2+

(aq) (A) with band maxima at 336 nm (=
440  M-1  cm-1)  and  451  nm  265  M-1  cm-1). These
workers also demonstrated that A is formed rapidly
and reversibly with a  KNO of 0.44 × 103 M–1 (eq. 2).
Thus, under the experimental conditions used here,
this  equilibrium  is  established  in  less  than  one
millisecond. Neither of the spectra presented in SI
Figure S2 would contribute significantly to the strong
absorbance seen in Figure 2.

The mechanism(s)  for formation of  mono- and/or
bi-nuclear dinitrosyl iron complexes from a solution
containing initially Fe(II), NO and GSH must involve a
number  of  steps  including  several  ligand
substitutions  into  the  iron  coordination  sphere  as
well  as  reduction  of  Fe(II)  (formally)  to  Fe(I).39 In
previous studies of analogous reactions with CysSH,
the  model  for  dinitrosyl  iron  complex  formation
shown in Scheme 1 was proposed.25 In this model,
the rate-limiting step (phase 2) was suggested to be
the  spontaneous,  unimolecular  autoreduction  of  a
mono-nitrosyl Fe(II) species FeII(NO)(RS)2 (C) to give
a  mono-nitrosyl  Fe(I)  species  FeI(NO)(RS)  (D)  and
thiyl radicals (RS).  Subsequent fast reactions would
give the final products. In a recent communication,33

this model was reinforced by the EPR identification
of  a  mono-nitrosyl  iron(I)  intermediate  and  thiyl
radicals formation during the time frame of phase 2.
The ensuing analysis  of  the kinetics  and temporal
spectral  changes  described  in  the  present  article
further evaluates the viability of this mechanism.

Scheme 1. Model for formation of DNIC and RSE
from Fe(II), RSH and NO in aqueous media. Black
arrows  represent  phase  1  while  blue  arrows
represent reactions taking place during phase 2
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As predicted by Scheme 1,  the phase 2 reaction
displays  first-order  kinetics  under  a  variety  of
conditions  (different  [Fe(II)]tot,  [GSH]tot,  [NO]tot and
pH). Examples of the exponential decays from which
the  observed  first  order  rate  constants  kobs were
obtained  are  shown  in  SI  Figure  S3.  The  limiting
reactant in this system is ferrous iron, so after initial
fast absorbance changes corresponding to phase 1,
the  instantaneous  concentration  of  species  C is
dependent on [Fe(II)]tot,  [GSH]tot,  [NO]tot and pH (SI
Figs.  S4  &  S5).  Notably,  at  sufficiently  high
concentrations of GSH and NO, virtually all the Fe(II)
is rapidly converted to C during phase 1. 

The exponential decay of absorption curves at 350
nm (Abs350) is related to  the unimolecular decay of
C (krl)  according  to  an  intricate  relationship
dependent  on  the  concentrations  of  the  other
reagents present as indicated by eqs 3 and 4, where
kobs is  the  measured  rate  constant  for  the
exponential decay during phase 2 and f(RSH,NO) is
a function of [RSH],  [NO], and pH that defines the
relationship  between  [C]  and  the  limiting  reagent
[Fe(II)]tot (see SI Scheme S1).

Table 1 summarizes the kobs values determined for
phase 2 at different values of [GSH]tot (1.8-15 mM)
using  DynaFit  kinetics  software.40,41 In  each  case,
good exponential fits were obtained (e.g., SI Fig. S3).
Since the pre-equilibria of phase 1 are established
quickly relative to the much slower reaction of phase
2, kobs represents the first-order rate constant for the
conversion  of  ferrous  iron  (in  all  forms)  to  the
products.  The  kobs values  are similar,  although kobs

tends  to  be  somewhat  larger  at  the  higher  GSH
concentrations.  This  behavior  is  attributed  to  the
dependence  of  [C]  on  [GSH]  (eq.  4)  described  in
algebraic detail  in SI Scheme S1. Thus,  kobs should
approach  krl at  the  higher  values  of  [GSH]tot and
[NO]tot.

Table  1  also  lists  apparent  product  extinction
coefficients  (P350(app))  calculated  by  dividing  the
absorbance of the final product at 350 nm by [Fe]tot.
This  also  changes  with  [GSH]tot,  as  would  be
expected  given  that  the  equilibrium  between  the

DNIC and RSE products  is  dependent  on the thiol
concentration (eq. 1).

A  linear  Eyring  plot  (SI  Fig.  S6)  of  kobs values
determined as a function of temperature (T = –5 to
25 °C) for the phase 2 reaction with [Fe]tot  = 0.09
mM, [NO]tot = 0.93 mM, [GSH]tot = 1.8 mM gave the
activation parameter values  ΔH‡ = 56 ± 3 kJ mol−1

and ΔS‡ = −61 ± 5 J K−1 mol−1. Although a positive
ΔS‡ might  be  expected  for  the  unimolecular
dissociation of C, the scenario illustrated in Scheme
1 is more intricate, given that  C is assembled from
GSH,  NO  and  Fe(II)  via  several  temperature
dependent equilibria. 

Table  1. Summary  of  observed  rate  constants
(kobs) and apparent product extinction coefficients
(P350) obtained from exponential fits of the phase
2  (temporal  absorption  curves  at  350  nm)  at
different  [GSH]tot ([NO]tot =  0.93  mM;  [Fe]tol  =
0.090 mM; pH 7.4 HEPES buffer; T = 298 K)a

[GSH]tot

(mM)

kobs

(s-1)

P350(app)b

(103 M-1 cm-1)

1.8 0.83 5.01

2.7 0.85 5.02

3.6 0.84 5.05

5.4 0.88 5.02

7.5 0.82 5.05

10.0 0.90 4.97

15.0 0.92 4.88

a R2  value is 0.999 for all fittings;  bAbsorbance of
product solution divided by [Fe]tot

The  early  spectral  changes  seen  in  Figure  2
provide the opportunity to analyze the fast phase 1
reactions leading to formation of  C during the first
100 ms.  Figure 3 illustrates the effects of  varying
GSH concentration on the temporal  absorbance at
350 nm (Abs350)  while holding [Fe(II)]tot and [NO]tot

fixed at 0.09 and 0.93 mM, respectively. Also shown
is  the  concentration  effect  on  the  maximum
absorbance  Abs350(max)  achieved  during  this
phase,  and  it  is  notable  that,  at  higher  [GSH],
Abs350(max)  becomes  essentially  concentration
independent.  Similar  temporal  plots  of  Abs350 for
different  NO  concentrations  (0.28-0.93  mM)  with
fixed  [Fe(II)]tot and  [GSH] and  for  two  different
[Fe(II)]tot with fixed [NO]tot and [GSH] are shown in SI
Figure S7. Again, it is observed that the reaction rate
increases with increasing [NO] (SI Fig. S7) and that
Abs350(max)  levels  off at  higher  concentration  (SI
Fig.  S8).  These observations  are consistent  with  a
series of pre-equilibria such as described by eq.  2
plus eqs. 5 and 6, leading to the formation of C with
Fe(II)  being  the limiting reactant.  Not  surprisingly,
the temporal absorbance changes at 350 nm do not
correspond to single exponential functions.
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Figure 3. (a)  Plots of  Abs350 vs  t for the phase 1
reactions  of  a  solution  prepared  by  stopped-flow
mixing with final concentrations [Fe]tot = 0.090 mM,
[NO]tot = 0.93 mM and various [GSH]tot (0.90 to 5.40
mM) in pH 7.4 HEPES buffer solution (200 mM) at
298 K. (b) Plot of  Abs350(max) values during phase
1 vs [GSH] under these conditions.

When  the  phase  1  absorbance  changes  were
monitored  at  415  nm,  the  effects  of  changing
[GSH]tot on the temporalAbs415 and on Abs415(max)
(SI Fig. S9) were qualitatively similar. However, this
value  was  achieved  at  a  lower  [GSH]tot than  was
Abs350(max), indicating that the process monitored
at 415 nm is not identical to that monitored at 350
nm. As noted above, the isosbestic point at 415 nm
in  the  latter  stages  of  phase  1  indicates  that
sequential  reactions  are taking place.  Since Abs415

reaches  a  plateau  faster  than  does  Abs350,  the
former  must  sample  a  smaller  number  of  initial
steps than the latter. In other words, the dynamics
of  subsequent  processes  during  phase  1  are  not
observed at 415 nm owing to its isosbestic nature.
Therefore,  we  initiated  a  kinetics  simulation  using
DynaFit  kinetics  software  based  on  the  temporal
Abs415 data  and  a  two-step  sequential  pre-
equilibrium reaction model based on eqs.  2 and 5
(Model I). 

In these simulations, the published values of k1, k-1

for  eq.  2 (1.24  ×106 M–1 s–1,  3.24  ×103 s–1,
respectively)  and  A415 for  A (230 M–1 cm–1)38 were
used. The molar extinction coefficient (B415) for the
isosbestic point at 415 nm (4.33 × 103 M-1 cm-1) was

estimated from the Abs415(max) plateau in SI Figure
S9 by assuming  B to be a mono-iron complex. The
rate  constants  k2 and  
k-2 were allowed to float in order to obtain an optimal
fit. Table 2 summarizes the computed values of  k2

and  k-2 that gave good fits for the temporal Abs415

curves  in  phase  1  for  GSH  concentration  ranging
from 1.8 to 15.0 mM. An alternative model in which
the eq. 5 was treated as irreversible was tested but
did not fit well to the kinetics data at 415 nm.

Table 2. Rate constants from fitting of Model I to
temporal Abs415 curves in phase 1 for GSHa,b

Model I:          Fe2+ + NO    A  (k1, k-1)

                        A + RSH    B + H+
  (k2, k-2)

[GSH]

mM

k2

(105 M-1s-

1)

k-2

(s-1)

K2 = k2 / k-

2

(104 M-1)

R2

2.7 2.78 36.6 0.75 0.988

3.6 3.00 36.9 0.81 0.995

4.5 3.16 51.5 0.61 0.998

5.4 3.36 56.2 0.60 0.998

7.5 3.53 43.1 0.82 0.997

10.0 3.70 39.9 0.93 0.994

15.0 3.84 47.3 0.81 0.993

3.34c 44.5c 0.76c

a The values of k1 = 1.42 × 106 M–1 s–1, k-1 = 3.24 ×
103 s–1

, A415 
 = 230 M–1 cm–1 and B415 = 4.55 × 103 M-1

cm-1 were fixed.  b [NO]tot = 0.93 mM, T = 298 K.  c

ave. values

Next,  the  average  values  of  k2 and  k-2,  obtained
from fitting the temporal Abs415 curves in the two-
step sequential reaction model (Table 2) were used
in  DynaFit  simulations  of  phase 1  temporal  Abs350

curves to the same model.  However, as expected,
these fits were poor; since it is obvious from Figure 2
that changes at Abs350 reflect at least one more step.
Thus, a third reversible reaction involving a second
GSH (eq. 6) was added (Model II). The Abs350(max)
plateau  in  Figure  3b  was  used  to  calculate  the
extinction coefficient C350 = 12.8 × 103 M-1 cm-1 for C
at  350  nm,  also  assuming  C to  be  a  mono-iron
complex.  However,  the extinction coefficient for  B
(B350) is unknown. Therefore, data from experiments
where  Abs350(max)  has  plateaued  (7.5  to  15  mM
GSH)  were  first  used  to  fit  the  three-step  model
(Model II) in order to estimate B350 as 7.03 × 103 M-1

cm-1.42 Then, this estimated value was applied in the
larger data set to simulate the temporal absorbance
changes at 350 nm (SI Fig. S10). These curves fitted
well  to  Model  II.  Table  3  presents  these
computational results using fixed values for  k1,  k-1,
k2, k-2, A350, B350 and C350 and by allowing k3 and k-3 to
float in order to obtain optimal fit.

In  summary,  the  formation  of  dinitrosyl  iron
complexes  from  NO,  Fe(II)  and  GSH  in  aqueous
solution occurs via two phases, the first being quite
fast  with  rates  strongly  dependent  on  the
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concentrations  of  the  three  species.  Although  we
have  interpreted  these  rates  in  terms  of  three
consecutive equilibria (eqs.  2,  5 and 6)  it  is  likely
that  other  sequences,  such  as  the  reaction  of  a
FeII(GS) complex with NO,  may also play a role in
leading  to  species  C.  Thus,  the  observed  kinetics
represent a composite of reversible pathways, all of
which are relatively fast.  The much slower second
stage is first order in the limiting reactant, [Fe(II)]tot,
consistent  with  the  proposal  that  this  reaction
reflects  the  unimolecular  autoreduction  of  FeII(NO)
(GS)2 (Scheme 1). 

Table  3. Rate  constants  obtained  from  fits  of
Model II to the phase 1 of Abs350 curves for GSH a,b

Model II:      Fe2+ + NO    A  (k1, k-1)

                      A + RSH    B + H+
  (k2, k-2)

                      B + RSH    C + H+ (k3, k-3)

[GSH]

mM

k3

(104 M-1 s-1)

k-3

(s-1)

K3

(103 M-1)

R2

1.8 1.90 15.3 1.24 0.99
4

2.7 1.93 14.6 1.32 0.99
7

3.6 2.08 10.8 1.93 0.99
9

5.4 1.36 9.35 1.45 0.99
7

1.82c 12.5c 1.49c

a The values of k1 = 1.42 × 106 M–1 s–1, k-1 = 3.24 ×
103 s–1, k2 = 3.34 × 105 M–1 s–1, k-2 = 44.5 s–1, A350 =
3.7 × 102 M-1 cm-1, B350 = 7.03 × 103 M-1 cm-1, C350 =
1.28  ×  104 M-1  cm-1 were  fixed  while  k3,  k-3 were
allowed to float. The B350 value was estimated from
fits  of  the  three-step  model  to  phase  1  temporal
absorption curves at 350 nm for experiments where
Abs350(max)  has  plateaued  at  higher  [GSH]tot;  b

[NO]tot = 0.93 mM, T = 298 K. c ave. values.

Dinitrosyl  iron  complex  formation  with
CysSH

The stopped-flow mixing of CysSH, Fe(II) and NO in

aqueous buffer pH 7.4  led to well-defined phase 1
and  2  as  observed  previously25 and  for  the
analogous reaction with GSH, although the temporal
absorption spectra after mixing did not present an
isosbestic point at 415 nm (SI Fig S11).  In addition,
the  plot  of  Abs350(max)  vs  [CysSH]  for  phase  1
reached  a  plateau  at  a  [CysSH]  much  lower  than
with  GSH  (SI  Fig.  S12).  This  last  observation  is
consistent  with  CysSH having a  lower  pKa (8.2  ±
0.2)  than  GSH  (9.4  ±  0.2),43 thereby  making
reactions such as eq. 5 and 6 more favorable. 

In the absence of the 415 nm isosbestic point in
phase 1,  the three-step sequential  reaction  model
(Model II) was directly used to fit the phase 1 of the
350 nm curves (SI Tables 1-2). From these fits were
obtained the average values k2 = 4.9 × 105 M-1 s-1, k-

2 = 20 s-1, k3 = 2.2 × 104 M-1 s-1 and k-3 = 3.4 s-1. The
exponential  decay of  phase 2  displayed a modest
sensitivity to [CysSH]tot and [NO]tot as expected from
eq. 4 and gave a limiting kobs value of ~3.6 s–1 at the
highest CysSH concentration (3.6 mM). This krl value
is  within  the  experimental  uncertainty  of  that
determined previously (4.0 ± 0.5 s–1)  25 under very
similar  conditions  and  is  4-fold  higher  than  that
obtained for GSH.

Reactions with WCGPC or WCGPY 
Owing to the similarity of its motif to the active site

of certain redox enzymes, WCGPC was chosen as a
substrate, while WCGPY was chosen to evaluate the
influence of  a nearby tyrosine on DNIC formation.
The  patterns  of  temporal  optical  spectral  changes
after  stopped-flow  mixing  of  buffered  solutions  of
Fe(II), NO and WCGPC or WCGPY (Fig. 4 and SI Fig.
S13,  respectively)  proved  to  be  similar,  but  not
identical to that observed for GSH and CysSH. Two
stages were again observed, phase 1 occurring over
approximately  100  ms  and  giving  a  marked
absorbance  increase  at  ~350  nm;  and  phase  2
involving  an  exponential  Abs350 decrease  over  the
following  seconds.  The  eventual  spectrum  was
consistent with formation of a RSE/DNIC mixture, but
did  not  give  bands  as  distinctive  for  RSE  at  low
[RSH] or for DNIC at higher [RSH] as seen with GSH
or CysSH (SI  Fig.  S1),  owing to the overlap of  the
peptide  with  the  product  spectra  at  short
wavelengths.  Nonetheless,  the  EPR spectra  of  the
products clearly display characteristic g = 2.03 EPR
signals  corresponding  to  DNIC  formation  (see
below). 
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Figure 4. (a) Temporal absorption spectra from 2 to
100  ms  after  stopped-flow  mixing  of  Fe(II)  (0.09
mM), NO (0.93 mM) and WCGPC (1.35 mM) (phase
1). (b) Temporal spectra from 100 ms to 3 s (phase
2)  for  the  same  solution.  (c)  Concentration
dependence  of  Abs415(max)  and  Abs350(max)  for
reaction over the [WCGPC] range 0.27-7.1 mM in pH
7.4 aqueous buffer (298 K).

For  WCGPC,  the  phase  2  kobs values  were
dependent on peptide concentration as predicted by
eq. 4 and gave a nearly limiting value of ~1.9 s-1 at
the highest concentration studied (SI Table S3). This
krl value is  about  2-fold  higher than that seen for
GSH (~0.9 s-1) under comparable conditions. 

The phase 1 spectral changes for WCGPC (Fig. 4a)
displayed the early  rise  and fall  of  absorbance at
~450 nm and a developing isosbestic point at 415
nm as seen with GSH. Furthermore, values of both
Abs415(max) and Abs350(max) (Fig. 4c) proved to be
dependent  on  the  WCGPC  concentration  over  the
range 0.27 to 1.80 mM but reached limiting values

at the higher [WCGPC] tested. Given these strong
similarities,  the  kinetics  model  employed  for  GSH
was used to fit the temporal absorption curves for
the phase 1 reactions with WCGPC (SI Tables 4 & 5).
This analysis gave the average rate constants  k2 =
3.1 × 105 M-1  s-1,  k-2 = 21 s-1,  k3 =  3.5 × 104 M-1  s-1

and k-3 = 20 s-1. 

The  analogous  reactions  with  WCGPY  presented
the  two-stage  pattern  quite  consistent  with  those
seen for each of the thiols described before (SI Fig.
S13). Notably, the plot of  Abs350(max) vs [WCPGY]
for  phase  1  required  a  higher  thiol  concentration
(~8-10 mM) to reach a  plateau (Fig.  5)  than with
GSH, CysSH or WCGPC. The  kobs values for phase 2
decay displayed a modest dependence on [WCPGY]
(SI Table 6), giving a kobs for 7.1 mM WCPGY (~1.8 s-1

at 298 K) similar to that for WCGPC.

Figure 5.  Maximum absorption at  350 nm during
phase  I  after  stopped-flow  mixing  of  Fe(II)  (0.090
mM),  NO (0.93 mM) and WCGPY peptide (0.09-10
mM) in pH 7.4 solution, T = 298 K.

Like  CysSH,  the  temporal  absorption  spectra
during  phase  1  for  WCGPY  did  not  present  an
isosbestic point at 415 nm (SI Fig. S12). Therefore, a
kinetics model analogous to that used for CysSH was
used to fit temporal absorption curves for  phase 1
reactions with WCGPY. The B350 value was estimated
as  4.75  ×  103  M-1cm-1 from  fits  of  the  three-step
model to phase 1 temporal absorption curves at 350
nm for  higher  [WCGPY]tot where  Abs350(max)  has
nearly  plateaued.  The same experiments  gave an
estimated value for  C350 (7.9  × 103 M-1cm-1). Fits of
temporal  absorption curves at 350 nm to Model II
gave the averaged rate constants k2 = 6.0 × 105 M-1

s-1, k-2 = 5 × 102 s-1, k3 = 2.6 × 104 M-1  s-1 and k-3 =
17 s-1 (SI Table 7); however, there was considerable
uncertainty in these values.

We  further  examined  whether  tyrosine  might
promote reduction of  Fe(II)  under these conditions
by stopped-flow mixing a pH 7.4 aqueous solution of
Fe(II)  (0.09  mM),  NO (0.93 mM) and tyrosine (1.8
mM).  The  presence  of  Fe(II)  and  NO  led  to  weak
absorbances at 345 and 440 nm (SI Fig. S14) similar
to  those  seen  for  Fe(NO)2+

(aq) (SI  Fig.  S3),  but  no
further reaction was apparent even up to 5 min after
mixing. More convincingly, the ambient temperature
EPR spectrum of a solution consisting of Fe(II) (0.09
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mM), NO (0.93 mM) and tyrosine (1.8 mM) showed
no signal  at g = 2.03, indicating that this mixture
does not spontaneously form a tyrosine based DNIC.

Thus,  WCGPC  and  WCGPY  demonstrate  the  two
phase  reaction  pattern,  proceeding  through
formation of a species C followed by a much slower
unimolecular  decay  to  give  the  final  products  as
observed for GSH and CysSH. Since the krl values for
the  rate-limiting  unimolecular  decay  pathway  are
very similar, substituting a potentially redox-active
tyrosine for the terminal cysteine in WCGPC had, at
most, a modest effect on the dynamics of dinitrosyl
iron complex formation. Apparently, the presence of
two  potentially  chelating  nearby  residues  in  the
peptide  did  not  promote  major  changes  in  the
reaction  mechanism or  dynamics  of  dinitrosyl  iron
complex formation.

EPR  experiments:  detection  and
quantification of DNIC 

The reaction of Fe(II), NO and low molecular thiols
in aqueous media leads to an equilibrium mixture of
the  mono-nuclear  (DNIC)  and  bi-nuclear  (RSE)
dinitrosyl  iron  complexes  (eq.  1).  Although  the
absorption spectra of the RSEs (bands at max = 310
and  max =  360  nm;  shoulder  at  ~435  nm)  are
distinct from those of the corresponding DNIC (band
at  max ~  400  nm),  quantitative  analysis  of  the
relative concentrations is problematic owing to band
superposition.  Therefore,  we used EPR to  quantify
the  paramagnetic  DNIC  in  a  product  mixture
prepared  from  reaction  of  [Fe(II)]tot =  0.09  mM,
[NO]tot =  0.93  mM  and  [RSH]tot =  3.60  mM  in
deaerated HEPES buffer  (200 mM) at  pH 7.4.  The
limiting reactant is  Fe(II),  and it  is  fully  converted
into  dinitrosyl  iron  complexes  under  these
conditions.  Figure  6  displays  the  resulting  EPR
spectra for these solutions. In each case, the derived
EPR  signal  centered  at  g  =  2.03  indicates  the
formation  of  the  respective  mono-nuclear  DNIC
complex. The concentrations of formed DNICs were
obtained by double integration of  the EPR spectra
using the same baseline correction and comparison
with  the  area  of  the  spectrum  of  a  known
concentration of tempol.42 These areas proved to be
a function of the specific thiol with CysSH giving the
highest and GSH the loweest concentration. Based
on  the  assumption  that  the  only  other  iron-
containing  product  is  the  corresponding  RSE,  we
used the relationship [RSE] = 0.5 ([Fe]tot –[DNIC]) to
calculate  [RSE].  The  resulting  values  under  these
conditions are summarized in Table 4, but it should
be noted that, given the stoichiometry of eq. 1, the
[RSE]/[DNIC] ratio is a function of [Fe]tot, [RSH]tot and
pH, as well as a function of the nature and pKa of
the specific thiol.

Figure 6. EPR spectra  of  a  deaerated solution  of
Fe(II) (0.09 mM), NO (0.93 mM) and GSH (3.60 mM)
(green line),  CysSH (3.6  mM) (black  line),  WCGPC
(3.60 mM) (red line) or WCGPY (3.60 mM) (blue line).
HEPES buffer at pH 7.4 and T = 298 K. The signals
are each centered at g = 2.03.

Table 4. Concentrations DNIC and RSE obtained
from the tested thiols in aqueous medium pH 7.4
a,b,c

Thiol
DNICb

(M)

RSEc

(M)

K = [DNIC]2/([RSE]
[RSH]2)

(M-1) at pH 7.4

CysSH 48.3 20.9 9.3

GSH 10.0 40.0 0.2

WCGPC 23.5 33.3 1.4

WCGPY 33.8 28.1 3.3

a Solutions  prepared  from [Fe(II)]tot =  0.09  mM,
[NO]  =   0.93  mM  and  [RSH]tot =  3.60  mM  in
deaerated HEPES buffer (200 mM) at pH 7.4 and T =
298 K.  b DNIC concentration was quantified by EPR
using  known concentration  of  tempol  solutions  as
standard.  c RSE  concentration  was  calculated
assuming the full conversion of Fe(II) into DNIC and
RSE species.

Density  functional  theory  (DFT)
computations:

The  above  kinetics  data  for  the  first  phase  was
interpreted in terms of  three sequential  reversible
steps (eqs. 2, 5 and 6) leading to the Fe(II) species
A,  B and  C (Model II  in Table 3). The rate-limiting
step  giving  the  dinitrosyl  iron  complex  products
(DNIC  and  RSE)  was  further  interpreted  as  the
unimolecular  autoreduction  of  C  (Scheme  1)  that
was accompanied by formation of mono-nitrosyl iron
complex(es)  plus  thiyl  radicals  (RS)  as  shown  by
EPR experiments  (eq.  7).  In  order  to  gain  greater
insight into structures, energies and spectra of the
proposed  intermediates,  DFT  and  time-dependent
DFT (TDDFT) studies were carried out at the UB3LYP/
DGDZVP  level  of  theory  in  water  (PCM  approach)
using the computational packages of  Gaussian 16.
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The calculations were carried out for RSH = CysSH,
which was the simplest thiol studied, and the overall
behavior  of  which  was  analogous  to  that  of  GSH,
WCGPC  or  WCGPY.  SI  Table  S8  summarizes  the
calculated energies for the key species.

Although formation of A from Fe2+
(aq) and NO is too

fast to monitor with the stopped-flow technique, this
technique  was  able  to  monitor  the  sequential
processes leading to B and C. The TDDFT calculated
spectra for species  A and  B are shown in SI Figure
S15.  The  former  displays  two  weak,  visible  range
bands consistent with the spectrum for the known
complex38 Fe(H2O)5(NO)2+ (reported above), although
the  calculated  band  energies  are  about  0.32  and
0.68 eV lower energy than the experimental values
(differences up to 1 eV are considered reasonable
fits). While the highest occupied molecular orbitals
(HOMOs)  and  the  lowest  unoccupied  molecular
orbitals (LUMOs) are of mixed character, the overall
patterns  suggest  that  these  bands  essentially
represent metal (Fe) to nitrosyl (NO) transitions. 

The  calculated  spectrum  for  B is  markedly
different. The predicted absorption bands at 297 and
346 nm are quite strong, and a broad absorption at
~400-450  nm is  present.  Based  on  the  HOMO to
LUMO transitions (SI Figure S16), the strong band at
~350  nm  can  be  considered  to  be  a  mixture  of
ligand  (thiolate)-to-metal  charge  transfer  (LMCT)
and  ligand  to  ligand’  (nitrosyl)  charge  transfer
(LL’CT)  transitions.  Qualitatively,  the  calculated
spectrum  of B is  consistent  with  the  temporal
changes  in  the  absorption  spectra  observed
immediately upon mixing Fe2+, RSH and NO in the
stopped-flow  experiments  and  attributed  to  the
conversion of A to B (eq. 5).

SI  Figure  S17  displays  the  calculated  electronic
spectra and formulated structures for species C that
differ in the number of coordinated waters:  FeII(NO)
(CysS)2(H2O)  (C-1),  FeII(NO)(CysS)2(H2O)2 (C-2),
FeII(NO)(CysS)2(H2O)3 (C-3).  All  three  show  very
strong bands in the 300-400 nm wavelength range,
with  the  C-1  spectrum being  the  most  consistent
with the experimental spectrum of  C. As illustrated
for C-1 (SI Fig. S18), the difference in the electronic
distributions  between  the  HOMO  and  the  LUMOs
indicate that these absorption bands are also best
represented as LL’CT transitions. Calculation of the
equilibria between these species in aqueous solution
(see SI Table S9) also shows C-1 to be modestly the
most stable,  with C-2 and C-3 being 13 and 23 kJ
mol−1 higher  energy,  respectively.  Notably,  the
calculated  structures  of  C-1  and  C-2  are  both  5-
coordinate,  with  the  carboxylate  of  a  zwitterionic
cysteine  carboxylate  occupying  one  of  the
coordination sites in the former. The lowest energy
form of C-3 was not 6-coordinate, but appeared to
be  C-2  with  a  loosely  associated  H2O;  the  6-
coordinate structure in  SI  Figure S16 represents  a
local  minimum 27 kJ  mol–1 higher energy than the
value listed SI Table S8.

Scheme 2. Auto-reduction of C-1, C-2 and C-3 in
aq. solution.

The question remains regarding which formulation
of  C  might  be  responsible  for  the  auto  reduction
depicted in eq.  7.  SI  Table S9 summarizes the
calculated energetics of this process for C-1, C-
2  and  C-3  as  depicted  in  Scheme  2.  The
calculated  E  for  the  C-1   D-1  +  CysS

reaction is 121 kJ mol−1 while that for C-2  D-
2 + CysS is significantly lower at 72 kJ mol−1.
The  E for C-3   D-2 + CysS + H2O is very
similar (62 kJ mol-1) as expected given that C-3
converges to the lowest energy structure, close
to  that  of  C-2.  The  latter  two  E  values
compare favorably to the value of +59 kJ mol−1

from an earlier DFT calculation for this reaction
in a dielectric continuum using the same level
of  theory  but  a  different  software  package,
Gaussian 09.25 The direct reaction of C-3 to D-3
+ CysS has a more positive E (+98 kJ mol–1).
Thus, if we assume that the principal form of C
is  C-1,  then  the  lowest  energy  pathway
corresponding to eq. 7 would be reaction with
H2O to form C-2 (E = +13 kJ mol−1) followed
by  auto  reduction  to  give  D-2  (E = +72 kJ
mol−1) as illustrated in Scheme 3. Although this
calculated pathway would be endoergic (Etotal

= +85 kJ mol−1),  the subsequent reactions of
the initial intermediates formed are sufficiently
exoergic to provide a strong driving force for
the  overall  process.  For  comparison,  the
experimentally  determined  ΔH‡ reported  here
for the analogous reaction with GSH was 56 ±
3 kJ mol−1,  and one might speculate that the
negative entropy of activation (ΔS‡ = −61 ± 5 J
K−1 mol−1) observed may partially reflect the C-
1 reaction with H2O to give C-2.

Scheme 3. DFT calculated energies showing that
the lowest energy autoreduction path is via C-2. 
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DISCUSSION
NO reacts with the intracellular chelatable iron pool

to form dinitrosyl iron complexes12,15 most of which
are  protein-bound, although low molecular weights
DNICs may play key role in transporting iron out of
cells.29 In this work, we focused on the kinetics and
mechanism of the formation of DNICs from several
low molecular weight biothiols, Fe(II) and NO at pH
7.4.  The  employed  NO  concentrations  are  much
higher  than  those  found  in  living  organisms,
however,  the  rate  constants  determined  here  are
applicable  to  biological  conditions,  demonstrating
the facile DNIC formation under these conditions.

DNIC formation proceeds via two phases. The first,
occurring in a few tens of milliseconds represented
as  the  facile  substitution  reactions  of  aqueous
divalent iron to give a mono-nitrosyl iron(II) complex
coordinated  to  two  thiols  (or  thiolates),  i.e.  the
intermediate  FeII(NO)(RS)2 (C  in  Scheme  1).  The
somewhat  slower  phase  2,  with  a  lifetime  of
seconds, is the unimolecular decay of the latter to
give an equilibrium mixture of mono- and bi-nuclear
dinitrosyl iron complexes. 

Kinetics  simulations  provided  pertinent  rate
constant  values  from  temporal  changes  in  the
optical  absorption  spectra.  Each  of  the  biothiols
studied (CysSH, GSH, WCGPC and WCGPY) exhibited
very  rapid  formation  of  the  iron(II)  intermediate
FeII(NO)(RS)2 (C).  The  equilibrium  constants
calculated by simulation for the proposed sequential
reversible substitutions reactions of phase 1 (Model
II)  are  listed  in  Table  5.  Given  the  lability  of  Fe2+

(aq),43 any kinetics model is simplistic, although the
overall equilibria forming the key intermediates are
relevant  regardless  of  the  specific  sequence  of
ligand  substitution  reactions.  In  this  context,  the
product  of  the  three  equilibrium constants  (K1,  K2

and  K3)  should be equal to the overall  equilibrium
constant for the formation of the intermediate  C at
pH  7.4.  The  value  of  the  latter  product  can  be
estimated from KC = [C]/([Fe2+][NO][RSH]2), since [C]
can  be  calculated  using  the  extinction  coefficient
C350 determined  at  limiting  RSH  concentrations
during the phase 1 reactions for each thiol. Similarly,
for GSH and WCGPC, which presented the isosbestic
point at 415 nm, the KB can also be calculated (KB =
[B]/([Fe2+][NO][RSH]);  [B]  =  Abs415(max)/B415).
Considering  the  inherent  uncertainties  in  rate
constants  determined  by  kinetic  simulations,  the
values  of  KB and  KC calculated  from the  products
K1K2 and  K1K2K3, respectively, are surprisingly close

to  the  KB and  KC values  calculated  from  the
concentrations of B (FeII(NO)(RS)) or C (FeII(NO)(RS)2)
and  of  the  other  reactants  (Table  5).  Thus,  the
kinetic  model  proposed  here  is  internally  self-
consistent.

For each biothiol studied, the Fe(II) was shown to
be fully converted into dinitrosyl iron complexes at
sufficiently high concentrations of NO and thiol. The
fastest reactions were seen with cysteine, and while
this might be attributed to its smaller size relative to
the  polypeptide  thiols,  the  lower  pKa  of  CysSH is
also a likely reason for this behavior as well as for
the significantly higher  DNIC]/[RSE] ratio for CysSH
compared  to  GSH. If  one  compares  WCGPC  and
WCGPY,  the  first  step  in  DNIC  assembly  is  the
reversible formation of the proposed intermediate B,
which  is  about  an  order  of  magnitude  more
favorable for WCGPC owing perhaps to the presence
of a second thiol. The difference in this first step is
further  reflected  in  the  formation  constant  for
species  C, but there is little limiting rate difference
in the decay of  C to the dinitrosyl iron complexes.
Overall the influences of the other peptide residues
on  the  dynamics  of  DNIC  formation  are  relatively
subtle  and  may  be  due  to  different,  possibly
competing,  effects.  Further  investigations  are
needed in order better elucidate such issues that are
surely relevant to the formation of protein DNICs

The obtained rate constants (Table 5) were applied
to  simulate  DNIC  formation  under  biological
conditions.  The  rate  of  NO  production  per  cell  in
activated  macrophages  (2.8  M  s-1)  was  used  to
simulate inflammatory conditions,44,45 whereas 1% of
the latter flux (28 nM s-1) was used to simulate non-
inflammatory conditions.45 Considering the variable
levels  determined  for  the  cellular  chelatable  iron
pool  (0.1  to  10  M),46 we  used  the  Fe(II)
concentration  of  5  M  and  the  upper  limit  of
intracellular  GSH  (10  mM)  or  CysSH  (1  mM)
concentrations (Fig. 7). As expected, the simulations
showed that NO fluxes modulate the rate of  DNIC
formation.  Under inflammatory conditions, the Fe(II)
would be fully converted into DNICs within 10-15 s
at  intracellular  levels  of  GSH  or  CysSH.  Notably,
although the intracellular concentration of CysSH is
an order of magnitude lower than that of GSH, the
higher reactivity makes CysSH biologically relevant
for  DNIC  formation.  Under  non-inflammatory
conditions,  DNIC formation would  be  much slower
but about 95 % of total NO produced incorporates
into DNICs within 30 s. These calculations are in line
with  quantitative  studies  using  macrophage  cell
lines, indicating that DNICs are the most abundant
NO-adduct  formed  in  all  cellular  settings  of  NO
production.15 It  should  be  noted  that  our  kinetic
studies  were  performed at  298  K  and more  rapid
rates are expected at physiological temperatures. 
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Figure  7. Time  course  simulations  using  Gepasi
software for  formation of  DNICs from Fe(II)  (5  M)
under  biologically  relevant  concentrations  showing
the effects of different RSH concentrations and NO
fluxes. The rate constants used are listed in Table 5
for  reactions in  pH 7.4  aqueous buffer  solution at
298 K. Black line: [GSH] = 10 mM, NO flux 2.8 M s-1.
Red :  [CysSH] = 1 mM, NO flux 2.8  M s-1.  Blue:
[GSH] = 10 mM, NO flux 28 nM s-1. Orange: [CysSH]
= 1 mM, NO flux 28 nM s-1

Table 5. Summary of equilibrium constants for reactions that lead to DNIC formation from reaction of
Fe(II), NO and various thiols in pH 7.4 aqueous buffer solution at 298 K.

a The values of equilibrium constants K2 and K3 correspond to the average of the values obtained from the
fits of the kinetic model to the temporal absorption curves using Dynafit b K1 = k1 / k-1 (k1 = 1.42 × 106 M–1 s–1

and k-1 = 3.24 × 103 s–1)38. c Calculated using KB = [B]/([Fe2+][NO][RSH]). The concentration of B was obtained
using  [B]  =  Abs415(max)/B415.  d Calculated  using  KC =  [C]/([Fe2+][NO][RSH]2).  The  concentration  of  C was
obtained using [C] = Abs350(max)/C350. The KB and KC were obtained at different RSH concentrations and then
average

Our  results  also  demonstrate  that  the  rate
constants  for  the  autoreduction  of  C and,
consequently,  the  rates  of  DNIC  formation  are
function of biothiol nature with krl following the order
CysSH  >  WCGPC  >  WCGPY  >  GSH  (Table  5).
Relevantly,  the autoreduction  of  C generates  thiyl
radicals which in a NO rich environment will result in
S-nitroso thiol  formation.  The S-nitroso thiols  have
gained attention  owing to possible  involvement  in
NO-signaling  under  physiological  and  pathological
conditions.47,48 However,  the  mechanisms of  RSNO
formation  in  biological  medium remain  debatable.
Our studies showing the concomitant production of
DNICs and thiyl radicals33 provide a novel route for
RSNO formation in vivo.

Conclusion:

In summary, we have demonstrated the dynamics
for the overall assembly (phase 1 and 2) of several
low molecular weight DNICs from the direct reaction
among NO,  Fe(II)  and biothiols  in  pH 7.4 aqueous
media. The first phase involves a series of reversible
equilibria to produce the intermediate FeII(NO)(RS)2.
The second phase is the rate-limiting unimolecular
decay  of  FeII(NO)(RS)2 via  auto  reduction
accompanied  by  formation  of  thiyl  radicals  and
mononitrosyl  iron(I)  complex,  which  is  rapidly
converted to the respective DNIC and RSE. Modeling

with  the  determined  rate constants  and biological
concentrations of the reactants confirm that DNICs
are readily formed at physiological and pathological
levels of NO production.

EXPERIMENTAL SECTION

Materials and Methods
The reagents L-glutathione (reduced) (≥ 98.0%), L-

cysteine (≥ 98.0%) and iron(II) sulfate heptahydrate
(> 99.0%) were purchased from Sigma Aldrich. The
peptides WCGPC and WCGPY were purchased from
Biomatik.  Solutions  at  pH  7.4  were  prepared  with
HEPES buffer (≥ 99.5%), while those at pH 8.6 and
9.0 were prepared in TRIS buffer (≥ 99.0%). 

Nitric  oxide  gas  purification  and  solution
preparation. 

 Nitric oxide gas (99.5%) from the tank (PraxAir)
was  passed  through  a  stainless-steel  column
containing sodium hydroxide pellets to remove NO2

and  N2O3.  The  sodium  hydroxide  pellets  were
crushed  and  dried  under  vacuum  before  being
packed into the column. In order to obtain solutions
containing  the  desired  NO  concentration,  the
buffered  solutions  were  deoxygenated  in  Schlenk
flasks  using  the  freeze-pump-thaw  method.  Then,
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RSH K2 =k2 /k-2

(103 M-1)a

K1K2

(106 M-2)b

KB

(106 M-2)c

K3 =k3/k-3

(103 M-1)a

K1K2K3

(109 M-3)b

KC

(109 M-3)d

krl

(s-1)

CysSH 25. 10.4 - 2.6 29. 21. 3.6

GSH 7.5 3.1 2.4 1.5 4.8 1.3 0.92

WCGPC 14.6 6.1 5.0 1.7 11. 4.5 1.92

WCGPY 1.19 0.50 - 1.5 0.80 0.51 1.81



NO  gas  was  introduced  to  the  headspace  of  the
Schlenk flask on a vacuum line. The samples were
allowed to equilibrate for a minimum of 40 min. The
total pressure of the system was measured using a
mercury  manometer.49 The  NO  concentration  was
calculated by the partition coefficient between the
gas and the liquid phases (KH = 1.86 mM/atm at 298
K).50

Stopped-flow measurements. 
Kinetics  studies  were  performed in  an  upgraded

Applied Photophysics model SX-18 MV stopped-flow
spectrophotometer  with  either  a  photomultiplier
tube (PMT) or a photodiode array (PDA) used as the
detector. Gas-tight syringes with on-off valves were
used to transfer solutions from Schlenk flasks to the
stopped-flow instrument. The transfer syringes were
purged several  times with argon prior  to insertion
into the sample flasks. The reservoir syringes on the
stopped-flow were flushed with several  volumes of
the  deoxygenated  buffer  solution  before  the
introduction of the sample solution. The temperature
control was performed by a thermostatic, circulating
water bath. The symmetrical mixing operation mode
was used in all experiments. In general, one of the
syringes was loaded with NO saturated HEPES buffer
(200 mM) solution at pH 7.4 ([NO]tot  = 1.86 mM, 1
atm and 298 K) while the second syringe was loaded
with degassed HEPES buffer (200 mM) solution at pH
7.4 containing ferrous sulfate ([Fe(II)]tot = 0.18 mM)
and different concentrations of thiols. The stopped-
flow kinetics  data  were  processed  using  OriginPro
software.

Simulations of  the reaction mechanism on
kinetics curves. 

The  kinetic  simulations  were  performed  with
DynaFit software.40,41 The absorbance vs. time data
for the reactions between Fe(II), NO and thiols (RSH
=  cysteine,  glutathione,  CGPC  peptide  or  WCGPY
peptide)  were  used  to  fit  the  kinetics  models
described above. In each specific simulation, known
values  of  rate  constants  and  molar  absorptivity
coefficients  were  fixed  while  unknown  ones  were
allowed to float. The R2  was used as parameter to
evaluate the goodness of fittings.

Time course simulations for DNIC formation were
performed  using  Gepasi  v3.30
(http://www.gepasi.org)51 and  taking  into  account
the reactions shown in Scheme 1, the rate constants
in Table 4, the initial concentrations of Fe(II) (5 M),
thiol (10 mM for glutathione or 1 mM for cysteine),
and a constant NO flux (2.8 M s-1 or 28 nM s-1).

EPR Spectroscopy. 
The static EPR spectra for direct detection of DNIC

were  acquired  using  a  Bruker  EMX  spectrometer
equipped  with  a  high  sensitivity  cavity.  The
experiments were performed at room temperature
using  a  flat  cell.  The  EPR  instrument  operated  at
9.85 GHz microwave frequency, 150 G range, 4 G
amplitude  modulation,  100  kHz  frequency
modulation,  163.84  ms  time  constant,  microwave
power of 20 mW and 2 scans. The EPR signal was

quantified  using  a  known concentration  of  tempol
solutions as standard.41 

Density Functional Theory Methods.
DFT calculations were performed with Gaussian 16

software package. The ground state structures were
optimized at spin unrestricted B3LYP/DGDZVP level
of  theory  without  symmetry  constraints,  then  the
time-dependent DFT was used to obtain calculated
UV-Vis  spectra.  All  calculations  in  the  ground  and
excited states were completed in the presence of a
solvent (water) using Integral Equation Formalism of
the Polarizable Continuum Model (IEFPCM).
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