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Repeated exposure to Subject Island violations can lead to increased acceptability ratings and 
faster reading times (Chaves & Dery, 2014, 2019; Clausen, 2011; Francom, 2009; Hiramatsu, 2000; 
Lu et al. 2021; Lu et al., 2022). However, it remains unclear what the nature of this effect and the 
driving mechanism is. The present paper describes a longitudinal investigation to test whether 
the effect of repeated exposure to Subject Island constructions is short-lived or whether it 
can spread over three weeks’ time, as measured by offline measures (Likert acceptability 
ratings) and online measures (self-paced reading). Using more observations and more sensitive 
methodologies, our work builds and improves on the only previous longitudinal study on such 
islands, Snyder (2022). We uncover evidence suggestive of gradual and strategic (by-construction 
and by-region) adaptation to Subject Island violations, indicated by faster response times, as 
well as higher acceptability ratings following repeated exposure, most consistent with a syntactic 
adaptation effect over and above task adaptation.
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1. Introduction
Ross (1967) identified several syntactic environments which resist extraction, known ever since 
as syntactic islands. In this paper we focus on a particular kind of island, dubbed Subject Island, 
which blocks extraction from subject phrases. We illustrate the constraint with (1). Whereas 
fronting the wh-phrase from the object phrase in (1a) is acceptable, the extraction from within 
the subject phrase in (1b) is not (Chomsky, 1977, p. 106). 

(1) a. Who did you hear [stories about __]? 
(Chomsky, 1973, (86b))

b.� *Who did [stories about __] terrify John?
(Chomsky, 1973, (92b))

Following the early proposals by Chomsky (1973, 1977), numerous analyses have been proposed 
to subsume the Subject Island under more general syntactic principles. For example, one class 
of approaches attempts to unify constraints on extraction from subject phrases (Subject Islands) 
with constraints on extraction from adjunct phrases (Adjunct Islands) (Bošković, 2016; Huang, 
1982), while another class of approaches (known as freezing) posits that obligatory fronting 
(A-movement) makes subject phrases opaque to any further extraction of their sub-components 
(Culicover & Wexler, 1977; Gallego & Uriagareka, 2007). Although different from each other, 
syntactic accounts share the idea that extraction from English subject phrases is impossible 
because of some fundamental constraint on movement. Thus, traditionally, the Subject Island 
has been classified as a ‘strong island’ (Szabolcsi, 2006). However, in recent years, it has become 
clear that the empirical facts are too nuanced to be fully captured by a categorical constraint. For 
example, Chomsky (2008, p. 147) notes relatively acceptable cases, as in (2a). He suggests that 
perhaps the relevant constraint targets the external argument (deep subject), which is not the 
surface subject in the case of passive and unaccusative predicates.1 In addition, he notes that (2b) 
is also relatively acceptable, suggesting that even the subject of a transitive clause may license 
extraction in some cases when it is assigned a non-agentive theta role. However, he does not 
elaborate on this observation. Since this time, various authors have noted relatively acceptable 
instances of Subject Islands in interrogative clauses with various types of predicates (2c–f).

	 1	 Polinsky et al. (2013) tested Chomsky’s (2008) conjecture experimentally, using English Subject Island sentences 
with transitive, unergative, and unaccusative predicates. In an acceptability judgment task, they found a penalty for 
extraction from the subject phrase, but no advantage for unaccusative predicates. They did, however, find a reading 
time advantage for unaccusative predicates at the region following the main verb in a separate self-paced reading 
task. They propose a constraint interaction analysis similar to that of Haegeman et al. (2014), in which different 
constraints target the external argument and the surface subject in English. They further propose that the constraints 
operate differently in Russian, where a clear advantage for unaccusative predicates is shown. See also Omaki et al. 
(2020) for experimental evidence about the lack of Subject Island effects in Japanese, first noted in Ross (1967).
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(2) a. Of which car was [the driver __] awarded a prize? 
(Chomsky, 2008, p. 147)

b. Of which books did [the authors __] receive the prize? 
(Chomsky, 2008, p. 160, n. 39)

c. What did [the attempt to find __] end in failure?
(Hofmeister & Sag, 2010, p. 370)

d. Which problem will [a solution to __] never be found?
(Chaves & Dery, 2014) 

e. Which car did [some pictures of __] cause a scandal?
(Jiménez–Fernández, 2009, p. 111)

f. Which President would [the impeachment of __ ] not shock most people?
(Chaves & Putnam, 2021, p. 80)

Following from these and other observations of gradient acceptability, a growing body of research 
suggests that subject phrases do not uniformly behave as strong islands, and, as a result, there is 
no categorical ban on extraction from subject phrases. Some authors account for such variation 
in terms of two or more interacting syntactic constraints (Haegeman et al., 2014; McInnerney 
& Sugimoto, 2022; Polinsky et al., 2013). For example, Haegeman et al. (2014) propose a set 
of independent constraints which apply cumulatively, such that the least acceptable instances 
of Subject Islands involve the simultaneous violation of multiple constraints. They suggest that 
some of the relevant constraints may be rooted in pragmatic or processing factors, while others 
are purely syntactic (2014, p. 135). Importantly, they assume that each of the relevant constraints 
is of the ‘soft’ variety in English (i.e. each has a low weighting), and that constraint weightings 
vary both across constraints and across languages (Haegeman et al., 2014, p. 133). This analysis 
follows the framework of Linear Optimality Theory, which has been used to account for other 
gradient phenomena, such as auxiliary selection (Keller & Sorace, 2003). Although Haegeman et 
al. (2014) reject the idea of a single categorical constraint, their proposal adopts many insights 
from mainstream Minimalist approaches to island constraints.

Taking a somewhat different approach to gradience, other authors propose that extraction 
from a subject phrase is fully grammatical in English and not subject to any syntactic constraints 
of either the soft or hard variety. In this view, unacceptability often arises due to syntax-external 
factors, such as clashes in discourse information structure (Abeillé et al., 2020; Chaves, 2013; 
Cuneo & Goldberg, 2023; Liu et al., 2022) or processing complexity (Culicover & Winkler, 
2022; Kluender, 2004). In our view, the most compelling evidence for a syntactic-external 
approach comes not from interrogatives, as in (2), but rather from relative clauses. First, 
attested examples suggest that at least some cases of extraction from relative clause subjects are 
licit. Culicover and Winkler (2022) find many such examples in their corpus sample, including 
those in (3a–b).
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(3) a. There are some things which [fighting against __] is not worth the effort.
b. I’m looking for someone who I click with. You know, the type of person who 

[spending time with __] is effortless.
(Culicover & Winkler, 2022)

Similarly, Abeillé et al. (2020) demonstrated experimentally that Subject Island violations 
were more acceptable relative to control sentences in relative clauses vs. interrogative clauses. 
Specifically, they showed that extracting a PP (preposition phrase) from a relative clause subject, 
as in (4a), was more acceptable than extracting a PP from a (non-island) relative clause object, 
as in (4b). This was the opposite of the pattern they found for similar PP extractions from the 
subjects and objects of interrogative clauses, as in (4c–d). 

(4) a. The dealer sold a sports car, of which the color __ delighted the baseball player 
because of its surprising luminance.

b. The dealer sold a sports car, of which the baseball player loved the color __ because 
of its surprising luminance.

c. Of which sportscar did the color __ delight the baseball player because of its surprising 
luminance?

d. Of which sports car did the baseball player love the color __ because of its surprising 
luminance?

Abeillé et al. (2020) argue that the relevant syntactic structures are the same for both clause 
types, but the discourse functions differ in a way that permits PP extraction from a subject 
more readily in the case of relative clauses.2 These findings are difficult to explain in a purely 
syntactic account, as there is no structural reason for why fronting should behave differently in 
interrogative and relative clauses.

An additional manner in which Subject Islands manifest variability and gradience is that they 
have been shown to ameliorate with repeated exposure over the course of an experiment session 
(Chaves & Dery, 2014, 2019; Clausen, 2011; Francom, 2009; Hiramatsu, 2000; Lu et al., 2021; 
Lu et al., 2022).3 Such improvements due to repeated exposure exemplify a general phenomenon 

	 2	 Specifically, Abeillé et al. (2020) argue that the extracted phrase is a discourse focus in wh-questions, but not in 
relative clauses. This status as a focused constituent conflicts with the ordinary discourse status of a subject phrase 
as the discourse topic.

	 3	 Two studies find only a near-significant effect (Snyder, 2000, 2022), and two others found no effect at all (Crawford, 
2012; Sprouse, 2009). The reasons for these null effects remain unclear. Possible reasons might include: (1) the 
number of exposures (e.g. Hiramatsu (2000) found no effect with 4 exposures but found it with 7); (2) the complexity 
of the items (e.g. the items in Sprouse (2009) contained an extra clausal embedding); (3) the statistical methodology. 
With respect to the latter, Lu et al. (2024) conducted a meta-analysis that included data from several published 
studies. Using a common statistical method across all studies, they found significant amelioration in Subject Islands 
for the experiments in Sprouse (2009), even though the original study reported null effects. To maximize the chances 
of success, the current study was modeled on a previous study that found robust effects (Chaves & Dery, 2019); see 
Chaves and Putnam (2021, pp. 211–215) for a replication.
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usually referred to as syntactic satiation (Snyder, 1994; Stromswold, 1986). For example, Chaves 
and Dery (2019) found that for sentence pairs like those in (5a–b), which were matched for 
plausibility and propositional content, the acceptability of Subject Island items like (5b) started 
out significantly lower than that of object extractions like (5a), but improved to reach the same 
level of acceptability by the end of the experiment session. Crucially, the filler items that were 
ungrammatical due to factors unrelated to islands did not exhibit this steep satiation profile.

(5) a. Which committee does [the report of the experts] supposedly contradict the 
recommendations of __? 

b.� *Which committee does [the report of __] supposedly contradict the recommendations 
of the experts?

In line with recent syntax-external accounts (Abeillé et al., 2020; Chaves, 2013; Culicover & 
Winkler, 2022; Liu et al., 2022), and following from the specific proposals of Chaves (2013), 
Chaves and Dery (2019) propose that Subject Island structures are syntactically well-formed but 
pragmatically anomalous, and therefore very rare and unexpected. On their account, satiation 
occurs when a possible but unexpected structure comes to be more expected. We note that their 
results are also compatible with accounts of gradience which assume that Subject Islands, as in 
(5b), violate one or more syntactic constraints of the ‘soft’ variety, as in the cumulative constraint 
violation approach of Haegeman et al. (2014). We will return to this issue when we discuss our 
own similar results for the current study.

Regardless of which view of Subject Islands one takes, the precise mechanisms accounting 
for gradient judgments and satiation effects remain unclear. One possibility is that satiation 
is so-called syntactic adaptation – a construction-specific form of implicit learning, consistent 
with both error-based learning models (Chang et al., 2006, 2012) and Bayesian belief-updating 
models (Fine & Jaeger, 2013; Lu et al., 2021).4 This type of learning involves a re-weighting of 
expectations about the likelihood of encountering a particular construction that is possible but 
relatively infrequent in usage. Another possibility is that it is caused by task adaptation, i.e. a 
decrease in reading times caused by mere familiarity with the experimental paradigm (Heathcote 
et al., 2000). Indeed, Harrington Stack et al. (2018), Prasad and Linzen (2019, 2021), and Dempsey 
et al. (2020) argue that the reduction in reading time due to syntactic adaptation is confounded 
with this more general adaptive phenomenon. Task adaptation does not directly depend on the 

	 4	 We will use the term syntactic adaptation, even though we are open to the possibility that other linguistic factors 
are also being attended to in such adaptation effects, including morphology, semantics, pragmatics, and intonation 
– properties which may be conventionally associated with a particular syntactic form in a constructionist view of 
grammar (e.g. Goldberg, 2006). In addition, there is evidence that speakers adapt to probabilistic information when 
processing a variety of linguistic input, including upcoming words (Altmann & Kamide, 1999; Arai & Keller, 2013; 
DeLong et al., 2005; Kutas & Hillyard, 1984), lexical categories (Gibson, 2006; Levy & Keller, 2013; Tabor et al., 
1997), syntactic structures (Fine & Jaeger, 2013; Lau et al., 2006; Levy et al., 2012), semantics (Federmeier & Kutas, 
1999; Kamide et al., 2003), and pragmatics (Mak et al., 2008; Ni, 1996; Roland et al., 2012).
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syntactic structure of the sentence, but may instead depend on how slowly the sentence is read 
when encountered early in the experiment. Speed-up over time due to task adaptation should 
be greater for sentences that are (for any number of reasons) read more slowly at the beginning 
(Prasad & Linzen, 2021). Analogously, satiation in acceptability may depend merely on the level 
of acceptability at which a sentence is judged at the beginning of the experiment. For example, 
Brown et al. (2021) found that satiation effects were present across various grammatical and 
ungrammatical constructions, all of which started with an intermediate level of acceptability.5 
As we will discuss below, it is unlikely that all satiation effects are reducible to task adaptation.

If satiation is a form of implicit learning, then it should be absent or weaker in familiar and 
expected structures, and it can potentially persist in time. That is, it may resemble long-term 
syntactic adaptation, as shown for structures known to be fully grammatical but infrequent in 
language use. For example, Kroczek and Gunter (2017) demonstrate that syntactic adaptation 
to the relatively infrequent OSV word order in German is speaker-specific, cumulative, and 
long-lasting. In their study, participants listened to a series of German sentences with either 
SOV (canonical) or OSV (marked) word order. The sentences were produced by two different 
speakers, each of whom used the two orders with a different frequency distribution. Remarkably, 
their participants showed evidence of speaker-specific expectations even nine months after the 
initial experiment sessions.6 

Thus far, Snyder (2022) is the only study that has investigated the possibility of long-term 
satiation effects in syntactic islands. Using yes-no acceptability judgment tasks on a variety of 
island types, Snyder (2022) tested the same participants at two separate times spaced four weeks 
apart. The only island type showing any satiation effects within the first session and across 
sessions was Whether Islands (e.g. What does Henry wonder whether George discovered?), which are 
among the weakest type of island in English. Snyder’s (2022) results are, therefore, consistent 
with a syntactic adaptation account of satiation for Whether Islands. In contrast, Subject Island 
items showed no satiation effects at all in that study. However, as we shall see, there are several 

	 5	 An anonymous reviewer points out that the findings of Brown et al. (2021) showing amelioration in items rated 
intermediate in acceptability are not directly parallel to the findings of the reading time studies, which showed 
stronger task adaptation in items read more slowly at the beginning. Why, then, was stronger amelioration not shown 
in items of low acceptability? We think the reason for the discrepancy is likely to be that the studies of reading time 
used materials with fully grammatical sentences containing temporary ambiguities – i.e. items which would be 
unlikely to receive low ratings in a judgment task. Ungrammatical or otherwise anomalous sentences that receive 
low ratings in a judgment task exhibit less task adaptation, both in judgments and in reading time. For example, 
Left-Branch violations and That-trace violations never ameliorate (Francom, 2009; Goodall, 2011; Hiramatsu, 2000; 
Snyder, 2000; Snyder, 2022; Sprouse, 2009). Additional data are needed to decide this issue.

	 6	 In a novel paradigm, probe trials were included in which disambiguating information was blanked out of the acoustic 
signal. In answering a comprehension question about the subject or the object, participants had to simply guess 
whether the sentence was SOV or OSV, based on prior expectations. This allowed Kroczek and Gunter (2017) to 
measure syntactic adaptation to speaker-specific information within and across three experiment sessions.
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design issues which may have led to a null effect. In this work, we revisit this question and employ 
a longitudinal design to investigate the long-term effects of exposure to Subject Island structures 
like (5b), as measured by offline tasks (Likert scale sentence acceptability) and by online tasks 
(self-paced reading). Taking into account the lack of satiation effects for Subject Island items in 
Snyder (2022), we use sentence materials similar to those in Chaves and Dery (2019), a previous 
study which showed clear facilitation effects for both acceptability ratings and reading times. 
Our results show that comprehenders gradually adapt to Subject Island constructions, and that 
the effect is detectable up to three weeks after the initial exposure. Crucially, the satiation effects 
are most pronounced in the Subject Island items, and do not occur in the ungrammatical control 
sentences, which involve subcategorization errors. We argue that these findings provide evidence 
in favor of an implicit learning account of satiation, over and above task adaptation. 

The structure of the paper is as follows. In Section 2, we provide a brief survey of past satiation 
research, and, more specifically, on Subject Island satiation, and current accounts thereof. In 
Section 3, we describe a longitudinal study which expands on Snyder (2022) in various ways, 
including more items, longer exposures, more participants, and more sensitive methodology. In 
Section 4, we provide general discussion and future directions.

2. Background: Satiation in Subject Islands
As noted above, various studies have found that Subject Island violations in interrogative clauses 
show effects of so-called syntactic satiation, whereby acceptability ratings improve significantly 
with mere repetition over the course of an experiment (Chaves & Dery, 2014, 2019; Clausen, 
2011; Francom, 2009; Hiramatsu, 2000; Lu et al. 2021; Lu et al., 2022). For example, Experiment 
1 of Chaves and Dery (2019) found that Subject Island violations like those in (6a) gradually 
become more acceptable throughout the experiment session, to the point of becoming as highly 
rated as near-synonymous grammatical controls like (6b). Importantly, the acceptability of the 
ungrammatical filler sentences in the same experiment did not improve with repeated exposure, 
leading the authors to conclude that Subject Islands, though infrequently used, instantiate a 
possible structure of English. This result was replicated by Chaves and Putnam (2021, p. 213), 
and arose in the experiments reported below, using similar items. 

(6) a. Which stock does [the value of __] often parallel the price of the dollar?
(Subject Island violation)

b. Which stock does the value of the dollar often parallel [the price of __]?
(Object sub-extraction control)

All of these results are from offline judgment experiments, but what about online evidence? It 
is well established that comprehenders apply an “active filler” strategy. That is, they postulate 
gaps as soon as possible during online processing of long-distance dependencies (Crain & Fodor, 
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1985; Frazier, 1987; Stowe, 1986; Stowe et al., 1991). This includes gaps within NP objects 
(e.g. Who did you hear stories about _?), as Tollan and Heller (2016) show. However, two classic 
experiments by Stowe (1986) and Experiment 2 of Pickering et al. (1994) found no evidence of 
comprehenders postulating gaps inside subject phrases. For example, using a self-paced reading 
task, Stowe (1986, p. 241) found no significant slowdown in reading time at the regions in bold 
for sentences like (7a) relative to (7b), suggesting that no gap was postulated upon encountering 
the preposition about.

(7) a. The teacher asked what [the silly story about Greg’s older brother] was supposed to 
mean.

b. The teacher asked if [the silly story about Greg’s older brother] was supposed to 
mean.

But more recent studies find that subject-internal gaps are sometimes postulated. For example, 
Phillips (2006) conducted a self-paced reading task with a plausibility mismatch manipulation 
(Traxler & Pickering, 1996), whereby comprehenders slowed down in items like (8) when reading 
expand when the filler is semantically incompatible (which high school students), relative to when 
reading expand when the filler phrase is semantically compatible (which schools). 

(8) The school superintendent learned {which schools, which high school students} the 
proposal to expand drastically and innovatively upon the current curriculum would 
overburden __ during the following semester.

Phillips (2006) argues that these findings refute previous claims that the parser is incapable of 
positing gaps within a Subject Island (Pritchett, 1991).7 Building upon this idea, Chaves and 
Dery (2019) hypothesized that repeated exposures to Subject Island sentences like (9a–c), which 
actually contain a subject-internal gap, should lead comprehenders to adapt and eventually begin 
to posit gaps within the subject phrase. In their Experiment 2, they tested this hypothesis using 
a self-paced reading experiment in which there were two groups of participants. Those in the 
Subject group read 15 Subject Island violation sentences and 30 distractor sentences in their first 
block, while participants in the Object group read 45 distractors in their first block. The second 
block was identical for both groups, and contained 10 Subject Island violation sentences, and 
20 distractors. The examples in (9) illustrate the Subject Island items that participants read. The 
symbol | indicates the regions shown during the experiment.

	 7	 Phillips (2006) argues that it was the possibility for a grammatical continuation with a second gap that prompted 
participants to anticipate a gap within the subject phrase. This conclusion was supported with evidence that 
participants did not posit a gap within a subject phrase containing a tensed clause – a configuration assumed to be 
ungrammatical with or without a second gap. However, Phillips’ (2006) conclusion is disputed by Chaves and Dery 
(2019), who showed that readers can, in fact, anticipate a gap in such phrases, using the same paradigm, although 
with different stimuli items which better controlled for semantic felicity within the critical regions (Experiment 4). 



9

(9) a. Which animal 1| does 2| the song of 3| reportedly 4| mimic 5| the Gray Catbird’s 
sounds? 6|

b. Which athlete 1| does 2| the manager of 3| clearly 4| resemble 5| Tiger Woods’  
agent ? 6| 

c. Which company 1| do 2| the employees of 3| allegedly 4| reject 5| salary increases? 6|

Of all six regions, only Region 5 exhibited a significant effect, suggesting that participants in 
the Subject group (i.e. who saw fifteen Subject Island violation sentences in Block 1) read the 
region of interest of the Subject Island violations in Block 2 faster than participants in the Object 
group (i.e. who saw zero Subject Island violation sentences in Block 1). Region 5 was the region 
of interest, because it is the first region that unambiguously requires the reader to interpret the 
question phrase (e.g. which animal) as being associated with a gap inside the subject phrase (e.g. 
the song of_ ). Until this point, it is still possible to anticipate a noun acting as a complement of 
the preposition of following the adverb. In short, these findings show that participants who had 
been previously exposed to Subject Island sentences began to anticipate a gap within the subject 
phrase. 

Chaves and Dery (2019) argue that facilitation effects for Subject Islands, as they reported for 
both acceptability judgments (Experiment 1) and self-paced reading (Experiment 2), help support 
a syntax-external explanation of Subject Island effects and provide evidence for adaptation to 
subject-internal gaps: “…by increasing the frequency of such constructions, comprehenders can 
adapt and revise their expectations about the plausibility of subject internal gaps, all else being 
equal” (2019, p. 491). Following from the observation that judgments of ungrammatical control 
sentences did not satiate while judgments of Subject Islands did, they surmise that participants had 
gradually adapted to a possible but less familiar syntactic structure in the case of Subject Islands. 
We note that their findings are also compatible with theories that assume ‘soft constraints’ within 
the grammar, such as the cumulative constraint violation approach of Haegeman et al. (2014). 
This approach differs from Chaves and Dery’s (2019) syntax-external approach in maintaining 
a partially syntactic explanation for the observed penalty in acceptability and reading time that 
Subject Island sentences incur early in the experiment session.

Syntactic adaptation of the type reported by Chaves and Dery (2019) may be a form of 
implicit learning in which comprehenders come to expect a particular structure that was 
previously unexpected, based on contingencies observed in the linguistic input (Chang et al., 
2006, 2012; Fine et al., 2010, 2013; Fine & Jaeger, 2013; Sikos et al., 2016). With reference to 
experiments showing that English speakers adapted to unusual garden-path sentences following 
repeated exposures, Fine et al. (2013) formalize this type of learning using Bayesian belief-
updating models. The basic idea of Bayesian belief-updating is that comprehenders manage the 
variability in the input by maintaining a representation of the probability distribution of syntactic 
structures over observations of utterances by particular speakers in particular contexts. This 
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representation guides their expectations about structural properties of the input and helps make 
processing more efficient. With each new observation, comprehenders update this representation 
to better reflect the totality of the input they have observed. Importantly, utterances with an 
unexpected syntactic structure (e.g. garden-path sentences) require a greater adjustment to this 
representation than utterances with an expected structure.8 

 Fine et al. (2013) identified two additional properties of syntactic adaptation that follow from 
their formal assumptions: (i) comprehenders should be sensitive to the distributional patterns 
associated with individual speakers; and (ii) with sufficient exposure, effects of adaptation may 
endure over days or weeks. The authors point to previous studies showing experimental evidence 
for both predictions. For example, regarding the first prediction, Kamide (2012) used a visual 
world experiment to test participants’ resolutions of structurally ambiguous noun phrases (with 
either high or low attachment relative clause modifiers) in English. During the training phase, 
participants were exposed to three different speakers, each of whom was associated with a 
particular attachment option (always high, always low, or equally mixed). During the test phase, 
results showed that listeners were able to anticipate a particular resolution (as measured by eye 
movements) based on speaker identity. 

Regarding the second prediction, Wells et al. (2009) conducted a longitudinal study in which 
participants completed four experiment sessions spaced out over a period of 3–4 weeks. Results 
of self-paced reading tasks given in the first and final sessions showed that reading times for 
object relative clauses (a difficult structure involving non-canonical word order) improved more 
for those participants who had been exposed to sentences containing many examples of relative 
clauses during the intervening sessions as compared to participants who had been exposed to 
other complex sentence structures. Similarly, Luka and Choi (2012) found that English speakers 
gave higher acceptability ratings to grammatical sentences with unusual structures if sentences 
with the same unusual structures had been previously encountered in a read-aloud task seven 
days earlier. More recently, many additional studies have provided similar evidence for syntactic 
adaptation across a range of dependent measures and sentence types; see Kaan and Chun (2018) 
for a review. Notably, a study by Kroczek and Gunter (2017), introduced briefly above, showed 
evidence for syntactic adaptation to OSV word order in German which was both long-term 
(over a nine-month period) and speaker-specific. See also Yano (2024) for evidence of rapid 
adaptation to morphosyntactic and aspectual violations using event-related potentials as an 
index of sentence processing costs. This method avoids confounding adaptation effects with 
response familiarization involved in sentence plausibility judgment and self-paced reading tasks. 

	 8	 For an example of a belief-updating model of syntactic adaptation that includes the relevant mathematical formulas, 
we refer the reader to Kleinschmidt et al. (2012, pp. 600–602). Error-driven learning models of implicit learning, as 
proposed to account for structural priming (Chang et al., 2006, 2012), make similar empirical predictions (i.e. greater 
priming effects for less expected structures). 
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As mentioned above, syntactic adaptation may be confounded with task adaptation due to 
increased familiarity with the experimental paradigm (Dempsey et al., 2020; Prasad & Linzen, 
2021). Since the two phenomena share some common properties, their independent effects may 
be tricky to tease apart. In the studies cited above, long-term effects were argued to support 
syntactic adaptation. However, there is still the possibility that long-term effects could be observed 
also for task adaptation. To our knowledge, this possibility has not been studied. Here, we remain 
agnostic about whether syntactic adaptation needs to be long-lived and about whether task 
adaptation is necessarily short-lived. Rather, our concern is whether satiation effects in Subject 
Islands are long-lived or not, and whether they are compatible with task adaptation. Below 
we show that they can be long-lived as well as construction-specific (i.e. they can specifically 
target sentences with Subject Islands, rather than ungrammatical distractors), suggesting that 
syntactic adaptation to subject-embedded gaps drives the effect, not a more general effect of task 
adaptation.

Regarding satiation in Subject Islands, existing evidence for the predictions from belief-
updating models is limited to just a few studies. Regarding the first prediction for speaker-
specific effects, Lu et al. (2021) reported acceptability rating experiments showing that satiation 
of Subject Islands and Whether Islands is modulated by speaker identity. Using a design much 
like that of Kamide (2012) with an initial training phase followed by a test phase, they found 
that participants were sensitive to both the abstract structural information (as shown by overall 
improvements) and its association with a particular speaker (as shown by an additional boost in 
acceptability when speaker identity was matched between training and test phases). Although 
theirs is currently the only study of speaker identity and satiation in island constructions, Lu et 
al. (2021) present encouraging evidence showing that satiation of Subject Islands and Whether 
Islands likely involves implicit learning and is consistent with the predictions of belief-updating 
models.

With respect to the longevity of satiation for Subject Islands, the evidence is again very 
limited. Snyder (2022) is the only island longitudinal study ever done, to our knowledge. 
Participants were asked to rate the acceptability of two sets of sentences with various types 
of island violations, four weeks apart, using binary (yes-no) judgments. Results showed that 
ratings of Subject Island sentences in the first part of the second session showed no evidence of 
improvement, as compared to the first part of the first session four weeks earlier. In contrast, 
ratings of Whether Islands in the same experiment (*Who did you ask whether he invited?) showed 
significant improvement across sessions. Snyder’s (2022) study thus appears to support a 
syntactic adaptation account of satiation effects for Whether Islands (consistent with the findings 
of Lu et al., 2021), but not for Subject Islands. Importantly, however, Subject Islands also showed 
no short-term satiation effects over the course of each session, in contrast to Chaves and Dery 
(2019), Lu et al. (2021), and several other studies. In fact, Snyder’s (2022) study is one of a few 
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which have obtained null effects of within-session satiation for Subject Islands (Crawford, 2012; 
Goodall, 2011; Snyder, 2000, 2022; Sprouse, 2009). Null effects can be the result of a number of 
experimental and design factors.

Besides speaker-specific effects and long-lasting effects of satiation, another relevant area 
of research bearing on the source of satiation effects for Subject Islands is structural priming. 
Like satiation, structural priming can be characterized as a type of facilitation due to repetition 
of a syntactic structure. Structural priming across intervening trials has been argued to involve 
implicit learning (Bock & Griffin, 2000). Therefore, evidence for structural priming of Subject 
Island structures across intervening items, if found, would be consistent with a syntactic 
adaptation (implicit learning) account of satiation. Whereas satiation studies have measured 
cumulative improvements in acceptability over time, structural priming studies have measured 
facilitation within prime-target pairs. In addition, structural priming studies, unlike satiation 
studies, have rarely investigated island constructions. In a study that aimed to bridge these two 
areas of research, Do and Kaiser (2017) investigated priming across one vs. five intervening trials 
for Subject Islands and Complex NP Islands. They assumed that priming across longer distances, 
if shown, would provide solid evidence in favor of implicit learning. We will focus here on their 
findings for Subject Islands. In a Likert scale acceptability rating task, their analysis of prime-
target pairs showed no significant improvement in ratings of Subject Island sentences following 
a Subject Island prime. This was true even when only one sentence intervened between the 
prime and the target. However, in a second experiment that used self-paced reading, they found 
faster reading times for Subject Island sentences following a Subject Island prime. When one 
sentence intervened between the prime and the target, faster reading times were shown across 
multiple regions. When five sentences intervened, faster reading times were shown in just one 
region. Despite the latter finding, the authors interpret these results as tentative support for a 
lingering activation account (which predicts priming effects, but only over shorter distances) 
and against an implicit learning account. Overall, we take these results to be inconclusive with 
respect to the source of facilitation, as reported in several previous studies of satiation in Subject 
Islands.

In the current study, we revisit the question of whether English Subject Islands show any 
lasting effects of satiation. We build upon the longitudinal design of Snyder (2022), with a few 
adjustments to increase the chances of satiation effects. Specifically, our stimuli and design are 
directly adapted from Chaves and Dery (2019), a study which exhibited robust satiation effects 
but lacked a longitudinal component. It remains unclear which specific factors led to Chaves 
and Dery’s (2019) robust effect and Snyder’s (2022) null results. Compared to Snyder (2022), 
we included more exposures to Subject Islands (18 per session across 3 sub-experiments instead 
of 5), more participants (80 instead of 22), and a more sensitive methodology (Likert-scale 
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acceptability judgment and self-paced reading tasks instead of a yes-no judgment task). Regardless 
of the possible reasons for Snyder’s null results, the results from our first session showed robust 
satiation effects, as in Chaves and Dery (2019). With respect to the longitudinal comparison, our 
results suggest that Subject Islands do, in fact, exhibit moderate long-term syntactic satiation 
effects. Although the ameliorative effect begins to wane once participants are no longer exposed 
to such sentences, the effect is still detectable three weeks after the initial exposure. Crucially, 
ungrammatical controls do not exhibit such a strong satiation profile, which speaks against task 
adaptation being the sole driver of Subject Island satiation, and suggests that practice with the 
experimental task is not all that matters; speakers can learn to adapt to the presence of subject-
embedded gaps. 

As we will elaborate below, our results are most consistent with a learning-based model 
of syntactic adaptation (Fine et al., 2013; Lu et al., 2021), and with conceptions of linguistic 
competence which include probabilistic information (Culicover et al., 2022; Fanselow et al., 
2006; Francis, 2021; Lau et al., 2017; Manning, 2003; Villata & Tabor, 2022; Villata et al., 2019; 
Wasow, 2002). In the following section, we describe our methods and results. 

3. Experiments
The current study employs a longitudinal design with the structure seen in Figure 1. Here, we 
present a brief overview of the study design before describing the methods in greater detail. The 
first session consisted of Experiments 1a, 2a, and 3a, conducted back-to-back, and the follow-up 
session consisted of the analogue Experiments 1b, 2b, and 3b, similarly conducted back-to-back. 
The same participants completed both sessions, three weeks apart. 

Figure 1: Longitudinal study consisting of two series of three experiments.

In Experiment 1a, participants were asked to rate 10 interrogative English sentences, using a 
Likert scale of 1–7, in the two conditions shown in (10), counterbalanced across two lists, pseudo-
randomized, and interspersed with 10 interrogative distractor sentences. Each participant saw a 
different order of items.
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(10) a. Which artist does the son of frequently collaborate with the daughter of the Governor?
(Subject Island condition)

b. Which artist does the daughter of the Governor frequently collaborate with the son 
of? 
(Object condition)

Each participant, therefore, saw 5 Subject Island sentences, 5 Object (non-island) sentences (the 
controls), and 10 distractors. Our prediction is that the ratings for the Subject Island condition 
items start out as being significantly lower than the ratings for the Object condition, but gradually 
converge towards the latter. 

In Experiment 2a, participants were asked to perform a self-paced reading experiment with a 
semantic plausibility manipulation, using items like those in (11). Crucially, in the Subject Island 
condition, the wh-phrase is a plausible filler for a gap in the subject phrase (i.e. the manager of 
which factory), whereas in the Object condition, the wh-phrase is an implausible filler for a gap 
in the subject phrase (i.e. #the manager of which letter).

(11) a. Which factory 1| did 2| the manager of 3| likely 4| agree to 5| the demands 6| of 7| 
the union? 8|
(Subject Island condition)

b. Which letter 1| did 2| the manager of 3| likely 4| the best 5| player 6| in the roster 7| 
make public? 8|
(Object condition)

There were 16 critical items, evenly distributed across the two conditions, pseudo-randomized, 
and counterbalanced across two lists. All items were interspersed with two grammatical distractor 
sentences. Each participant saw a different order of items. 

Our prediction for Experiment 2a is that, initially, comprehenders should be relatively unlikely 
to posit a subject-internal gap in region 3 of either condition. However, we acknowledge that 
they might be influenced by exposure to five Subject Island items in the preceding acceptability 
task. Thus, while gap-creation within the subject phrase should be somewhat facilitated even at 
the beginning of the experiment, we would expect more gap postulation and a larger plausibility 
effect toward the end of Experiment 2a in the first session. This evidence is predicted to manifest 
in regions 3 and 5, as elaborated on below. In addition, if adaptation is long-lived, we would 
expect to see evidence of subject gap postulation more in Experiment 2b, three weeks later, 
compared to Experiment 2a. 

In the first session (Experiment 2a), participants should initially exhibit difficulty in the 
disambiguating regions 5 and/or 6 in the Subject Island condition, because those continuations 
are unexpected unless a gap was postulated after the preposition in region 3. Following repeated 
exposures, however, we expect comprehenders to slowly revise their expectations about subject-
embedded gaps and begin to postulate a gap at region 3. This should, then, cause the response 
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times at the disambiguating regions of Subject Island sentences (but not the Object sentences) to 
become faster. We therefore predict that there should be an interaction between condition and 
presentation order, such that reading times at regions 5 and/or 6 should speed up more in the 
Subject Island condition. Conversely, we expect that response times at region 3 of the Object 
sentences should become slower than before, as subject-internal gaps begin to be postulated, 
due to the implausibility of the wh-phrase as a filler for the subject-internal gap (#the manager 
of which letter). That is, we expect a similar interaction between condition and presentation 
order, such that reading times at region 3 should slow down more in the Object condition. We 
remain neutral as to the possibility for speed-up due to task adaptation in both conditions and 
acknowledge that task adaptation could potentially neutralize the expected slow-down for Object 
items in region 3. However, even in this case, an interaction between condition and presentation 
order should still be present. 

After completing the self-paced reading task, participants were directed to Experiment 3a, 
which was a sentence acceptability rating experiment identical to Experiment 1a in terms of 
conditions, size, and structure, but composed of different sentences entirely (different main 
verbs, different wh-filler phrases, and different subject phrases). Our prediction for Experiment 
3a is that the ratings for the Subject Island items start out as being significantly higher than those 
in Experiment 1a, and more easily converge towards the ratings of the Object controls. 

Three weeks later, the same participants were asked to complete Experiments 1b, 2b, and 
3b. In all regards, these experiments were identical to Experiments 1a, 2a, and 3a in terms of 
conditions, size, and structure, but crucially composed of different sentences entirely (different 
main verbs, different wh-filler phrases, and different subject phrases). 

The main predictions are as follows: (i) the acceptability ratings for Subject Island items 
in Experiment 1b will be higher than in Experiment 1a, while ratings for the Object items will 
not differ between the two experiments; and (ii) reading times for Subject Island items in the 
disambiguating regions (5–6) will be faster in Experiment 2b than in Experiment 2a, compared to 
the speed-up for Object conditions (an interaction between condition and experiment). Finally, a 
slowdown in region 3 is predicted over time in the Object condition. As for Experiment 3b (the 
last part of the second session), we predict Subject Islands are rated higher than in Experiment 1b. 
In what follows, we describe the participants, materials, and procedures for these six experiments 
in more detail. 

3.1 Methods
3.1.1 Participants
After obtaining IRB approval, we recruited 80 self-reported native speakers of American 
English via Prolific (https://www.prolific.co/) to participate in two online experiment sessions. 
Participants were compensated at a $15 hourly rate. Mean total duration for each of the two 

https://www.prolific.co/


16

batches of experiments was 19 minutes (batch one being Experiments 1a, 2a, and 3a, and batch 
two being the follow-up Experiments 1b, 2b, and 3b). All participants were registered in Prolific 
as U.S. residents and participated from U.S. IP addresses. 

There were 8 participants whose accuracy scores on comprehension questions (see below) 
were lower than the 75% threshold. Data collected from these participants were excluded from 
the analysis. The remaining 72 participants had accuracy levels of at least 75% in comprehension 
questions, with a mean accuracy level of 93%. Of these 72 participants who completed 
Experiments 1a, 2a, and 3a, a total of 52 participants returned 3 weeks later and completed the 
follow-up Experiments 1b, 2b, and 3b. Finally, a different set of 73 participants were recruited in 
the same way as described above, and were asked to complete Experiments 1b, 2b, and 3b only, 
without participating in the first session. The data from these participants serve as additional 
controls. 16 of these 73 participants were excluded from the analysis for having comprehension 
accuracy below 75%.

3.1.2 Design and materials
There were two sentence acceptability experiments in the first session (Experiment 1a and 
Experiment 3a), and two other sentence acceptability experiments in the second session, three 
weeks later (Experiment 1b and Experiment 3b). Each of these experiments consisted of five item 
blocks, each consisting of four types of interrogative sentences, as illustrated in (12). 

(12) a. Which celebrity does the wife of reportedly quarrel with the fiancée of the mayor?
(Subject Island condition)

b. Which politician does the son of Clint Eastwood sometimes socialize with the ex-wife 
of?
(Object condition)

c. Which rule did the Code of Conduct apparently contradict in the latest revision?
(Grammatical distractor)

d. Which boat does the report unexpectedly reveal that the soldiers were thinking?
(Ungrammatical distractor)

The Subject Island and Object items were counterbalanced, such that no two participants saw 
both versions of the same item. For example, (13) was the counterpart of the item block in (12). 

(13) a. Which celebrity does the fiancée of the mayor reportedly quarrel with the wife of?
(Object condition)

b. Which politician does the son of sometimes socialize with Clint Eastwood’s ex-wife?
(Subject Island condition)

c. Which agent did the Russians repeatedly accuse of spying for the Americans?
(Grammatical distractor)

d. Which policy does the Department of Homeland Security mention revise next month?
(Ungrammatical distractor)
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The ungrammatical distractors contained various subcategorization errors (i.e. an inappropriate 
complement or an extra complement not selected by any verb or preposition). In (12d), the 
verb think selects a PP headed by about, but, here, the preposition about is missing. In (13d), the 
verb mention selects a to-infinitive (mention a policy to revise next month) but the infinitival to is 
missing. In addition to counterbalancing the items across two lists, the order of the items within 
each item set was randomized, as was the order of item sets, so that no two participants saw 
the same critical items in the same order. Moreover, the items appearing in Experiment 1a and 
Experiment 3a were randomized across the two blocks, so that half the participants saw a given 
item in Experiment 1a and the other half, in Experiment 3a.

The items used were an expanded version of those used in Experiment 1 from Chaves and 
Dery (2019), with the difference being that the NP with the gap was held constant (i.e. both in 
(13a) and in (14a), the gap is in the phrase the wife of _). Thus, participants saw 5 Subject Island 
items and 5 Object controls in Experiment 1a, and another brand new 5 Subject Island items and 
Object controls in Experiment 3a. Three weeks later, the same participants saw 5 new Subject 
Island items and 5 new Object controls in Experiment 1b, and 5 new Subject Island items and 
Object controls in Experiment 3b. 

Between Experiments 1a and 3a, as well as between Experiments 1b and 3b, participants 
were tasked with a self-paced reading experiment with a semantic plausibility manipulation. For 
each of these self-paced reading experiments (i.e. Experiments 2a and 2b), there were a total of 
16 critical items, 8 Subject Islands and 8 Object controls, counterbalanced across two lists. A 
critical item is shown in (14). In the Subject Island condition, the wh-phrase was a plausible filler 
for a gap in the subject phrase, whereas in the Object condition it was not. 

(14) a. Which disease1| did2| the cure for3| virtually 4| change 5| modern 6| medicine 7| 
overnight?8| 
(Subject Island condition)

b. Which lab 1| did 2| the cure for 3| virtually 4| all 5| allergic 6| diseases 7| come from? 8|
(Object condition)

Each critical item was accompanied by two interrogative distractors, for a total of 48 experimental 
items per session. Within each group of items, one of the distractors was presented alone (as in 
(15)), and the other was presented together with a comprehension question (as in (16)). After each 
trial of the type in (16), participants received feedback about the accuracy of their comprehension 
question responses. Distractors in both types of trials consisted of fully grammatical interrogative 
sentences which varied in length, wh-phrase type, and verb tense.

(15) a. Which artifact 1| does 2| the Museum 3| of Fine Arts 3| wish 4| to purchase? 5|
b. Where 1| did 2| the audience 3| see 4| the ace 5| of spades 6| reappear? 7|
c. Which surfer 1| does 2| a headstand 3| while 4| chasing 5| dolphins 6| in the water? 7|
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(16) a. Which animal 1| do 2| the villagers 3| allegedly 4| eat 5| as their 6| staple food? 7|
The diet of the local inhabitants consists uniquely of grains and herbs. 
True/False?

b. Which jury 1| members 2| did 3| the defendant 4| voice 5| various 6| complaints 7| 
about?” 8|
The jury members complained about identifying the voice of the defendant. 
True/False?

c. Which consultant 1| did 2| the spokesperson 3| of the company 4| sue 5| for defamation? 5|
The company’s consultant sued the spokesperson for defamation.
True/False?

As in all other experiments, items were pseudo-randomized, so that each participant saw a 
unique order of items. As already discussed, Session 1 (Experiments 1a, 2a, and 3a) and Session 
2 (Experiments 1b, 2b, and 3b) were spaced three weeks apart. 

3.1.3 Procedure
Presentation of the experimental stimuli was done on a web-based interface using PCIbex (Zehr & 
Schwarz, 2018), such that participants completed the experiments remotely and did not directly 
interact with the researchers. At the beginning of each experiment session, participants first read 
an IRB-approved consent form and checked a box to indicate their consent to participate. For 
Experiments 1a, 3a, 1b, and 3b, participants were instructed to judge how natural each sentence 
was, by giving it a rating from 1 (very unnatural) to 7 (very natural). Participants completed four 
practice trials at the beginning of each experiment to (re-)familiarize themselves with the task. 
Each experiment immediately followed the practice trials. 

For Experiments 2a and 2b, participants were asked to read sentences on a self-paced moving 
window display (Just et al., 1982). For half of the distractor trials (one third of all trials), they 
were additionally required to answer a comprehension question. Each trial began by presenting a 
sequence of dashes representing the non-space characters in the sentences. Pressing the spacebar 
caused the dashes corresponding to the first region to be replaced by words. Subsequent presses 
revealed subsequent regions, while the previous region reverted to dashes. Reading times between 
each pair of button presses were recorded. The comprehension question that was presented after 
half of the distractor items had only two possible answers, True or False, which appeared on 
the screen in random order. The responses to the comprehension questions were recorded, and 
participants were immediately informed of any incorrect answers. Participants completed four 
practice trials at the beginning of each experiment to familiarize themselves with the task. The 
experiment immediately followed the practice trials. 
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3.2 Results
3.2.1 Sentence acceptability 
The mean response for the Subject Island condition in Experiment 1a was 2.88 (SD = 1.58), and 
for the Object condition, 4.18 (SD = 1.69). The mean response for the grammatical distractors 
was 4.99 (SD = 1.86), and 2.75 (SD = 1.63) for the ungrammatical distractors. For Experiment 
3a, the mean response for the Subject Island condition rose to 3.87 (SD = 1.75), and for the 
Object condition, 4.49 (SD = 1.68). Grammatical distractors were rated 6.51 (SD = 0.92), and 
ungrammatical distractors, 3.15 (SD = 1.82). 

To account for the possibility of different participants using the Likert scale differently, 
we transformed the ratings into z-scores, by participant, before conducting any testing. The 
results for Experiments 1a and 3a in Session 1 are illustrated in Figure 2. Calculating z-scores by 
participant, by Experiment, and/or by Session instead of just by participant yielded no qualitative 
differences in the results. 

Figure 2: Z-scored acceptability ratings in Experiment 1a (left) and in Experiment 3a (right).

Linear Mixed Effects (LMER) models, with z-score ratings as the dependent variable and 
Experiment as the predictor (allowing the intercept to be adjusted by Sentence, and Participant), 
were fit separately for each of the four conditions: Subject Island, Object control, ungrammatical 
distractors, and grammatical distractors. Results indicated that Subject Island items were rated 
lower in Experiment 1a than in Experiment 3a (β = 0.51, SD = 0.11, t = 4.68, p < 0.0001). No 
such effect occurred for the Object items (β = 0.18, SD = 0.14, t = 1.03, p = 0.2), suggesting 
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no major change in acceptability for the Object Condition items across the two experiments. 
Similarly, no change of acceptability was registered for ungrammatical distractor items (β = 
0.21, SD = 0.19, t = 1.15, p = 0.264).9 Grammatical distractor items were significantly more 
acceptable in Experiment 3a than in Experiment 1a (β = 0.79, SD = 0.2, t = 3.97, p = 0.0008).

To compare the Subject Island and Object control conditions, LMER models with z-score 
ratings as the dependent variable and Condition as the predictor (allowing the intercept to be 
adjusted by Sentence and Participant) were fit separately for Experiment 1a and Experiment 3a. 
Results indicated that Subject Island items were rated lower than Object control items both in 
Experiment 1a (β = 0.62, SD = 0.12, t = 5.08, p < 0.0001) and in Experiment 3a (β = 0.29, 
SD = 0.13, t = 2.22, p = 0.03), although the effect size was halved in the latter. These within-
experiment comparisons can also be seen in Figure 2.

The effect of presentation order on acceptability ratings throughout the first experiment 
session (Experiments 1a and 3a) is shown in Figure 3. The dips at the end of Experiment 3a 
might be due to fatigue or lack of motivation, as the experiment wrapped up.

Figure 3: Mean acceptability ratings in Experiments 1a and 3a in Session 1 as a function of 
presentation order.

	 9	 As can be seen in the supplemental materials, the subcategorization violations in our ungrammatical distractors 
varied in type. An anonymous reviewer suggests that maybe if the distractors had been more homogeneous, then 
they too might have ameliorated. While this remains a possibility, we suspect none of our distractor types would 
ameliorate with repeated exposure to the same error type, given how structurally unsound they are. And even if 
they did ameliorate, it would be extremely unlikely that they would come to be rated as high as the grammatical 
controls, given previous studies of satiation of ungrammatical structures. Finally, some ungrammatical structures 
never ameliorate at all (Francom, 2009; Goodall, 2011; Hiramatsu, 2000; Snyder, 2000; Snyder, 2021; Sprouse, 
2009). See also Chaves and Putnam (2021, pp. 230–233) for satiation studies with sentence agreement attraction 
errors and with nominative object case assignment errors. On the other hand, the lack of amelioration found in our 
(heterogeneous) ungrammatical items suggests that task adaptation played little role in the ratings of these items.
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Separate LMER models with z-score ratings as the dependent variable and Presentation Order 
as the predictor (allowing the intercept to be adjusted by Sentence and Participant) were fit for 
each of the conditions in Experiment 1a. The results, as shown in Table 1, suggest that Subject 
Island items and Object items became more acceptable as the experiment progressed, but the 
distractors did not change.

Table 1: Effect of presentation order on each of the item types for Experiment 1a.

Item Type β SD t p

Subject Island 0.035 0.005 6.245 <0.0001

Object 0.014 0.006 2.255 0.024

Grammatical distractor 0.0006 0.0005 1.116 0.26

Ungrammatical distractor 0.01 0.006 1.54 0.12

Crucially, an LMER model like those above was fit to probe the interaction between 
Presentation Order and Condition. This analysis showed that the increase of acceptability for 
Object items as a function of presentation order was less than that of Subject Island items (β = 
–0.02, SD = 0.009, t = –2.248, p = 0.02).

Similar models were then fit for Experiment 3a, shown in Table 2. At this stage, none of the 
conditions exhibited any statistically significant change. The only exception was the grammatical 
distractors, which exhibited a negative effect of presentation order. However, it is clear from 
Figure 3 that this phenomenon is limited to the last quarter of Experiment 3a.

Table 2: Effect of presentation order on each of the item types for Experiment 3a.

Item Type β SD t p

Subject Island 0.006 0.005 1.144 0.250

Object –0.008 0.005 –1.414 0.158

Grammatical distractor –0.009 0.003 –2.308 0.021

Ungrammatical distractor –0.009 0.005 –1.548 0.123

Moving on to the second session three weeks later, the mean response for the Subject Island 
condition in Experiment 1b was 3.22 (SD = 1.75), and for the Object condition, 4.13 (SD = 
1.84). The mean response for the grammatical distractors was 5.61 (SD = 1.48), and 2.24 (SD = 
1.49) for the ungrammatical distractors. For Experiment 3b, the mean response for the Subject 
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Island condition rose to 3.87 (SD = 1.75), and for the Object condition, 4.49 (SD = 1.68). 
Grammatical distractors were rated 6.51 (SD = 0.92), and ungrammatical distractors, 3.15 (SD 
= 1.82). The z-scored ratings, computed by participant, are depicted in Figure 4.

Figure 4: Z-score acceptability ratings in Experiment 1a (left) and in Experiment 3a (right).

A LMER model comparing Experiments 1b and 3b was fit separately for each condition, 
as described above for Experiments 1a and 3a. Results show that Subject Island items were 
rated higher in Experiment 3b than the Subject Island items in Experiment 1b (β = 0.48, SD = 
0.14, t = 3.328, p = 0.003). As before, no such effect occurred for the Object items (β = 0.13, 
SD = 0.17, t = 0.742, p = 0.46), suggesting no major change in acceptability for the Object 
items across the two experiments in Session 2. Ungrammatical distractors were rated higher 
in Experiment 3b compared to Experiment 1b, with a difference approaching significance (β 
= 0.58, SD = 0.28, t = 2.06, p = 0.053), but grammatical distractors showed no significant 
differences between the two experiments (β = 0.28, SD = 0.19, t = 1.43, p = 0.16).	

 LMER models comparing the two critical conditions (Subject Island and Object control) were 
fit separately for Experiment 1b and Experiment 3b. These results indicated that Subject Island 
items were rated lower than Object items in Experiment 1b (β = 0.52, SD = 0.18, t = 2.81, p = 
0.01) but, most importantly, not in Experiment 3b (β = 0.14, SD = 0.15, t = 0.94, p = 0.35). 
In other words, the Subject Island effect vanished in Experiment 3b.

We now turn to the effect of presentation order in Session 2, as shown in Figure 5. 
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Figure 5: Mean acceptability ratings in Experiments 1b and 3b in Session 2 as a function of 
presentation order.

As before, separate LMER models were fit for each of the four conditions in Experiment 1b, 
to examine the effect of presentation order on the ratings of the items in the experiment. The 
results, as displayed in Table 3, suggest that only Subject Island items became slightly more 
acceptable as the experiment progressed.

Table 3: Effect of presentation order on each of the item types for Experiment 1b.

Item Type β SD t p

Subject Island 0.016 0.007 2.09 0.038

Object 0.01 0.007 1.366 0.174

Grammatical distractor 0.0005 0.0007 0.702 0.48

Ungrammatical distractor 0.009 0.008 1.135 0.258

As in the case of Experiment 3a, the very end of Experiment 3b exhibits some quick changes, 
perhaps due to fatigue, as the experiment wrapped up. Interestingly, there is a differentiation 
trend whereby acceptable items (Object condition and grammatical distractors) experience 
an upwards trend, while less acceptable items (Subject Island and ungrammatical distractors) 
experience a downwards trend. However, the results for LMER models fit to each of the four 
conditions suggest that there were no significant changes due to presentation order within 
Experiment 3b (Table 4).
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Table 4: Effect of presentation order on each of the item types for Experiment 3b.

Item Type β SD t p

Subject Island –0.009 0.0076 –1.240 0.217

Object –0.009 0.0075 –1.248 0.213

Grammatical distractor 0.0002 0.0006 0.339 0.69

Ungrammatical distractor 0.0034 0.008 –0.424 0.672

For completeness, we provide in Figure 6 a plot displaying all conditions across all four 
acceptability judgment experiments. As reported above, Subject Island violations exhibited 
robust increases of acceptability between Experiments 1a and 3a, and moderate increases 
between Experiments 1b and 3b. The Object condition exhibited no such changes. Similarly, no 
such effect was observed for the ungrammatical distractors.

Figure 6: Z-score ratings in all experiments and sessions for Subject Island and Object 
conditions.

3.2.1.1 Longitudinal comparison

The last, and perhaps most critical, comparison we performed was to fit an LMER model pitting 
the Subject Island ratings from Experiment 1a against those from Experiment 1b, three weeks 
later. Indeed, we found a significant difference (β = 0.17, SD = 0.06, t = 2.814, p = 0.005), 
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suggesting that the acceptability of Subject Island violations three weeks later was higher than 
that of the initial exposure. This means that the acceptability increase caused by repeated 
exposure is still present three weeks later for sentences containing Subject Island violations. No 
such difference was found for Object conditions (β = 0.08, SD = 0.06, t = 1.33, p = 0.182). 
The opposite effect was found for ungrammatical distractors (β = –0.24, SD = 0.06, t = –3.832, 
p = 0.0001), suggesting a decrease of acceptability in Experiment 1b relative to Experiment 1a. 
Finally, a positive effect was found for the grammatical distractors (β = 0.31, SD = 0.06, t = 
5.097, p < 0.0001).

As already mentioned, the three experiments in Session 2 were conducted a second time, 
with a new group of participants that had not participated in Session 1. These experiments, 
which we refer to as Experiments 1b’, 2b’, and 3b’, serve as controls, allowing us to see the effect 
of having completed Session 1 on the ratings of the exact same stimulus sentences from Session 
2 (recall that Experiments 1a, 1b, 3a, and 3b have the same conditions but different sentences). 
The plot in Figure 7 illustrates the results. We once again see the positive effect of exposure on 
the Subject Island items.

Figure 7: Z-score ratings for Session 2 and for the Control Session experiments.

More importantly, an LMER model reveals that Subject Island items were rated lower in 
Experiment 1b’ (Control) than in the Experiment 1b counterpart, suggesting that having 
completed Session 1 led to a boost in acceptability (β = –0.19, SD = 0.07, t = –2.472, p = 
0.01). In contrast, an LMER model for the Object condition items showed no difference between 
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Experiment 1b’ (Control) and the Experiment 1b counterpart (β = 0.057, SD = 0.07, t = 0.754, 
p = 0.45). No statistical difference was found between the Subject Island item ratings across 
Experiment 1a and Experiment 1b’ (Control), with β = 0.051, SD = 0.07, t = 0.69, p = 0.48, 
nor between the Object item ratings across Experiment 1a and Experiment 1b’ (Control) with β 
= –0.101, SD = 0.07, t = –1.31, p = 0.19. This is as predicted.

3.2.1.2 Discussion 

The results are consistent with our predictions. The ratings for the Subject Island items in 
Experiment 1a gradually converged towards the Object condition, to the point of making the 
island effect vanish, just as it did in Experiment 1 of Chaves and Dery (2019). Crucially, the 
acceptability ratings for Subject Island items in Experiment 1b, three weeks later, were higher 
than those of Subject Island items in Experiment 1a. Moreover, the latter were stable and exhibited 
no further acceptability increases. No other condition exhibited this acceptability rating profile, 
including the ungrammatical distractors, suggesting that the amelioration effect is not due to 
task adaptation, but rather to syntactic adaptation to a specific structure involving a subject-
embedded gap. We note that the ungrammatical distractors, which involved various types of 
subcategorization errors, started at the same level of acceptability as the Subject Island items at 
the beginning of the first session, but did not significantly improve with repetition (Figure 3).

3.2.2 Reading time analysis
We now turn to the analysis of the self-paced reading studies, Experiments 2a and 2b. Recall 
that our critical items involved two conditions: one in which there was a wh-phrase that was a 
plausible filler for a gap located inside the subject phrase (Subject Island condition), and another 
in which the wh-phrase was not a plausible filler for a (globally illicit) gap inside the subject 
phrase (Object control condition). In the latter condition, the real gap was located outside an 
island environment. In response to an anonymous reviewer’s comment, we conducted a norming 
experiment with 80 participants to elicit plausibility ratings for each of the subject phrases 
alone (e.g., the cure for the lab). Results showed that, contrary to our expectations, three of 
the original Object control items were statistically indistinguishable from their Subject Island 
counterparts. Accordingly, responses to these three items were excluded from the analysis that 
follows, although the removal of these data had no qualitative impact on the results.10 

	 10	 In the norming experiment, 80 self-reported native speakers of English rated a series of simple English phrases with 
respect to naturalness on a scale of 1 to 5. In addition to the subject phrases from the Subject Island and Object 
Control conditions of the main experiment, the stimuli included two times as many fillers representing a variety of 
plausible and implausible noun phrases, verb phrases, and adjective phrases. Each participant saw one of two lists. 
Items on each list were counterbalanced and pseudo-randomized. 
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All observations with reading times less than 100 ms or greater than 2000 ms were excluded, 
leading to the loss of 3% of observations. We then computed residual reading times by subtracting 
from the actual reading time for a region the reading time predicted by a regression equation 
relating region length to reading time (Trueswell et al., 1994). This regression equation was 
computed separately for each participant, using all regions in the experimental and distractor 
items.

We begin with an analysis of presentation order effects in the RTs for each region in 
Experiment 2a of Session 1. We use Bayesian Mixed Effects Linear Regression (BMER) models, fit 
with the BRMS package (Bürkner, 2017), as they are more robust than frequentist linear models 
with respect to convergence issues, and provide credible intervals rather than point estimates. 
Credible intervals are more intuitive to interpret than their frequentist counterparts, as they 
provide a range of values where the true outcome is expected to fall with a certain probability. 

Since there are no prior longitudinal studies of online processing of Subject Islands, and 
existing theories do not make quantitative predictions, we resort to default (flat) priors, to keep 
the model very conservative. All our models were checked for convergence after fitting them 
with four chains and 6,000 iterations, half of which were the warm-up phase, by verifying that 
the R-hat values were close to one, and visually inspecting the chains.

Probing for an interaction between Condition (Subject Island, Object control) and Order 
in predicting RTs, with sentence and participant as random slopes, we found evidence for an 
effect in critical region 3, and in the spill-over regions 6 and 7. The results are given in Table 5, 
including estimate errors, credible intervals, evidence ratio, and posterior probabilities. Although 
the credible intervals include zero, these have moderate to strong Evidence Ratios close or above 
10 (see Lee & Wagenmakers, 2014), as they are located at the marginal upper end of the interval 
and result in a +90% posterior probability. This is a non-negligible value which should not be 
summarily dismissed by attempts to dichotomize significance. Stronger results could be obtained 
with more data and more informative priors.11

The residual reading times are shown in Figure 8, as a function of presentation order. We 
re-introduce example (14) as (17) to better illustrate the regions referenced in Figure 8.

(17) a. Which disease1| did2| the cure for3| virtually 4| change 5| modern 6| medicine 7| 
overnight?8|
(Subject Island condition)

	 11	 For example, Boland et al. (2023) find evidence of syntactic adaptation to the “needs+participle” regional construction 
in self-paced reading relative to a control, estimating with a significant β = –11.99 interaction coefficient (Experiment 
1, exposure block). Even if we halve that estimate and assume a prior of N(–5,4) for our interaction, rather than a flat 
prior, in order to reflect the expectation of some adaptation to Subject Island environments as exposure increases, 
our interaction CI shifts to [–9.98,–0.55], with β = –5.22, ER = 29, and P(β < 0) = 0.97.
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b. Which lab 1| did 2| the cure for 3| virtually 4| all 5| allergic 6| diseases 7| come from? 8|
(Object condition)

Table 5: Bayesian Mixed Effects Linear Regression models for Condition * Presentation Order 
interactions in Session 1 (Experiment 2a).

Region β Err CI ER P(β < 0)

3 –5.57 4.19 [–12.3, 1.2] 9.9 0.91

4 –0.95 4.81 [–8.93, 6.91] 1.35 0.58

5 1.86 3.67 [–4.13, 7.9] 0.44 0.31

6 –4.46 3.29 [–9.89, 1.01] 10.16 0.91

7 –4.51 2.91 [–9.27, 0.29] 15.57 0.94

8 –3.73 4.38 [–10.86, 3.43] 4.13 0.81

Figure 8: Residual RTs for regions 3 through 8 in Session 1 (Experiment 2a).

We interpret the interactions in region 3 (the plausibility cue) and in regions 6–7 (the spillover 
for the disambiguating region) as adaptation to a parse where a subject-internal gap is postulated. 
These results are in line with our predictions that RTs for Subject Island items should speed 
up over time in the disambiguating regions, while RTs for Object items should begin to slow 
down over time at the plausibility cue. More specifically, such findings are consistent with our 
prediction of a plausibility effect in region 3, caused by the filler phrase being semantically 
incongruent with a subject gap, as participants begin to postulate a subject-internal gap in the 
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Object items. Similarly, the interaction observed in the spillover regions 6 and 7 is consistent 
with participants adapting to the presence of a subject-internal gap in the Subject Island items. 
Failing to postulate a subject-embedded gap in the Subject Island condition causes the rest of the 
sentence (starting in region 5) to be incoherent. 

As expected, Experiment 2b exhibited a very different profile, as seen in Table 6. BMER 
models with the same structure as those used for Experiment 2a found a mere trend for an 
interaction between Condition and Presentation Order effect in regions 4 through 6, in the same 
direction as those of Experiment 2a. The slopes are shown in Figure 9. 

Table 6: Interaction between Condition and Presentation Order in Session 2 (Experiment 2b). 

Region β Err CI ER P(β < 0)

3 4.68 6.33 [–5.64, 15.11] 0.3 0.23

4 –6.2 6.38 [–16.69, 4.3] 5.02 0.83

5 –4.42 5.03 [–12.5, 3.91] 4.22 0.81

6 –2.8 4.34 [–9.93, 4.43] 2.86 0.74

7 2.28 3.95 [–4.25, 8.76] 0.4 0.29

8 0.3 6.12 [–9.6, 10.43] 0.92 0.48

Figure 9: Residual Reading Times for regions 3 through 8 in Session 2 (Experiment 2b).
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These results suggest that most adaptation occurred during the first session, which is consistent 
with a response to the tension between two opposing forces: (i) the fact that the Subject Island 
items require the postulation of a subject-internal gap for such items to be felicitously parsed, 
and (ii) the plausibility penalty caused by attempting to fill a gap inside the subject in the Object 
condition. Participants may have adjusted their expectations based on Session 1 and become 
more cautious about deciding whether a gap should be postulated at region 3, causing the effect 
of plausibility to be delayed until regions 4 and 5. 

3.2.2.1 Longitudinal comparison

We now turn to longitudinal comparisons between Experiment 2a and Experiment 2b. If 
adaptation is short-lived, we would expect the RTs to return to baseline after three weeks. A 
BMER model was fit with Condition and Experiment as interacting predictors of RTs, and list, 
sentence, and participant as random slopes. Results found some evidence for an effect in spillover 
region 6, as seen in Table 7 and in Figure 10, whereby Subject Island items were overall read 
faster in Experiment 2b (second session), relative to Object items, than they were in Experiment 
2a (first session). Again, the evidence is nuanced, but stronger results are discussed below.

Table 7: Longitudinal comparison of Subject Island/Object conditions across Experiments 2a 
and 2b. 

Region β Err CI ER P(β < 0)

3 13.21 38.29 [–43.94, 81.01] 0.47 0.32

4 19.27 43.47 [–51.59, 91.03] 0.49 0.33

5 –16.13 32.51 [–69.3, 36.67] 2.56 0.69

6 –35.75 27.03 [–80.43, 8.33] 9.8 0.91

7 15.82 26.77 [–28.33, 59.12] 0.38 0.28

To examine the effects of presentation order across the two sessions, and gain a sense of the 
reading time dynamics during the sessions, BMER models were fit separately for each condition, 
with Experiment and Order as an interaction (and with list, sentence, and participant as random 
slopes). For the Subject Island condition, strong effects were found in region 5 (β = –5.61, Err 
= 4.15, CI = [–12.36, 1.3], ER = 10.51, P(β < 0) = 0.91) and region 6 (β = –8.1, ER = 3.95, 
CI = [–14.63, –1.57], ER = 47.58, P(β < 0) = 0.98), suggesting that participants sped up more 
over time in Experiment 2b compared to Experiment 2a, despite the use of flat priors. Crucially, 
no such effect was detected for region 5 of the Object condition (β = 0.56, Err = 5.19, CI = 
[–7.96, 9.08], ER = 0.84, P(β < 0) = 0.46). Although there was a significant effect in region 6 
(β = –8.61, ER = 4.08 , CI = [–15.4, –1.92], ER = 58.11, P(β < 0) = 0.98), this was because 
the Object condition was processed increasingly slower in the first session. Object Items stopped 
increasing and stabilized in the second session. See Figure 11 for an illustration.



31

Figure 10: Residualized reading times in region 6 across both sessions and conditions.

Figure 11: Side-by-side comparison of regions 5 and 6 across sessions.
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No other regions yielded significant effects, including regions 3 and 7, suggesting that only 
the spillover regions were of strategic value for processing the items in both experiments, but 
more so for Subject Island items, since the latter enabled faster reading times. The overall dip in 
processing time observed in Experiment 2b is consistent with task adaptation, but the reading 
time interaction between the Subject Island and Object conditions suggests syntactic adaptation. 

We next compared the reading times of Experiment 2a with those of Control Experiment 2b’ 
(Table 8), probing for an interaction between Condition and Experiment, with Control as the 
baseline. Recall that for both experiments, these were the first sessions the participants were 
exposed to. The only differences between these experiments are the participants and the lexical 
items in the stimuli, which are different. As expected, there were no interactions. The evidence 
ratio was far below 10 for all cases.

Table 8: Interaction between Condition and Experiment (Experiment 2a and Experiment 2b’).

Region β Err CI ER P(β > 0)

3 –50.2 43.23 [–121.81, 21.33] 0.12 0.13

4 –27.64 41.05 [–95.33, 39.71] 0.33 0.25

5 17.7 31.79 [–34.49, 69.73] 2.57 0.72

6 –5.94 28.16 [–51.47, 40.44] 0.72 0.42

7 4.51 27.8 [–41.6, 50.1] 1.31 0.57

Comparing the reading times of Experiment 2b with those of Control Experiment 2b’ (Table 
9), there was evidence suggestive of an interaction between the Condition and Experiment, as 
expected. The interaction in region 6 indicates that Subject Island items were read faster than 
Object items in Experiment 2b, relative to the Control Experiment 2b’.

Table 9: Interaction between Condition and Experiment (Experiment 2b and Experiment 2b’).

Region β Err CI ER P(β > 0)

3 47.44 45.96 [–28.61, 122.55] 5.74 0.85

4 14.47 48.71 [–66.03, 93.98] 1.65 0.62

5 –0.58 36.6 [–60.89, 59.29] 0.98 0.5

6 –44.42 29.34 [–3.63, 93.14] 14.75 0.94

7 20.15 36.65 [–39.61, 80.31] 0.41 0.29

The box-and-whiskers plot in Figure 12 illustrates these findings for region 6. Recall that 
Session 2 (Experiment 2b) and the Control (Experiment 2b’) were identical, except for the 
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participants. If the participants in Session 2 had not adapted to the Subject Island sentences from 
the earlier session, then the results for Session 2 and the Control should have been the same. The 
results are, therefore, consistent with syntactic adaptation across sessions.

Figure 12: Overall residualized reading times across both sessions and conditions for region 6.

Finally, models probing for the effect of presentation order and experiment found a significant 
interaction between Experiment and Order (with list, sentence, and participant as random effects) 
for the Subject Island condition in region 6 (β = –8.86 , Err = 3.99 , CI = [ –15.31, –2.22], ER 
= 65.67, P(β < 0) = 0.98), suggesting that the participants in the second session (Experiment 
2b) sped up more than those in the control session (Experiment 2b’), reading exactly the same 
items. No other regions were significant, and no such effect arose for Object items. Figure 13 
serves to illustrate the RTs across the two conditions and experiments. In sum, items are overall 
faster in Session 2b, likely in part due to task adaptation, but Subject Island items exhibit a trend 
for faster adaptation than in the Control experiment.

3.2.2.2 Discussion 

A different processing profile was found for Experiment 2b in the second session compared to 
Experiment 2a in the first session: in spillover region 6, the processing advantage for Subject 
Island violations became more pronounced during the second session in comparison to the first 
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session. In contrast, although Object items also showed faster reading times overall, there was no 
additional speed-up over time during the second session. Rather, reading times of Object items 
merely stabilized with exposure, rather than slowing down, as they did in the first session.

Figure 13: Item Residual RTs for regions 5 and 6 in Experiments 2b and 2b’(Control).

No speed-up was shown in region 6 for the Subject Island violations in the control group, 
which completed the second session experiments without having done the first session. Overall, 
the results suggest that adaptive behavior carried over between sessions, and across the span of 
the intervening three weeks. 

4. General discussion
Previous research on syntactic satiation has shown that acceptability judgments of certain island-
violating structures, including English Subject Islands, improve with repeated exposure over the 
course of an experiment session (Chaves & Dery, 2014, 2019; Clausen, 2011; Francom, 2009; 
Hiramatsu, 2000; Lu et al., 2021; Lu et al., 2022). Although the precise mechanisms underlying 
satiation in Subject Islands are debated, the extant satiation findings in Subject Islands align with 
the predictions of Bayesian belief-updating models, as proposed to account for adaptation effects 
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on reading times for English garden-path structures (Fine et al., 2010, 2013; Fine & Jaeger, 2013; 
Sikos et al., 2016). According to such models, language comprehenders adapt their expectations to 
align with the statistics of new linguistic input, to overcome processing disadvantages associated 
with mispredictions. Building on these previous studies, the current study tested a key prediction 
of belief-updating models: that adaptation may exhibit long-term effects. To accomplish this, 
we employed a longitudinal design with two sessions, spaced three weeks apart. Each session 
consisted of a self-paced reading task in between two sentence acceptability judgment tasks.

In the first session, the acceptability ratings for the Subject Island items gradually increased 
and converged towards the ratings for the Object condition, to the point of making the island 
effect vanish. Also in the first session, our findings for self-paced reading confirm that participants 
began to postulate subject-embedded gaps and adapted their expectations following repeated 
exposure to Subject Island violations. The gap site inside the subject (region 3) began exhibiting 
a plausibility effect, showing that participants posited a gap in this position. As comprehenders 
began to postulate subject-internal gaps, the processing of Subject Island violations was facilitated 
and the processing of Object controls was hampered, as the latter led to temporarily infelicitous 
parses. We also found gradual adaptation to subject-internal gaps manifesting as speed-up in 
the region where the island violation is perceived (regions 5 and 6). Since no subject-embedded 
gap is postulated in the Subject Island condition at the beginning of the experiment, the rest of 
the sentence becomes incoherent, leading to longer reading times in the spillover regions. But 
as participants adapted to such structures, the spillover effect was reduced in the Subject Island 
condition. 

While the results from the first session are consistent with syntactic adaptation and in line 
with the previous findings of Chaves and Dery (2019), the most important evidence in support 
of an implicit learning account comes from the longitudinal comparisons. For the acceptability 
experiments, the ratings for Subject Island items were higher in the first part of the second session 
(Experiment 1b) compared to the first part of the first session (Experiment 1a) three weeks 
earlier, and they exhibited no further acceptability increases in the second part of the second 
session (Experiment 3b). No other condition exhibited this acceptability rating profile, including 
the ungrammatical distractors. Similarly, for the self-paced reading experiments, response times 
for Subject Island items in spillover region 6 got faster over time during each session, but sped 
up more in the second session compared with the first session. In contrast, response times for the 
Object items in the same region slowed down over time during the first session (consistent with 
a plausibility effect), and then showed no change over time during the second session. These 
patterns of results for both acceptability and self-paced reading are consistent with the presence 
of long-lived syntactic adaptation to Subject Islands. Since the effects were shown in Subject 
Island sentences but not ungrammatical fillers, they are unlikely to have resulted from task 
adaptation alone. This study thus supports an implicit learning account of satiation in Subject 
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Islands in which the typically low acceptability of Subject Islands is due to the probabilistic 
expectation that a gap is unlikely to occur within a subject phrase (Chaves & Dery, 2019). 

What do these results imply for theoretical approaches to Subject Islands? We believe that 
they are equally compatible with syntax-external approaches and with syntactic approaches 
that assume gradient grammaticality. According to syntax-external approaches, extraction of 
a constituent from within a subject phrase is fully grammatical. Under this view, island effects 
result from various semantic, pragmatic, and processing factors which conspire to create a very 
low frequency of occurrence (Chaves, 2013; Chaves & Dery, 2019). It is, therefore, fully expected 
that an increase in input frequency, as induced by our experimental manipulations, should result 
in amelioration effects and possibly implicit learning. On the syntax-external view, the current 
results are in line with long-term syntactic adaptation, as shown, for example, with respect to 
fully grammatical but non-canonical OSV word order in German (Kroczek & Gunter, 2017).

Gradient grammaticality approaches differ from syntax-external approaches in that some 
(but not all) of the factors contributing to Subject Island effects are held to be syntactic in 
nature. These approaches, therefore, imply gradience within the competence grammar itself. As 
discussed in Section 1, Haegeman et al. (2014) follow Linear Optimality Theory (Keller & Sorace, 
2003) in proposing a set of constraints that have language-specific weightings and which may 
apply cumulatively. Our stimuli from the Subject Island condition, as in (13a) above (Which 
celebrity does the wife of reportedly quarrel with the fiancée of the mayor?), violate some of their 
proposed constraints, but not others.12 Importantly, repeated exposure to these types of sentences 
does not alter the number or nature of the constraints which are violated. However, because the 
constraints are formulated as ‘soft constraints’ which, by their nature, can be ameliorated by 
contextual factors, satiation effects and implicit learning can be easily accommodated. 

Notably, Villata et al. (2019) and Villata and Tabor (2022) have more recently proposed 
a gradient grammaticality approach to island constraints which is similar in spirit, but differs 
in the details of implementation from that of Haegeman et al. (2014). In their self-organized 
sentence processing (SOSP) model, a dynamic and flexible structure-building system can create 
sub-optimal but interpretable parses for some island-violating structures. This ‘interpretable 
coercion’ is possible in cases where the island-violating structure shares certain features with a 
similar but fully grammatical structure. In the case of Subject Islands, Villata et al. (2019, p. 1183) 
claim that such coercion is not possible, due to the lack of any analogous grammatical structure 
in English. Thus, Subject Islands are predicted to be consistently unacceptable. Although this 
specific claim is difficult to reconcile with the current findings, and with other empirical facts 

	 12	 Specifically, our stimuli violate the Freezing Condition, the Edge Condition, the Preposition Stranding Condition, 
the Inactivity Condition, and the Specificity Condition, while respecting the Argument Condition and the D-Linking 
Condition. We refer the reader to the original source for more details (Haegeman et al., 2014).



37

about such islands (e.g. exceptions like those listed in (2c–f) above in Section 1, as well as so-called 
parasitic circumventions; see Chaves and Putnam (2021, pp. 76–86) for an overview), the general 
idea of ‘interpretable coercion’ is not. For example, if we assume that extraction from a subject 
phrase is fully grammatical in relative clauses (Abeillé et al., 2020), then relative clauses could 
provide the analogous structure necessary for interpretable coercion of interrogative Subject 
Island sentences. Although the structure-building process is purely grammar-internal for Villata 
and colleagues, one can assume that ungrammatical structures which can undergo interpretable 
coercion should also be relatively amenable to grammar-external influences, such as frequency 
effects and repeated exposure effects. Thus, we see gradient grammaticality approaches such 
as Linear Optimality Theory and SOSP as compatible with our findings.13 Importantly, gradient 
grammaticality approaches readily incorporate syntactic constraints from current Minimalist or 
other formal generative theories.

In conclusion, the current results show that a low expectation for gaps within a subject phrase 
can be readjusted in response to changing patterns of input, potentially resulting in longer-term 
changes through implicit learning. While limited in scope, these findings contribute to a broader 
set of proposals that seek to reduce the explanatory burden of strict syntactic constraints and 
broaden the scope of linguistic competence to include gradient and probabilistic information 
(Culicover et al., 2022; Francis, 2021; Lau et al., 2017; Manning, 2003; Müller, et al. 2022; 
Villata & Tabor, 2022; Wasow, 2002).

	 13	 Besides Linear Optimality Theory and SOSP, other gradient grammaticality approaches to extraction constraints 
include the Decathlon Model (Featherston, 2005) and Minimalist Gradient Harmonic Grammar (Müller et al., 2022). 
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