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ABSTRACT OF THE DISSERTATION

Material Genomics for Device Applications: Atoms to High-Throughput Ab-Initio
Calculations

by

Protik Das

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, December 2018

Dr. Roger K. Lake, Chairperson

The singular density of states and the two Fermi wavevectors resulting from a ring-

shaped or “Mexican hat” valence band give rise to unique trends in the charged impurity

scattering rates and charged impurity limited mobilities. Ring shaped valence bands are

common features of many monolayer and few-layer two-dimensional materials including the

III-VI materials GaS, GaSe, InS, and InSe. The wavevector dependence of the screening,

calculated within the random phase approximation, is so strong that it is the dominant

factor determining the overall trends of the scattering rates and mobilities with respect to

temperature and hole density. Charged impurities placed on the substrate and in the 2D

channel are considered. The different wavevector dependencies of the bare Coulomb po-

tentials alter the temperature dependence of the mobilities. Moving the charged impurities

5 Å from the center of the channel to the substrate increases the mobility by an order of

magnitude by suppressing the large wavevector backscattering within the outer Fermi ring.

Using first-principles calculations, we investigate the cobalt (111) surface as an

alternative substrate for the growth of hexagonal boron nitride (h-BN). We find the adsorp-
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tion energies of B and N to be larger on the Co(111) surface compared to the commonly

used Cu(111) surface. Trace concentrations of carbon within the Co(111) substrate are

found to lower the adsorption energies of B and N on Co(111). The most favorable binding

sites and the migration barriers between these sites are also elucidated using nudged elastic

band calculations.

Despite multiple successful applications of high-throughput computational materi-

als design from first principles, there are a number of factors that inhibit its future adoption.

Of particular importance are the limited ability to provide high fidelity in a reliable man-

ner and the limited accessibility to non-expert users. We present example applications of a

novel approach, where high-fidelity first-principles simulation techniques, density functional

theory with hybrid screened exchange (HSE) and the GW approximation, are standardized

and made available online in an accessible and repeatable setting. We apply this approach

to extract electronic band gaps and band structures for a diverse set of 847 materials rang-

ing from pure elements to III-V and II-VI compounds, ternary oxides and alloys. We find

that for HSE and G0W0, the average relative error fits within 20%, whereas for conventional

generalized gradient approximation the error is 55%. For HSE we find the average calcula-

tion time on an up-to-date server centrally available from a public cloud provider fits within

a 48 hours window. This work provides a cost-effective, accessible and repeatable practical

recipe for performing high-fidelity first-principles calculations of electronic materials in a

high-throughput manner.
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Chapter 1

Rationale

1.1 Introduction

Since the advent of the integrated circuit, the semiconductor industry has been

driven by the exponential down-scaling of the silicon transistor. This exponential shrinking

of the transistor with time, known as Moore’s law, has continued for 50 years, and it is

now reaching its physical limits. Down-scaling of silicon below the 10 nm technology node

has yet to be achieved. Hence, there is a continuous search for materials and material

classes that can replace or supplement silicon. One of the new material classes are the

layered two-dimensional (2D) materials. This class of materials can be thinned down to

one atomic layer. A field effect transistor (FET) built using one atomic layer of material

has the potential for considerable improvement in power density and scaling. Also, new

materials may enable new types of transistors and devices that are not subject to the same

fundamental limitations as the traditional FET. A good understanding of the new material
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growth, material properties, and transport properties is needed before this class of materials

can be considered as a replacement of or supplement to silicon based technology.

Due to improvements in high performance computing, machine learning is being

applied to many different fields. In the field of material science it is being applied to find

materials with desired properties. While machine learning in fields like image processing

is considered trivial because of the availability of image data, machine learning in material

science is non-trivial. This is due to the fact that even though there are a huge number of

publications available related to material science, the data is not in a tabulated or structured

format which is a requirement for machine learning. Not only that, the material properties

resulting from a computation may depend strongly on the level of theory used for the com-

putation. The canonical example is the bandgap, which can have a strong dependence on

the level of theory used in a density functional theory calculation. Hence it is quite difficult

to tabulate the existing data from the literature for the application of machine learning.

While some effort has been given to collect and tabulate the existing data [2], another alter-

native is to produce new data using high throughput computing. Within high-throughput

computing, a common framework is needed so that calculations on a large number of ma-

terials can be done with minimal effort. In this process, all the input parameters must to

be stored in a database for future use.

1.1.1 Objective

The two-dimensional (2D) metal monochalcogenides are relatively new members

of the 2D family. The majority of the semiconducting materials are semiconducting in their

bulk form and remain semiconducting when thinned down to one monolayer. Along with non
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zero band gap in their monolayer, some of the materials have a ring shaped valance band.

This ring shaped band results in a singular density of states (DOS) at their band edges.

The effect of this singular DOS on the screening and ionized impurity scattering has not yet

been investigated. Hence, I provide a detailed analysis of ionized impurity scattering and

ionized impurity limited mobility with wavevector dependent screening calculated within a

random phase approximation.

Another member of the 2D family is hexagonal boron nitride (h-BN). Due it’s large

band gap (∼ 6 eV) it is considered as an alternative oxide layer for FETs. Even though

growth of h-BN is explored using chemical vapor deposition (CVD) method, controlled

growth of monolayer h-BN in an MBE chamber is yet to be achieved. For this project, I

will be using density functional theory calculations to identify mechanisms that aid in the

initial nucleation of monolayer h-BN growth.

The starting point for applying machine learning in material science is to do high-

throughput computing. One way this can be achieved is to do high-throughput calculations

using ab-initio density functional theory (DFT). Performing DFT calculations for any ma-

terial requires careful consideration of the physics of the material. When applying to a

large set of materials, an appropriate framework must be designed. For this project I de-

sign workflows that enable high-throughput band structure and band gap calculations using

density functional theory.
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1.2 Organization

The rest of the dissertation is organized as follows. Chapter 2 presents the theo-

retical methods and models to calculate and understand charged impurity scattering in 2D

materials with ring shaped valance bands. Chapter 3 presents density functional theory cal-

culations exploring nucleation conditions to achieve controlled growth of monolayer h-BN.

The chapter also explores intercaleted growth of thin h-BN. Chapter 4 presents a frame-

work for employing high-throughput calculations using density functional theory along with

band gap calculations done in a high-throughput manner for 775 materials. Descriptions

of useful scripts and code are provided in the appendices along with a basic description of

administrative tasks related to the labs computational cluster.
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Chapter 2

Charged impurity scattering in

two-dimensional materials with

ring-shaped valence bands: GaS,

GaSe, InS, and InSe

2.1 Introduction

Atomically thin two-dimensional (2D) materials are being investigated for a range

of applications including emerging beyond-CMOS electronic devices, thermoelectrics, and

optoelectronics. A number of these materials have “ring shaped” valence bands. These

materials include the semiconducting III-VI monochalcogenides, GaS, GaSe, InS, and InSe

[176, 189, 188, 65, 186, 30, 178, 53], bilayer graphene when subject to a vertical electric field
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[154, 167, 118], monolayers of Bi2Se3[176] and Bi2Te3[183, 111, 140], few-layers of Bi2Se3

intercalated with 3d transition metals[107], monolayer SnO[143, 63], 2D hexagonal lattices

of group-VA elements [144], and hexagonal group-V binary compounds[123].

A ring shaped valence band results in a 1/
√
E singularity in the 2D density of

states and a step function turn on of the density of modes at the valence band edge [111,

176, 102, 103, 113]. At low temperatures, density functional theory calculations show that

the singularity in the density of states leads to a ferromagnetic phase transition at sufficient

hole doping [30, 178]. More recent calculations find that such a transition is a general

property of the Mexican hat dispersion [143].

The ring shaped dispersion affects ionized impurity scattering through the density

of states, the momentum transfer required to scatter around the ring, and the momentum

dependence of the screening. The question we address is what is the influence of the “ring-

shaped” dispersion on the temperature, density, and Fermi energy dependence of the ionized

impurity scattering rates and ionized impurity limited mobility.

Prior studies have theoretically investigated the role of ionized impurity scattering

in two–dimensional materials with a parabolic dispersion. Ionized impurity scattering can

severely limit the mobility in the transition metal dichalcogenides such as MoS2 [110] and

give rise to an unexpected temperature dependence of the mobility [126]. It has been

predicted that reducing the doping can enhance the linear screening response within the

Thomas-Fermi theory [91]. The role of screening on charged impurity scattering and charged

impurity limited moblility in materials with a ring-shaped dispersion has not yet been

addressed.
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We address this question using an analytical bandstructure model with parame-

ters extracted from first principles calculation. Screening is included within the random

phase approximation. Polarization functions and scattering rates are analyzed, and the

ionized impurity limited hole mobility of the III-VI materials, GaS, GaSe, InS, and InSe,

are compared.

2.2 Theory

The materials and geometry of the problem consist of a monolayer 2D semicon-

ducting material on a insulating substrate encapsulated by an insulating capping layer which

could be the same as the substrate. Example insulating materials are BN or SiO2. The

structure is illustrated in Fig. 2.1 with SiO2 for the substrate and BN for the capping layer.

A cylindrical coordinate system is used with r a vector in the x–y plane. The origin is at

the center of the semiconductor. Charged impurities will be considered for two different

positions, in the center of the 2D semiconductor, z = 0, and on the surface of the substrate,

z = −d. Accounting for the 5 Å thickness of a monolayer III-VI semiconductor and the

3 Å van der Waals gap,[176] we use d = 5.5 Å for the charged impurities on the surface

of the substrate. The value of the impurity density used in all calculations is 1012 cm−2.

All calculated scattering rates are linearly proportional to the impurity density, and all

mobilities are inversely proportional to the impurity density, so any calculated values can

be scaled for different impurity densities.

The investigation of the effect of the Mexican hat dispersion on screening, scatter-
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Figure 2.1: Monolayer GaS between SiO2 substrate and BN capping layer. The black atom
depicts an ionized impurity inside the capping layer 5.5Å from the channel. And the blue
atom depicts a ionized impurity inside the monolayer GaS.

ing, and mobility, begins with the model quartic dispersion

E(k) = εh −
~2k2

2m∗
+

1

4εh

(
~2k2

2m∗

)2

. (2.1)

Quartic models have been previously used to investigate interactions in biased bilayer

graphene [154], multiferroic 2D materials [143], and electronic and thermoelectric properties

of group III-VI and group VA 2D materials [176, 144]. We define our momentum-energy

relation such that the hole kinetic energy is positive, the valence band edge is at E = 0, and

negative energies correspond to energies in the band gap. The term εh in Eq. (2.1) is the

height of the ‘hat’ at k = 0 and m∗ is the magnitude of the effective mass at k = 0 (the top of

the hat). The addition of the constant term εh in Eq. (2.1), shifts the dispersion so that the

minimum energy, corresponding to the band edge, occurs at E = 0. For energies 0 < E < εh

the Mexican hat dispersion has two Fermi wave–vectors corresponding to the two branches
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of the dispersion. In this energy region, the Fermi surface consists of two concentric cir-

cles shown in Fig. 2.2(a). The radii of the two circles are k1 =
√
2m∗εh
~

√
1−

√
E/εh and

k2 =
√
2m∗εh
~

√
1 +

√
E/εh. At the band edge, E = 0, the two circles merge into a single

circle with a radius of k0 = 2
√
m∗εh/~. The effective mass at the band edge determined

from 1
m∗(k0)

= ∂2E
~2∂k2

∣∣∣
k=k0

is m∗/2. The single–spin densities of states for each individual

k-space ring are identical and equal to

D1(E) = D2(E) = m∗

2π~2

√
εh
E (0 ≤ E ≤ εh) (2.2)

The total single-spin density of states is given by the sum and is equal to

D(E) =


m∗

π~2

√
εh
E (0 ≤ E ≤ εh)

m∗

2π~2

√
εh
E (εh < E) .

(2.3)

The density of states is plotted in Fig. 2.2(b) using m∗ = 0.409 m0 and εh = 0.11 eV, which

are similar to the values for monolayer GaS [176]. The density of states diverges as 1/
√
E

at the band edge, and it is equal to the single–spin parabolic density of states, m∗

2π~2 , at the

top of the hat.

A parabolic dispersion E(k) = ~2k2

2m∗ will be used as a reference and for comparison.

The parabolic and Mexican hat dispersions and density of states are plotted together in

Fig. 2.2. An effective mass of m∗ = 0.409m0 is used for both dispersions.

The two–dimensional Fourier transform of the bare Coulomb potential for a point

charge at position x = y = 0, z = z0 is

v(q) =
e2e−q|z−z0|

2εq
(2.4)
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10



where e is the charge of electron, ε is the average static dielectric constant and q is the

momentum transfer. Since all of the III-VI materials have relative dielectric constants in

the range of 3 − 4, we will use the dielectric constant of the semiconductor. Within the

random phase approximation, the screened Coulomb potential is

V (q, z) =
v(q)

1−Π(q)v(q)
. (2.5)

Substituting Eq. (2.4) into Eq. (2.5) gives the 2D RPA screened potential,

V (q) =
e2

2ε(qeq|z−z0| − e2

2εΠ(q))

=
e2

2ε(qeq|z−z0| + qλ(q))
(2.6)

where qλ(q) ≡ − e2

2εΠ(q) is the wavevector dependent inverse screening length. In the static

limit, the polarization function is [114]

Π(q) =
2

A

∑
k

f(Ek+q)− f(Ek)

Ek+q − Ek
(2.7)

where A is the area, Ek is the eigenenergy at wavevector k, and f(E) is the Fermi-Dirac

function. The factor of 2 is for spin degeneracy, since the Mexican hat bands in the III-VI

materials are spin degenerate. For both the Mexican hat and parabolic dispersions, Ek is

only a function of the magnitude of k. Therefore, we define the variable,

k+ = |k + q| =
√
k2 + q2 + 2kq cos θ, (2.8)

and calculate the polarization from Eq. 2.7,

Π(q) =
1

2π2

∫ ∞
0

dkk

∫ 2π

0
dθ
f(E(k+))− f(E(k))

E(k+)− E(k)
. (2.9)
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In the limit q→ 0, the polarization function becomes the negative of the thermally averaged

density of states at the Fermi level,

Π(q = 0) =

∫ ∞
0

dED(E)
∂f

∂E
, (2.10)

where D(E) is the density of states. Using the q→ 0 limit for Π(q) in Eq. (2.6), gives the

Thomas-Fermi form of the 2D screened Coulomb potential with an inverse screening length

of e2

2εD(EF ). For the Mexican hat dispersion this is problematic, since the density of states

diverges near the band edge. Note that in defining the polarization function in Eq. (2.7),

Π < 0.

To calculate the momentum relaxation time, we need the matrix elements of

the RPA Coulomb potential. We assume separable wavefunctions of the form 〈r|k〉 =

1√
A
eik·r

√
δ(z) and take the matrix elements of Ṽ (r) =

∫ d2q
4π2V (q)eiq·r to obtain 〈k|Ṽ |k′〉 ≡

Vk,k′ = 1
AV (|k− k′|). The Fermi’s golden rule expression for the inverse momentum relax-

ation time is given by

1

τ(k)
=
NI2π

~
∑
k′

|Vk′,k|2δ(Ek′ − Ek)

(
1− v(k) · v(k′)

|v(k)|2

)
(2.11)

where NI is the number of charged impurities. For the Mexican hat dispersion, the group

velocity v is opposite to the direction of k on the inner ring and parallel to k on the outer

ring. On a given branch of the Mexican hat dispersion, E(k) is only a function of the

magnitude of k. Therefore, by converting the sum over k′ into an integral and explicitly

keeping track of the two branches of the dispersion, Eq. (2.11) becomes

1

τ(k)
=
nIe

4

4ε2~

2∑
ν=1

Dν(E)

∫ 2π

0
dθ

(
1− v(k′ν)·v(k)

v2(k)

)
(q eqz0 + qλ(q))2

(2.12)
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where the sum is over the two Fermi rings, q = |k′ν − k| =
√
k′ν

2 + k2 − 2k′νk cos θ, k and

k′ν correspond to the radii of the concentric iso-energy rings in Fig. 2.2, Dν(E) is the final

single–spin density of states corresponding to ring ν, v(k′ν) is the final group velocity of ring

ν, and nI is the impurity density per unit area. The value of z0 is either zero for impurities

placed at the center of the semiconducting monolayer or 5.5 Å for impurities placed on the

substrate.

The last term on the right of Eq. (2.11) is 1− v′

v cos(θv,v′) where θv,v′ is the angle

between the group velocity of state k and the group velocity of state k′. This term is the

relative change in the component of the velocity that is parallel to the initial velocity v.

When the final velocity v′ is in the same direction and greater than the initial velocity v,

then scattering from v to v′ causes the carrier to speed up and gives a negative contribution

to the momentum relaxation time [8]. This situation occurs for carriers that are initially

near the top of the hat in Fig. 2.2(a) and then scatter to the outer ring. However, the

negative values are restricted to a range of angles centered around 180◦, and the integral

over θ in Eq. (2.12) is always positive.

The carrier mobility is determined from the average group velocity driven by an

external electric field oriented in the x–direction. To linear order, this is

〈vx〉 =

∑
k vx(k)fA(k)∑

k f0(k)
(2.13)

where fA(k) is the asymmetric component of the non-equilibrium distribution function.

Within the relaxation time approximation, the asymmetric distribution function can be

written as,

fA(k) = −τ(k)
eEx
~
∂f0(k)

∂k
cos θ (2.14)
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where f0(k) is the equilibrium Fermi function, Ex is the electric field along the transport

direction and θ is the direction of k with respect to the kx axis. The mobility is directly eval-

uated from its definition, µ = 〈vx〉/Ex. Substituting (2.14) into (2.13), the final expression

for carrier mobility is

µ = − e

2π~2p

∫ ∞
0
dk k τ(k)

∂f0
∂ε

(
∂ε

∂k

)2

(2.15)

where the spin–degenerate 2D hole density p = 2
A

∑
k f0(k).

2.3 Results

The polarization function Π(q) gives wave–vector dependent screening. In a two

dimensional material with parabolic dispersion, the density of states is constant which

results in a constant polarization function for q < 2kF at low temperature. In a Mexican

hat dispersion, the singular density of states gives a strong wave–vector dependence to the

polarization function at low temperature. It also increases the overall magnitude of the

polarization function. The wavevector dependent inverse screening length qλ(q) is added

to the momentum transfer q in the denominator of Eq. (2.6), and the sum determines the

magnitude and wavevector dependence of the screened Coulomb interaction. Therefore, we

begin by analyzing qλ as a function of q for the Mexican hat dispersion.

To provide a point of reference, we first show in Fig. 2.4(a) the well–known wavevec-

tor dependent inverse screening length qλ resulting from a parabolic dispersion with the

Fermi level fixed at 40 meV above the band edge. At low temperature and for wave–vectors

smaller than 2kF , the magnitude of qλ is simply e2

2ε
m∗

π~2 , i.e. e2

2ε times the density of states

at the Fermi level. This is equal to 3.78 mr/εr = 0.499 Å
−1

where mr = 0.409 is the
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relative effective mass and εr = 3.1 is the relative dielectric constant. Since the density of

states is constant, the resulting inverse screening length is constant up until the momen-

tum transfer is greater than 2kF . At higher temperatures, the polarization function can

be written as a convolution of the zero–temperature polarization and a thermal broadening

function [114]. The result is that the sharp q-dependent features become smeared out at

finite temperatures.

Unlike the parabolic dispersion where scattering occurs within a single Fermi ring,

Coulomb scattering in a Mexican hat dispersion occurs within and between two concentric

rings for energies up to εh, which defines the height of the Mexican hat dispersion. Further-

more, the density of states is singular at the band edge. To understand the implications

of these features, the inverse screening length is plotted, as a function of the momentum

transfer, q, for different values of the Fermi energy in Fig. 2.4(b-c) and for a fixed carrier

density in Fig. 2.4(d).

Fig. 2.4(b) shows the inverse screening length of the Mexican hat dispersion at 3

different temperatures with the Fermi level fixed at 5 meV above the bandedge. The low–

temperature (T = 5 K) curve has a strong q dependence that arises from the bandstructure.

There are two Fermi wave–vectors for 0 < EF < ε0 denoted as kF1 and kF2 and illustrated

in the inset of Fig. 2.4(c). The two Fermi wave–vectors result in three features for Π(q)

at T = 5 K. These features correspond to momentum transfers of q = 2kF1 , q = 2kF2 ,

and q = kF2 − kF1 . Just as with the parabolic dispersion, there is a sharp change in the

derivative of Π(q) when q is twice the Fermi wave–vector, except now there are two Fermi

wave–vectors. The third and largest peak occurs when q = kF2−kF1 , which is the minimum
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Figure 2.4: (a)–(c) qλ(q) ≡ − e2

2εΠ(q) at three different temperatures: 5 K, 77 K and 300
K. (a) qλ(q) for a parabolic dispersion with EF = 40 meV. (b) qλ(q) for a Mexican hat
dispersion with EF = +5 meV. (c) qλ(q) for a Mexican hat dispersion with EF = −3
meV. The inset shows the two iso-energy rings in momentum space of the Mexican hat
dispersion. The momentum transfer q between two rings is shown. (d) qλ(q) for a Mexican
hat dispersion for a fixed charged density of 1013 cm−2. The corresponding Fermi energies
at each temperature are shown on the graph. For both the parabolic and Mexican hat
dispersions, the band structure parameters are the same as those used in Fig. 2.2, and the
dielectric constant is ε = 3.1ε0.
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momentum required to transfer between the two Fermi rings. This can be viewed as a type

of Fermi surface nesting. Increasing the temperature smooths out these sharp features,

and at T = 300 K, Π(q) smoothly decreases with increasing q. When the Fermi level is 3

meV below the band edge as in Fig. 2.4(c), the screening at T = 5 K is essentially zero

since there are no carriers, and the qualitative features of the polarization functions at 77

K and and 300 K are the same as those in Fig. 2.4(b) with a small reduction in the overall

magnitude resulting from the reduced carrier density.

Fig. 2.4(d) shows the inverse screening lengths at a fixed carrier density of 1013

cm−2 for different temperatures. Now, the Fermi level moves with temperature as shown

in the legend. At 5 K, the Fermi level is 1.6 meV above the band edge, and the small q

peak becomes very large as the Fermi level approaches the 1/
√
E singularity in the density

of states. At 77 K and 300 K, the Fermi levels are in the band gap, and the polarization

functions are similar to those in Fig. 2.4(c).

Now, we consider the magnitude and angle dependence of the matrix elements

〈k|Ṽ |k′〉 of the screened Coulomb potential, given by Eq. (2.6) with q = |k − k′| and

z = z0. Fig. 2.5 shows polar plots of the screened Coulomb potential with ns = 1013 cm−2

at two different temperatures and energies. The polar angle θ is the angle between k and

k′. The relevant qλ plots are shown in Fig. 2.4(d). For a fixed energy, scattering can occur

within the inner ring (k and k′ both lie on the inner ring), within the outer ring (k and k′

both lie on the outer ring), or between the inner ring and the outer ring (k and k′ lie on

different rings). These 3 different matrix elements are denoted ‘Inner,’ ‘Outer,’ and ‘Inter,’

respectively, in Fig. 2.5.
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We first consider the low-temperature T = 5 K matrix elements at an energy of

2.5 meV above the band edge shown in Fig. 2.5(a). At the carrier density of ns = 1013

cm−2, EF = 1.6 meV, The wave–vector dependent screening qλ corresponds to the upper

curve in Fig. 2.4(d), and a more detailed view is shown in Fig. 2.5(c). At E = 2.5 meV,

the radius of the inner ring k1 = 0.142 Å
−1

, the radius of the outer ring k2 = 0.165 Å
−1

,

and k2−k1 = 0.023 Å
−1

. At θ = 0◦, q = 0 for the inner and outer ring matrix elements and

q = k2 − k1 = 0.023 Å
−1

for the inter ring matrix element. At q = 0, qλ = 9.1 Å
−1

, and at

q = 0.023 Å
−1

, qλ = 9.9 Å
−1

. Thus, at θ = 0◦, all three scattering mechanisms are strongly

suppressed by the screening. The θ = 0◦ inter ring scattering is a backscattering process,

since the two rings have opposite velocities. Thus, the small q inter ring backscattering is

strongly suppressed by the screening. The values of q, qλ and q + qλ are plotted in Fig.

2.5(c). The value of qλ in the range of 0 ≤ q ≤ 2kF2 is much larger than q. This means

that for q ≤ 2kF2 , the q dependence of V (q) is determined solely by the q dependence of

the polarization, and the bare momentum transfer q is negligible in comparison.

Since qλ falls rapidly as q increases, the RPA screened Coulomb potential in a

Mexican hat bandstructure favors large angle scattering. This is opposite to the trend

resulting from the bare 1/q Coulomb interaction. The large outer-ring matrix elements

for θ between 150◦ and 210◦ arise because the momentum transfer around the outer ring

becomes larger than 2kF2 . The kink at 120◦ corresponds to the peak in qλ at 2kF1 . At low

temperature, the polarization strongly suppresses the magnitude of the matrix elements

at the Fermi level. Only for those energies several kBT above the Fermi level can the

momentum transfer become large enough that the polarization becomes negligible, and V (q)
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returns to a 1/q dependence. This large momentum transfer corresponds to backscattering

across the outer ring.

Fig. 2.5(b) shows the T = 300 K matrix elements at an energy of 25 meV above

the band edge. As the temperature increases to 300 K, both the magnitude and the angular

dependence of the matrix elements change considerably compared to those at T = 5 K.

This is a result of the large change in the polarization function as shown in Fig. 2.4(d).

An enlarged view of the T = 300 K qλ curve is shown in Fig. 2.5(d). The Fermi level

now lies below the band edge at EF = −26 meV. Compared to the T = 5 K polarization,

the magnitude of the polarization decreases by an order of magnitude at the bandedge,

the sharp features disappear, and qλ monotonically decreases as q increases. However,

the overall decrease of q + qλ over the range of relavant q values is relatively small. At

E = 25 meV, k1 = 0.11 Å
−1

and k2 = 0.187 Å
−1

. At q = 0, q + qλ = 0.861 Å
−1

, and

at q = 2k2 = 0.374 Å
−1

, q + qλ = 0.462 Å
−1

. Thus, the maximum increase in the matrix

element going from θ = 0 to θ = 180◦ is a factor of 1.8, which is shown for the matrix

elements of the outer ring in Fig. 2.5(b). Over the entire range of relevent momentum

transfer q, the T = 300 K polarization is much less than the T = 5 K polarization, so that

the matrix elements are uniformly larger at T = 300 K compared to those at T = 5 K.

Since the scattering rate is proportional to |V (q)|2, the scattering rates will be significantly

larger at room temperature compared to those at low temperature.

The integrand that determines the momentum scattering rates at a given energy

E, given by Eq. (2.12), contains not only |V (q)|2, but also the final density of states and

the relative change in the velocity which can be positive or negative. The [1− v′

v cos(θv,v′)]
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Figure 2.5: Polar plots of the matrix elements of the RPA screened Coulomb potential as
a function of scattering angle at (a) T = 5 K and E = 2.5 meV and (b) T = 300 K and
E = 25 meV. The polar angle θ is the angle between k and k′. The legend refers to the 3
curves in each polar plot. “Inner” denotes matrix elements with k and k′ both on the inner
ring, “Outer” denotes matrix elements with k and k′ both on the outer ring, and “Inter”
denotes matrix elements with k on the inner ring and k′ on the outer ring. (c) q, qλ, and
q + qλ as a function of q corresponding to (a). (d) q, qλ, and q + qλ as a function of q
corresponding to (b). The carrier density is fixed at 1013 cm−2 for all figures.
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term further reduces the small angle intra-ring matrix elements, which are already small

due to the large polarization at small q. The integrand of Eq. (2.12) is plotted in Fig. 2.6

at T = 300 K, EF = −26 meV, and E = 100 meV. Fig. 2.6(a) shows the angle-dependent

scattering rate for the initial k on the inner ring, and Fig. 2.6(b) shows the angle-dependent

scattering rate for the initial k on the outer ring. Note that the energy E = 100 meV is 10

meV below the top of the hat in Fig. 2.2(a). At this energy, the magnitude of the group

velocity of a state on the inner ring is much less that of a state on the outer ring. For inter

ring scattering from the inner ring to the outer ring, v′ > v, and a forward scattering process

with θv,v′ = 0 causes the [1− v′

v cos(θv,v′)] term in the integrand to become negative. The

forward scattering process with θv,v′ = 0◦ corresponds to backscattering in k-space with

θ = 180◦, where θ is the angle between the initial state k on the inner ring and the final

state k′ on the outer ring. Thus, in Fig. 2.6(a), the negative values of 1/τ(θ), shown by the

blue curve, are centered around θ = 180◦. Backscattering with θv,v′ = 180◦ corresponds to

forward scattering in k-space with θ = 0◦, and the corresponding positive values of 1/τ(θ)

are shown by the red curve centered around θ = 0◦. When scattering from the outer ring

to the inner ring, v′/v < 1, so that 1/τ(θ) is positive for all angles as shown in Fig. 2.6(b).

Fig. 2.6(c) shows the 4 components of the total scattering rate as a function of

energy at T = 300 K. The energy 100 meV corresponds to the polar plots shown in (a)

and (b). As the energy approaches the top of the hat, 110 meV, the radius k1 of the inner

ring goes to zero, so that q = |k2 − k1| becomes independent of θ. The denominator in Eq.

(2.6) is then independent of θ, the cos(θv,v) term integrates to zero, and the integral over

θ gives 2π. Thus, in the limit E approaches εh from below, the integral in Eq. (2.12) can
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be performed analytically for both inter-ring scattering and intra-ring scattering within the

inner ring. At E = εh, the single-spin density of states of both the inner ring and the outer

ring are equal to m∗

2π~2 . For inter-ring scattering, q = k2, and the inter-ring scattering rate is

1

τinter
=
nIe

4

4ε2~
m∗

2π~2
2π

(k2 + qλ(k2))
2

= 4π2α2m0c
2

~
mr

ε2r

nI

(k2 + qλ(k2))
2

= 2.06× 1013 s−1 (2.16)

where k2 = 2
√

2m∗εh/~ = 0.217 Å
−1

and qλ(k2) = 0.364 Å
−1

. In the second line of Eq.

(2.16), α is the fine structure constant, m0 is the bare electron mass, c is the speed of

light, mr = 0.409 is the relative mass, and εr = 3.1 is the relative dielectric constant. For

intra-ring scattering within the inner ring, q → 0, and the intra-ring scattering rate becomes

1

τintra
= 4π2α2m0c

2

~
mr

ε2r

nI
q2λ(0)

= 9.38× 1012 s−1 (2.17)

where qλ(0) = 0.861 Å
−1

. The reduction of 1/τintra with respect to 1/τinter is solely the

result of the increased value of qλ as q → 0. The largest component to the total scattering

rate is from scattering within the outer ring. Scattering within the outer ring allows for the

largest momentum transfer q and thus the smallest values of qλ.

The total scattering rates for an initial state on the inner or the outer ring are

shown in Fig. 2.7 for the same charge density (1013 cm−2) and termperatures as in Fig.

2.4(d). The parameters are also the same as the ones used in the calculation of the screened

Coulomb matrix elements in Figs. 2.5 and 2.6. At T = 5 K, as a result of the extremely

large polarization, the scattering rate is suppressed for energies below 14 meV. At E = 14
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meV, 2k2 = 0.36 Å
−1

. At energies below 14 meV, the polarization is large for all possible

momentum transfer q, the matrix elements of the screened Coulomb potential are reduced,

and the scattering rate is reduced. The low-energy minimum occurs at E = 2.5 meV, when

the minimum inter-ring scattering momentum q = 0.023 Å
−1

is where the polarization

function has its maximum value. As the energy decreases below 2.5 meV towards the

bandedge, the 1/
√
E density of states term in Eq. (2.12) takes over, and the rate increases

as E → 0. For momentum transfer q & 0.36 Å
−1

, the polarization is negligible, and the

RPA screened potential reverts to the bare unscreened potential as shown in Fig. 2.5(c). As

the energy increases above 14 meV, unscreened backscattering takes place within the outer

ring. The energy dependence for higher energies is governed by the energy dependence of

the density of states and the 1/q2 ≈ 1/4k22 dependence of the matrix element squared.

The radius k1 of the inner ring is maximum at E = 0 and decreases with in-

creasing energy. Thus, the polarization relevant to the inner ring matrix elements increases

with energy, causing the matrix elements to decrease. The density of states monotonically

decreases and the scattering rate for states on the inner ring monotonically decreases with

energy. The total rate is dominated by the intra-ring scattering of the outer ring.

At T = 77 K, the polarization loses its sharp features and its magnitude is every-

where reduced causing an overall increase of the scattering rates and a monotonic decrease

with energy. This trend is more pronounced at T = 300 K where there is relatively little

change in the sum q + qλ over the range of relevant energies, and the energy dependencies

of the rates are determined by the 1/
√
E dependence of the density of states.
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The total scattering rates for GaS and InSe are shown in Fig. 2.8 for temperatures

of 5 K, 77 K and 300 K. The temperature dependence of the overall magnitudes of the

scattering rates are determined by the magnitudes of the matrix elements squared of the

screened Coulomb potential, which, in turn, are determined by the temperature dependence

of the polarization functions as shown in Figs. 2.4(d) and 2.5. When the energy is equal

to the height of the hat, the contribution from the inner-ring scattering disappears giving

an abrupt decrease in the total scattering rate at T = 77 K and 300 K. At T = 5 K, the

scattering rate from the inner ring is always small compared to that of the outer ring (except

right at the bandedge), so that the small discontinuity at E = εh is primarily the result

of the disappearance of the inter-ring scattering from the outer ring to the inner ring. For

energies above the top of the hat, the rates become almost identical differing by at most

a factor of 1.2 for InSe. The fine differences result from the details of the different Fermi

levels combined with the different thermal broadening for each different temperature. The

large decrease in the T = 5 K, low-energy scattering rate for InSe compared to GaS is the

result of the larger polarization in InSe due to its larger mass and larger density of states.

The temperature and charge density dependence of the mobility are plotted in

Fig. 2.9. Both the temperature dependence and the density dependence of the mobiliy

are primarily governed by the temerature and density dependence of the polarization. The

initial decrease in mobility with temperature results from the decrease in polarization with

temperature as shown in Fig. 2.4(d). The decrease in screening, increases the matrix

element squared which increases the scattering rate and decreases the mobility. At T = 300

K, there is a significant contribution to the integrand (µ(E)) of Eq. (2.15) from energies
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Figure 2.8: Energy dependence of the total momentum relaxation rates for (a) GaS and
(b) InSe for 3 different temperatures. The charge density is fixed at 1013cm−2. Parameters
used for GaS and InSe are tabulated in Table 2.1.

above εh. Once E = εh starts to fall inside the thermal window defined by −∂f0/∂E in

Eq. (2.15), the sudden decrease in 1/τ(E) shown in Fig. 2.8, gives rise to a corresponding

increase in µ(E), so that the integral begins to increase with temperature. The ‘turn-on’ or

‘thermal activation’ of the mobility starts to be seen at lower temperatures for lower carrier

densities as shown in Fig. 2.9(a). For lower carrier densities, screening is less, the matrix

elements and scattering rates are larger at lower energies, the low-energy values of µ(E)

are reduced, and the discontinuity at E = εh is larger so that the higher energies give a

disproportionally larger contribution to the mobility.

For a fixed temperature, as the charge density increases, the screening increases,

which reduces the matrix element squared and the scattering rates and increases the mobility

as seen in Fig. 2.9(b). At a charge density of 5×1013 cm−2, the mobility is between 100−200

cm2/V·s for the 3 temperatures, 5 K, 77 K, and 300 K.
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Material
Effective mass

m* (m0)

Height of the hat

(εh) (meV)

Relative

permittivity

GaS 0.409 111.2 3.10

GaSe 0.600 58.7 3.55

InS 0.746 100.6 3.08

InSe 0.926 34.9 3.38

Table 2.1: Effective mass and height of the hat for III-VI materials with Mexican hat [176].
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Figure 2.9: Charged impurity limited hole mobility of GaS (a) as a function of temperature
for a carrier density of 1012 cm−2 (blue) and 1013 cm−2 (red) and (b) as a function of carrier
density at 5 K (blue), 77 K (red) and 300 K (green) for a fixed charge density of 1013 cm−2.
The impurity density nI is fixed at 1012 cm−2.
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qeqd + qλ for GaS at T = 77 K where d = 5.5 Å. The hole density ns = 1013 cm−2, and the
charged impurity density nI is fixed at 1012 cm−2.
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Figure 2.11: Charged impurity limited monolayer hole mobilities as a function of carrier
density at (a) T = 77 K and (b) T = 300 K for the 4 III-VI materials as indicated by the
legends. Solid lines result from charged impuriies on the substrate (z0 = 5 Å), and the
dashed lines result from charged impurities in the middle of the channel (z0 = 0). The
impurity density nI is fixed at 1012 cm−2.

The temperature dependence of the 4 III-VI p-type materials are shown in Fig.

(2.10) for a fixed hole density of 1013 cm−2 and two different positions of the charged

impurities, in the middle of the channel (z0 = 0Å) and on the substrate (z0 = 5.5 Å). The

relevant material parameters are given in Table 2.1. The general trends of the temperature

dependence follow those seen in Fig. 2.9. The low temperature mobilities order according to

the effective masses with the lower masses correlating with the higher mobilities. However,

the dependence is weaker than a 1/m∗ dependence. The minimum and maximum effective

mass differ by a factor of 2.3, and at T = 5 K, the mobilities differ by a factor of 1.4.

The difference in mobilites increases to a maximum of 2 near the beginning of the high-

temperature crossover where the mobilities start to increase. The cross-over begins at a

lower temperatures for the materials with a smaller value of εh, since lower temperatures

can thermally excite carriers above the top of the hat.
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Moving the charged impurities from the middle of the channel to the substrate

increases the mobility, as would be expected, since the charged impurities are further away

from the carriers. However, it also lowers the temperature of the high-temperature crossover,

which is not an obvious consequence. The reason lies in the large enhancement of the bare,

large-wavevector screening as shown in Fig. 2.10(b) for GaS at T = 77 K. For GaS, the

bare term qeqd in the denominator becomes larger than qλ at q = 0.22 Å
−1

. The minimum

value of 2k2 is 0.31 Å
−1

at the bandedge, and at the top of the hat, 2k2 = 0.43 Å
−1

. At

that value of q, the denominator qeqd + qλ is larger than at q = 0, so that backscattering

across the outer ring is strongly suppressed giving a large enhancement to µ(E) for energies

E = εh.

The hole density dependence of the charged impurity limited mobility at T = 77

K and T = 300 K is shown in Fig. (2.11). The mobility monotonically increases with hole

density ps for a fixed charged impurity density nI . This trend would be expected due to

increased screening resulting from the higher hole density. At the highest hole densities

considered of 3× 1013 cm−2, with the charged impurities on the substrate, the T = 300 K

mobilities lie between 500 and 800 cm2/V·s for all 4 materials. With the impurities at the

center of the channel, the mobilities decrease one order of magnitude and lie in the range of

50 to 80 cm2/V·s. All mobilites are calculated for a charged impurity density of nI = 1012

cm−2, and the mobilities are inversely proportional to nI , so that all mobility values shown

can be easily scaled for arbitrary values of nI .

31



2.4 Conclusions

The Mexican hat type bandstructure that occurs in the valence band of monolayer

and few layer III-VI materials and other 2D materials gives rise to unique screening prop-

erties. The singular density of states at the bandedge and the two Fermi wavevectors up

to the height of the hat, lead to large screening and strong wavevector dependence of the

screening. The wavevector dependence of the screened Coulomb interaction is so strong,

that the temperature and density dependence of the matrix element squared is the dominant

factor determining the overall trends with respect to temperature and density. The reduc-

tion of polarization with temperature causes an initial increase in scattering and decrease

in mobility with increasing temperature. Short wavevector inter-ring backscattering and

scattering within the smaller ring is always suppressed by the large polarization at small

q. When the the charged impurities lie in the middle of the 2D channel, the wavevector

dependence of the polarization favors large wavevector backscattering across the outer ring.

When the charged impurities lie on the substrate, the bare screening increases rapidly at

larger wavevectors suppressing the backscattering within the outer ring. For charged im-

puities on the substrate, the polarization suppresses the small wavevector scattering and the

exponential wavevector dependence of the bare Coulomb interaction suppresses the large

wavevector scattering across the outer ring leading to an overall increase in mobility. The

suppression of the large wavevector scattering also reduces the temperature at which the

mobility starts to increase when the charged impurities are on the substrate. The mobility

monotonically increases with hole density up to the maximum value considered of 3× 1013

cm−2 where it reaches a maximum value of 800 cm2/Vs for GaSe with the charged impuri-
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ties located on the substrate. Placing the impurities in the center of the channel reduces the

maximum value by an order of magnitude. All mobility values are calculated for a charged

impurity density of nI = 1012 cm−2 and scale inversely proportionally to nI .
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Chapter 3

Carbon Assisted Growth of

Monolayer h-BN on Co (111)

3.1 Introduction

Layered hexagonal boron nitride (h-BN) is of great interest due to the wide range

of applications which includes encapsulation of 2D material devices [170, 56, 35], to its

use as a dielectric [105, 84, 24] or as an active layer in ultraviolet optoelectronic devices

[96, 173, 172]. Achieving controlled growth of large area h-BN is crucial to enable use of h-

BN in potential applications. Transition metal substrates based on Cu[85, 157], Ni[146, 72],

Fe[86, 29], Pt[45, 83] have been used for chemical vapor deposition (CVD) growth of h-BN.

One of the current limitations for controlled growth is the lack of substrates that result in low

binding energies for B and N incorporation. Recent experimental efforts have demonstrated

success in achieving large area growth of h-BN using Co(111) substrates [185]. Motivated
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by this, we explore the mechanisms by which B and N can be incorporated in a stable

manner on a Co(111) substrate.

The (111) surface of transition metal substrates is often used as a catalytic sub-

strate for the growth of two-dimensional materials such as graphene and h-BN. The Cu(111)

surface is a prime example of a substrate that has been widely used to achieve large area

growth of graphene [44, 64, 122, 124]. Motivated by the experimental observation from Liu

group, UCR we have calculated and compared absorption energies and migration barriers

for different scenarios which explains the initial nucleation and adlayer growth of h-BN on

Co (111) substrate.

3.2 Methodology

Our calculations are based on first-principles density functional theory (DFT) us-

ing the projector augmented wave method and the Perdew-Burke-Ernzerhof (PBE) type

generalized gradient approximation [127, 41] as implemented in VASP [93]. Spin polariza-

tion is included self-consistantly in all calculations. A Monkhorst-Pack scheme was adopted

to integrate over the Brillouin zone with a k-mesh of 9×9×1. A plane-wave basis cutoff of

550eV was used for all the calculations. All structures are optimized until the largest force

on the atoms is less than 0.01 eV/Å. To model the adsorption energies of B and N atoms on

a Co(111) surface, the adsorption is modeled using a single B or N atom on a four layers of

3×3 Co(111) surface. A vacuum of 15Å was introduced to avoid interactions between the

periodically repeated surfaces. We have identified three stable sites on Co(111) where B

and N adsorption can happen. These sites are illustrated in Fig. 3.1. The minimum energy
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path for different reactions is identified by using the nudged elastic band method (NEB)

which we use to obtain migration energies for the different adsorbates between the different

sites of the Co(111) surface. The spring force between adjacent images is set to 5.0eVÅ−1.

The surface energy of the substrate σ is defined as,

σ =
Eslab −

∑
Niµi

2A
(3.1)

where Eslab is the total energy of the substrate calculated from first principles, µi

is the chemical potential of species i in the slab structure, Ni is the number of particles of

the i-th element in the slab, and A is the area of the slab.

The adsorption energy of a B or N atom on the Co substrate is calculated from

the difference in total energies,

Eb = EB/N on surface − EB/N − Esurface (3.2)

where EB/N on surface is the total energy of a B or N atom on the surface of a

HCP

Top

FCC

(a) (b)

Figure 3.1: Schematic presentation of a Co(111) surface showing (a) top view and (b) side
view. Cu(111) has the same structure as Co(111).
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Figure 3.2: Surface energy of the different surfaces of Co, Ni and Cu.

supercell consisting of four layers of 4×4 Co atoms aligned in the (111) plane, EB/N is

the chemical potential of the adsorbed B or N atom and Esurface is the total energy of

the isolated four layer 4×4 Co(111) supercell. We define our binding energy such that a

negative value corresponds to a stable adsorption.

3.3 Results

We first report on surface energies for different surfaces of Co, Ni and Cu. As

can be seen from Fig. 3.2, within three metals, Co has the largest of surface energy. From

Bauer’s thermodynamic criterion for the growth mode, larger surface energy of Co surfaces

indicate higher probability of layer-by-layer growth of the h-BN. Within the (111) surface,
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our calculated surface energy for Co(111) is 2037.87 mJ/m−2 compared to that of Cu(111)

which is 1231.08 mJ/m−2. Higher surface energy of Co(111) suggests higher wettability of

Co(111) as substrate.

First, we determine the most favorable position of interstitial carbon within the

substrate. It has been argued that when trace amount of carbon atoms, the interstitial

atoms prefer sub-surface adsorption sites [4]. We consider octahedral and tetragonal site

as adsorption sites and calculate adsorption energies for these adsorption sites. We find

that the octahedral site is the most favorable site for the carbon atoms. To determine the

epitaxial relationship of h-Bn to the Co(111) surface we calculate the adsorption energy

of h-BN on different sites of the Co(111) surface and find that BfccNtop, has the lowest

adsorption energy which is consistent with calculation performed on Ni(111) surface.58

As shown in Table 3.1, on Cu(111) surface the adsorption energy of B and N are

positive for all three sites. B and N have have the lowest adsorption energy in HCP and FCC

sites, respectively. The large positive binding energies for B and N on a Cu(111) indicates

an additional mechanism is required by which h-BN growth can nucleate on such surfaces.

This can be explained by the presence of defects, either in the form of extended defects such

as grain boundaries or point defects which are commonly found on such transition metal

substrates [106, 77, 58]. On Co(111) surface, the adsorption energies are lower for both

B and N compared to Cu(111) surface. B and N both have lowest adsorption energy at

HCP site of Co(111) surface. Adsorption energy for B on Co(111) surface is positive, while

the same for N becomes negative. Which means N is more likely to nucleate on Co(111)

compared to B. To explore what enables nucleation of B on Co(111) we consider a Co(111)
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Table 3.1: Adsorption energies of boron and nitrogen on different surface configuration of
Cu(111) and Co(111).

Figure 3.3: Top-view and side-view schematic of B/N atoms on (a) HCP, (b) Top, (c) FCC,
and (d) interstitial carbon on an octahedral site of the substrate.

substrate with defects. In one case we consider a Co(111) surface with an interstitial Co

atom on top of it.

For the both cases The adsorption energies are reduced when compared to a clean

Co(111) surface. Which means a non perfect surface aids to the nucleation of B and N.

Now we consider an interstitial carbon at the octahedral site which is 0.6Å below surface

and calculate the adsorption energies of different sites for B and N. The adsorption energies

for this case are further reduced for HCP and FCC sites. For the Top site both B and N are

pushed away from the surface and hence can be considered unstable on Top site. The re-
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duced adsorption energy with presence of interstitial carbon indicates that small percentage

of interstitial carbon will help nucleation of h-BN to the Co(111) surface. When the inter-

stitial carbon is present, both B and N have the lowest adsorption energy at the HCP site.

To identify nucleation site for both, we calculated adsorption energy of a B-N dimer on FCC

and HCP sites. The BFCC-NHCP dimer have a adsorption energy of −0.817eV/atom which

is 0.147eV/atom lower than the BHCP-NFCC dimer which suggests the FCC and HCP sites

are the most favorable sites for B and N, respectively when interstitial carbon is present.

The migration energies for B and N between the FCC and HCP site of Co(111)

surface is shown in Fig. 3.4 and 3.5, respectively. For B the migration barrier from FCC

to HCP site is 46meV and from HCP to FCC site the barrier is 297meV. This smaller

migration barrier can enable the boron to migrate between the FCC and HCP site. Presence

of interstitial carbon increases the barrier to 137meV (FCC to HCP) and 589meV (HCP

to FCC). So the presence of interstitial carbon stabilizes the boron atom on the HCP site

of Co(111) surface and aids to start nucleation. For N the barrier from FCC to HCP site

remains the same with or without the presence of C atom. However, barrier from HCP to

FCC site is increased to 1.169eV with presence of C atom from 0.662eV which is for clean

Co(111) surface. Hence presence of carbon also stabilizes the N atom at the HCP site and

aids in the nucleation.
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Figure 3.4: Minimum energy path calculated using NEB for boron. The blue and black line
corresponds to clean Co(111) and Co(111) surface with interstitial carbon, respectively.
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Figure 3.5: Minimum energy path calculated using NEB for nitrogen. The blue and black
line corresponds to clean Co(111) and Co(111) surface with interstitial carbon, respectively.
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3.4 Conclusions

In summary, we investigated Co as substrate for large area growth of h-BN. We find

that interstitial atoms aid in the nucleation process of h-BN. Small amount of interstitial

carbon also improves the adsorption of source elements and also stabilizes the boron and

nitrogen atoms on the Co(111) surface. Overall Co(111) shows promise as a better substrate

compared to commonly used Cu(111) substrate for MBE growth.
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Chapter 4

Accessible computational materials

design with high fidelity and high

throughput

4.1 Introduction

Materials design and discovery based on first-principles modeling is an inter-

disciplinary research area that recently received much attention with multiple success stories

reported in the field of catalysis, hydrogen storage materials, Li-ion batteries, photovoltaics,

topological insulators, carbon capture, piezoelectrics, and thermoelectrics [74, 38, 139, 129,

6]. These efforts enabled the integration of computational materials science with infor-

mation technology (e.g., web-based dissemination, databases and data-mining), expanded

access to properties computed by first-principles modeling approaches to new communi-
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ties and promoted new collaborative work. Nevertheless, when compared with the more

established computer-aided design and engineering sector, there is still much room for im-

provement in the way first-principles modeling is performed with respect to the accessibility

and repeatability of high fidelity calculations.

High-throughput virtual screening produced large repositories of data for its fur-

ther consumption by other scientists, notably the Materials Project [74], AFLOW[38], and

the open quantum materials database[139]. Other initiatives, like AIIDA[129], also provided

a set of building blocks for the construction of the simulation workflows. Recently, other

approaches like NOMAD[6], emerged with the idea of an open access data repository aimed

to allow for advanced data analytics and the creation of machine learning models. Other

notable example includes the Computational 2D Materials Database[54, 135] targeted at

the applications in semiconductor area. The efforts above include a significant computer

science aspect and created software tools that facilitate the execution of simulations in a

high-throughput way, such as Pymatgen[125], Atomic Simulations Environment[100], AI-

IDA stack[129] and similar. These tools facilitate the adoption of the original techniques

by other computational materials scientists and help organize and standardize the commu-

nity efforts. Naturally, the data-centric approaches to the development of new materials

followed after[2, 7, 169, 70, 171]. Additionally, the area of cloud computing as applied to

the first-principles materials modeling emerged in the last few years[179, 18].

We present the approach conceived and implemented by Exabyte Inc. inside its

web-based modeling platform since 2014. The approach is focused on the accessibility

and repeatability of modeling workflows, is designed to support creation and execution of
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multiscale models online, and is reminiscent to NanoHUB.org[89]. Compared to standalone

software tools, such an approach allows users to focus on the physical essence of the problem

and removes any obstacles related to the computational complexity, such as installation

and parallelization concerns. Our approach enables access for (eg. experimental) scientists

without direct knowledge of modeling techniques, promotes the exchange of ideas, and

extends creative breadth of the resulting research. By relying on centrally-available cloud-

based high performance computing the platform yields the computational power to facilitate

high fidelity in a reproducible way[120], and its data-centric nature eliminates unnecessary

repetition, facilitates collaboration, and embraces traceability, version control and other

computer science paradigms[129].

In this manuscript we report the example application of the above platform[5] to

the electronic structural properties of semiconducting materials. We use Density Functional

Theory in the plane-wave pseudopotential approximation[62, 69] and obtain the electronic

band structures and band gaps for a diverse set of 847 compounds ranging from pure

elements to ternary oxides and further referred to as ESC-847. We provide the results for

the Generalized Gradient Approximation [128], the Hybrid Screened Exchange[60] and the

GW approximation[68]. We compare the results with the available experimental data and

present the assessment of the accuracy levels for each model. For the first time ever this work

presents all the following combined together: the results, the tools that generated the results,

the simulations with all associated data, and an easy-to-access way to reproduce, improve

and contribute results for other materials into a centralized ever-growing repository.[3].
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Figure 4.1: Flowchart with the execution logic of the simulations. Branch (1), shown in light
gray, represents the initial design of the simulation workflow with its subsequent storage
as JSON object in database. Branch (2), dark gray, illustrates the upload and conversion
to database entries of the structural materials information. (3), in black, demonstrates the
main execution logic for the creation and execution of simulation jobs. Finally, (4) denotes
further analysis and is show using dashed black lines.

4.2 Methodology

4.2.1 General logic

Execution flow

We demonstrate the general execution flow employed in this work in Fig. 4.1. We

start from the design of the simulation workflows (designated by (1) in the figure). We rep-

resent the logic of the workflows through a data structure encoded using a JavaScript Object

Notation (JSON) using a data convention further referred to as Exabyte Data Convention

(EDC). Next, we upload the initial structures for the materials to be studied (branch (2)

in the figure). After that, we create and execute the simulation jobs using the cloud-based

high-performance computing infrastructure assembled on-demand by our software (corre-
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Figure 4.2: Example unit of a simulation workflow with a pre-processor, main execution
part, and post-processors.

sponding to branch (3) in the figure), and collect the resulting properties in a database.

Finally, we analyze the results either through a graphical user interface or by means of the
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Figure 4.3: Simulation workflow for an HSE calculation. Post-processors (dashed) used to
extract materials properties. (∗) denotes an auxiliary intermediate step.

RESTful application programming interface (API). The general execution flow, including

all the above components and the associated entities are freely available online. The users of
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Exabyte platform can clone the associated entities (eg. materials, workflows) - and re-create

our calculations in order to reproduce or further improve the results.

Workflow units

Within the EDC each workflow contains multiple units and each unit contains

the corresponding input parameters for the simulation engine(s) used within. We logically

separate each individual unit into pre-processors, main execution, and post-processors parts

as demonstrated in Fig. 4.1. The pre-processors are ran before the main part and are used

for auxiliary tasks, such as creating the required system folders for data on disk. The

main execution part is where the main simulation is done. Post-processors are used to

assert the completion of the simulation or attempt the main simulation again with a set of

adjusted parameters. For the work described in this manuscript we used the error correction

logic implemented in [74]. After asserting the validity of the simulation a set of material

properties is extracted, organized into JSON data structures, and stored in the database.

Workflows

An example workflow for HSE calculations utilized in this work in shown in Fig.

4.1. We start with obtaining the relaxed structures, and then self-consistently pre-calculate

the electronic wavefunctions and charge density. These steps are done within the GGA.

Next, we repeat the self-consistent calculation, this time including the exchange interaction

within HSE. Next, we run an auxiliary step to assist with the construction of the reciprocal

path for the final part of the calculation - the non-self-consistent HSE calculation. The

latter produces the resulting band gap and band structure properties.
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4.2.2 Materials

All materials studied in this work constitute the E-847set and are divided in 7

categories according to their stoichiometric composition. The categories together with their

shorthand names are listed in Table 4.1. We attempted to cover a diverse set of semi-

conductor stoichiometries accessible to the modeling from first principles. We prioritized

compounds with smaller number of atoms within the crystal unit cell, however did not im-

pose a hard limit on the unit cell size. Most of the structures studied have 4 or less atoms

inside the unit cell, the largest unit cell has 32 atoms. We further sub-categorized mate-

rials into groups by the associated difficulty levels for the simulation workflows involved,

as explained below. The details about the materials studied, including the corresponding

categories and the results are given in Table 4.3. Our approach is similar to that of [59],

with an attempt to improve the range of compounds studied and include materials with

potential industrial applications.

4.2.3 Workflows

In order to organize the information about the simulation workflows we employ

the categorization illustrated in Table 4.2. The categorization depends on: (a) whether the

semi-core electronic states are included in the pseudopotentials, (b) whether the treatment

of spin-orbit coupling is considered within the calculation, and (c) whether the treatment

of magnetic interactions is included. Larger numbers, as included in Table 4.2 do not

necessarily correspond to the higher computational difficulty (see Fig.4.17, for example).

Difficulty 1 (D1) workflows are GGA calculations with default set of pseudopotentials, as
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Material category Symbol Count Nmin
at Nmax

at

Elemental EL 10 2 12

III-V 35 10 2 4

II-VI 26 11 2 4

Binary oxides BO 15 2 12

Ternary oxides TO 10 5 32

Dichalcogenides DC 5 3 6

Alloys AL 10 2 8

Table 4.1: Summary of the material categorization employed in this work with counts. Nat

- number of sites (atoms) in the crystal unit cell.

implemented in VASP 5.4.4[92]. In terms of theory, the even difficulty numbers, (eg. 2)

workflows are similar to the nearest odd (eg. 1), except for the inclusion of semi-core states

in the pseudopotential for the following elements: Ga, Ge, In, Sn, Ti, Pb, Bi, Li, Na, Ca,

K, Rb, Sr, Cs, Ba. Readers may consult the data online for further detailed information

about the types of semi-core states included[3]. We prioritize the most comprehensive set

whenever available, such that if a pseudopotential with only p and both p and s states are

present, we use the latter.

The difficulty 3 and 4 workflows incorporate spin-orbit coupling (SOC). We treated

all materials that contain elements with atomic number Z > 45 (Rh) as the ones that require

spin-orbit coupling to be included in the calculations. This is, notably, a somewhat ”loose”

approach, as there exists a well known spin-orbit splitting effect for GaAs, for example[156].

We argue, however, that since the latter effect is of the order of 100 meV it would not
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be critical to the results of this study. This statement is further supported by the band

gap value for GaAs found in this work. For the difficulty levels 5 and 6 we incorporate

collinear magnetism as follows: we switch on the magnetic interactions and set the initial

magnetic moments to a pre-defined value for all ferromagnetic atoms (V, Cr, Mn, Fe, Co,

Ni). When more than one atom is present in the unit cell, we alternate the signs for

the magnetic moment effectively creating an anti-ferromagnetic arrangement in this case.

Lastly, the difficulty 7 workflows have all three, and, due to the nature of the computational

implementation, resolve the non-collinear magnetic interactions.

Difficulty level Semi-core SOC Magnetism materials

1 no no no 23

2 yes no no 16

3 no yes no 8

4 yes yes no 9

5 no no yes 4

6 no no yes 5

7 yes yes yes 6

Table 4.2: Summary of the simulation workflows categorization employed in this work.
”Semi-core” indicates that the pseudopotentials with semi-core states were used, ”SOC”
stands for the inclusion of the spin-orbit coupling, and ”Magnetism” is used to denote the
inclusion of collinear magnetic moments, except for the difficulty 7 when spin-orbit coupling
and magnetism are included both, which lead to the treatment of non-collinear magnetic
interactions.

52



4.2.4 Computational setup

Software/Theory

All Density Functional Theory[95, 90] calculations were performed within the pseu-

dopotential projector augmented wave (PAW)[23] formalism using the Vienna Ab initio

Simulation Package (VASP)[92, 55]. Within the generalized gradient approximation the

exchange-correlation effects were modeled using the Perdew-Berke-Ernzerhof (PBE)[128]

functional. All calculations were performed with the largest default plane wave cutoff energy

of the pseudopotentials involved. The energies of all calculations were converged to within

10−4 eV. The Gaussian method was chosen as the smearing algorithm, the blocked David-

son iteration scheme[79] was chosen as the electron minimization algorithm, and ions were

updated using the conjugated gradient algorithm. A smearing value of 50 meV was chosen

for all the calculations. The semi-empirical Grimme-D2 correction to the Kohn-Sham en-

ergies were incorporated in all of our calculations[50]. The Heyd-Scuseria-Ernzerhof (HSE)

calculations incorporate a 25% short-range Hartree-Fock exchange[60]. The screening pa-

rameter µ is set to 0.2 Å−1. GW calculations were performed at the non-self-consistent

G0W0 level. The number of unoccupied bands for the band gap calculation step was set to

the total number of plane waves in the SCF step.

We implemented sampling in the reciprocal cell based on k-points per reciprocal

atom (KPPRA) with a uniform unshifted grid. In our calculations, KPPRA of 2,000 were

used unless specified otherwise. The density of states (DOS) calculations were performed

within a denser grid with KPPRA of 16,000 using tetrahedron interpolation as implemented

in VASP[92]. We ran most of the calculations within a single compute node described in the
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next subsection. For some G0W0 calculations in particular, the memory requirements were

larger than the resources available on a single node, however and efficient parallelization

scheme for memory distribution is yet to be implemented for GW calculations in VASP at

the moment of this writing. To accommodate the calculations within the available memory,

we reduced the precision in a controlled way as follows: we limited the number of bands to

1000 at most, instead of using all available, then we reduced the KPPRA value to reduce

memory requirements. The details about the cases with reduced precision are summarized

in the footnotes of Table4.3.

Hardware

All calculations were performed using the hardware available from Microsoft Azure

cloud computing service[1]. We utilized the ”H16r” and ”H16mr” instances specifically

designed to handle high performance computing workloads. The instances are based on the

Intel Xeon E5-2667 v3 Haswell 3.2 GHz (3.6 GHz with turbo) with 16 cores per node, and

112 and 224 GB of memory respectively. The instances carry a low latency, high-throughput

network interface optimized and tuned for remote direct memory access. Computational

resources were provisioned and assembled on-demand by software implemented and available

within the Exabyte platform[5]. Most of the calculations were executed within a two-week

period with a few requiring further work beyond that time frame. The peak size of the

computational infrastructure used during this work was administratively limited to 125

nodes or 2000 total computing cores.
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4.2.5 Data extraction

The relevant data for each workflow unit is extracted from the calculation output,

parsed and stored in the database in the JSON format according to EDC. For instance, the

forces on each atom after the volume relaxation are extracted and shown in the results page

for each material. The band structure and the density of states (DOS) are also extracted

from the band structure and density of states calculations, respectively. Thus, results for

each material can be viewed online on Exabyte platform [3]. The platform also support

a programmatic way of extraction of the data associated with materials and simulations

through a RESTful application programming interface[4], partly used in this work as well.

4.2.6 Repeatability

The materials, workflows, batch jobs for each material with the associated prop-

erties, and files for each step of the simulation workflows are all made readily available

online[3]. The Exabyte platform now contains all materials and workflows mentioned in

this work, so readers may create an account, copy one or more materials to their account

collection, copy a workflow similarly, and use the simulations designer as mentioned in

Fig. 4.1 to recreate the simulation for this material. Furthermore, users can introduce

modifications to our workflow and further improve the results.
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Formula Diff. Calculated Experiments Band gaps (eV) References

a b c a b c GGA HSE G0W0 HSE′ G0W′
0 Expt. Lat. Gap HSE′ G0W′

0

Elemental

Si 1 3.75 3.75 3.75 3.82 3.82 3.82 0.56 1.14 1.09 1.28 1.12 1.17 [78] [87] [59] [147]

Ge 2 3.98 3.98 3.98 4.00 4.00 4.00 0.16 0.86 0.84 0.56 0.66 0.75 [112] [59] [166]

Te 3 4.32 4.32 6.02 4.45 4.45 4.45 0.00 0.42 0.00 0.32 - 0.32 [82] [11] [180]

B 1 4.85 4.85 5.00 5.06 5.06 5.06 1.20 1.70 1.58 - - 1.49 [39] [112]

Bi 4 4.50 4.50 4.50 4.54 4.54 4.54 0.06 0.00 0.00 - - 0.00 [37] [112]

P 1 3.33 4.37 5.45 3.31 5.92 4.38 0.14 0.14 0.16 0.39 0.30 0.35 [27] [13] [48] [162]

As 1 3.79 3.79 3.99 3.65 3.65 4.47 0.03 0.29 0.15 0.00 - 0.30 [150] [112] [81]

Sb 3 4.31 4.31 4.46 4.30 4.30 4.30 0.00 0.00 0.00 - - 0.00 [16] [112]

Se 1 4.21 4.21 5.10 4.37 4.37 4.96 0.64 1.34 1.38 - - 1.85 [82] [112]

grey-Sn 3 4.59 4.59 4.59 4.57 4.57 4.57 0.00 0.00 0.00 0.00 - 0.00 [28] [112] [66]

III-V semiconductors

BN 1 2.50 2.50 6.61 2.50 2.50 6.66 3.15 4.20 4.32 5.98 5.4 5.95 [22] [32] [59] [161]

BP 1 3.19 3.19 3.19 3.20 3.20 3.20 1.21 1.93 1.95 2.16 - 2.1 [112] [112] [59]

GaP 2 3.82 3.82 3.82 3.85 3.85 3.85 1.56 2.25 2.22 2.47 2.48 2.35 [112] [112] [59] [101]

BAs 1 3.36 3.36 5.57 3.37 3.37 3.37 1.12 1.77 1.73 1.92 1.93 - [117] [59] [101]

BSb 3 3.71 3.71 3.71 3.62 3.62 3.62 0.64 1.16 1.04 1.37 1.28 - [112] [59] [101]

AlN 1 3.10 3.10 4.98 3.11 3.11 4.97 4.29 5.69 6.03 6.45 5.83 6.19 [112] [112] [59] [166]

AlAs 1 3.99 3.99 3.99 3.96 3.96 3.96 1.42 2.08 2.09 2.24 2.59 2.23 [112] [112] [59] [101]

GaAs 2 3.98 3.98 3.98 4.00 4.00 4.00 0.63 1.52 1.74 1.21 1.30 1.51 [112] [112] [59] [166]

GaN 4 3.19 3.19 3.19 3.20 3.20 3.20 1.71 2.98 2.98 3.03 2.80 3.17 [131] [112] [59] [166]

YN 1 3.43 3.43 3.43 3.44 3.44 3.44 0.16 1.04 0.75 - 0.97 - [141] [141]

II-VI semiconductors

ZnS 1 3.79 3.79 3.79 3.82 3.82 3.82 2.22 3.48 3.51 3.42 3.29 3.54 [112] [112] [59] [166]

BeS 1 3.42 3.42 3.42 3.44 3.44 3.44 3.1 4.05 4.47 4.14 4.92 5.5 [112] [112] [99] [101]

BeSe 1 3.64 3.64 3.64 3.64 3.64 3.64 2.62 3.49 3.81 3.54 4.19 4.00 [112] [112] [99] [101]

BeTe 3 3.98 3.98 3.98 3.98 3.98 3.98 1.67 2.34 2.65 2.68 3.17 2.80 [112] [112] [99] [101]

MgS 1 3.65 3.65 3.65 3.67 3.67 3.67 2.84 3.84 4.46 4.78 4.044 4.50 [112] [59] [121]

BaSe 4 4.49 4.49 4.49 4.66 4.66 4.66 1.48 2.21 3.09 2.87 2.99 3.60 [51] [112] [59] [121]

BaTe 4 4.90 4.90 4.90 4.95 4.95 4.95 1.18 1.82 2.56 2.50 2.33 3.40 [52] [112] [59] [121]

CaSe 2 4.13 4.13 4.13 4.18 4.18 4.18 1.93 2.64 3.5 3.02 3.94 - [109] [59]

Na2S 2 4.56 4.56 4.56 4.62 4.62 4.62 2.63 3.71 4.67 - 4.77 5.00 [187]

MgSe 1 4.20 4.20 6.80 4.15 4.15 6.72 2.71 3.71 4.26 2.62 4.58 4.05 [119] [112] [59]

MgTe 3 4.56 4.56 7.41 4.53 4.53 7.40 2.26 3.00 3.54 3.74 4.19 3.49 [112] [112] [59] [101]

Dichalcogenides

MoS2 1 3.17 3.17 12.37 3.16 1.16 12.29 0.95 1.45 1.37 1.06 1.28 1.29 [25] [175] [34]

HfSe2 3 3.71 3.71 6.04 3.67 3.67 6.00 0.07 0.63 0.77 1.07 1.08 1.10 [61] [59] [9]

TiS2 2 3.36 3.36 6.62 3.41 3.41 5.69 0.00 0.38 0.09 0.40 - 0.30 [177] [155]

CrS2 5 3.04 3.04 6.77 - 0.00 0.00 0.34 - - -

MnS2 5 3.28 3.28 6.57 - 0.00 0.00 0.00 - - 0.00 [40]

Table 4.3: Data for materials studied in this work. “Diff.” - difficulty level. “Calc.” and
“Expt.” have lattice constants of the relaxed structure and the experimental values, re-
spectively. Lattice constants of the primitive unit cell are given, unless otherwise noted.
A linear relationship between the two materials is assumed to determine the experimental
lattice constant for alloys. The HSE and G0W0 values are compared with references when
available.
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Formula Diff. Calculated Experiment Band gaps (eV) References

a b c a b c GGA HSE G0W0 HSE′ G0W′
0 Expt. Lat. Gap HSE′ G0W′

0

Binary oxides

Li2O 2 3.15 3.15 3.15 - 5.18 6.85 8.07 - 8.10 8.00 [71] [152]

MgO 1 2.95 2.95 2.95 2.98 2.98 2.98 5.05 6.89 8.01 6.50 7.25 7.67 [163] [112] [59]

BeO 1 2.68 2.68 2.68 2.70 2.70 2.70 6.92 8.71 9.62 10.09 10.29 10.59 [112] [112] [145]

B2O3 1 4.12 4.49 4.49 4.13 4.61 4.61 9.97 11.00 12.04 - - - [132]

SnO2 4 3.23 4.74 4.75 3.19 4.74 4.74 1.00 2.84 2.74 3.50 2.88 3.60 [115] [112] [75] [19]

Al2O3 1 4.75 4.75 5.11 4.76 4.76 4.76 6.28 8.22 9.29 8.82 - 8.80 [43] [137] [75]

α-SiO2 1 4.84 4.84 4.97 4.96 4.96 4.96 6.07 8.12 9.48 8.72 10.10 9.30 [130] [174] [168] [94]

BaO2 4 3.72 3.72 4.15 3.78 3.78 4.30 2.02 3.60 3.73 - - 4.29 [21] [134]

NaO3 2 3.17 4.21 4.21 2.94 4.12 4.12 0.00 0.00 0.00 - - - [88]

VO2 5 2.80 4.52 4.52 2.85 4.55 4.55 0.00 0.18 0.00 - - - [97]

TiO2 2 12.19 3.72 6.55 12.16 3.74 6.51 2.78 4.28 4.66 3.13 3.10 - [15] [75] [20]

NiO 5 2.93 2.93 2.93 2.95 2.95 2.95 0.00 2.98 4.07 4.10 3.60 4.30 [142] [47] [160]

CaO 2 3.94 3.94 4.73 - 3.30 4.72 4.97 4.23 4.40 6.93 [112] [136] [136]

ZnO-cub 1 3.04 3.04 3.04 3.02 3.02 3.02 0.83 2.42 2.42 2.49 2.12 3.44 [17] [112] [59]

SrO 2 3.60 3.60 3.60 3.64 3.64 3.64 3.25 4.75 5.10 4.70 5.57 5.22 [133] [112] [14]

Ternary oxides

NdClO 3 3.85 3.85 6.77 4.03 4.03 6.76 0.00 0.00 0.00 - - - [182]

SmNiO3 7 5.31 5.33 7.41 5.33 5.44 7.57 0.00 0.00 0.00 - - - [98]

NaOsO3 4 5.25 5.25 5.25 - 0.00 1.34 0.12 - - -

GdTiO3 4 5.38 5.46 7.60 5.41 5.67 7.69 0.00 0.00 0.00 - - - [116]

SrTiO3 2 5.50 5.50 5.51 5.51 5.51 5.51 1.94 3.24 2.90 3.20 3.57 3.25 [76, 108] [165]

LaCoO3 7 5.30 5.30 5.30 5.34 5.34 5.34 0.00 2.52 0.24 2.52 - 0.60 [158] [33] [184]

LaNiO3 7 5.32 5.32 5.32 5.45 5.45 5.45 0.00 0.00 0.00 - - 0.0001 [46] [138]

LaMnO3 7 3.84 3.84 3.84 3.88 3.88 3.88 0.00 0.00 0.00 - - - [164]

GdMn2O5 7 5.63 7.23 8.5 5.68 7.35 8.54 0.62 2.29 2.27 - - - [80]

GdCoO3 7 3.72 3.72 3.74 3.80 3.80 3.80 0.00 0.00 0.00 - - - [31]

Semiconductor Alloys

SiGe 2 3.84 3.84 6.33 3.85 3.85 3.85 0.36 0.78 0.94 - - 0.91 [42]

SiSn 6 4.15 4.15 4.15 4.21 4.21 4.21 0.49 0.95 1.00 - - 1.11 [153] [67]

AlGaAs 2 5.59 5.59 5.59 5.66 5.66 5.66 1.21 1.95 2.20 - - 2.02 [10] [10]

InGaAs 6 5.84 5.84 5.85 5.84 5.84 5.84 0.00 0.82 1.19 - - 0.77 [10] [10]

InGaP 6 5.60 5.60 5.65 5.66 5.66 5.66 1.10 1.95 1.89 - - 1.90

AlInAs 6 5.79 5.79 5.80 5.86 5.86 5.86 0.97 1.86 2.16 - - 1.50

AlInSb 6 6.19 6.19 6.21 6.30 6.30 6.30 0.78 1.31 1.35 - - 1.13

GaAsP 2 5.51 5.51 5.51 5.55 5.55 5.55 1.20 1.77 1.96 - - 2.03

GaAsSb 4 5.84 5.84 5.83 5.87 5.87 5.87 0.08 0.53 0.54 - - 0.72

AlGaN 2 4.46 4.46 4.46 4.45 4.45 4.45 2.36 3.66 3.83 - - 4.60

Table 4.4: Table 4.3 continued.
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4.3 Results

Fig. 4.4 shows a comparison of the calculated band gaps within GGA, HSE and

G0W0 with their experimental values for all the materials where the experimental data is

available. We also include the results of Materials Project[74] (further referred to as MP)

calculated within GGA (or GGA+U approach when specifically noted) for reference. As

expected, in can be seen that the GGA underestimates the band gaps, and HSE and G0W0

both significantly improve the results. A linear regression model fit to the three different

levels of theory is shown in Fig.4.5. From the figure it can be seen that when a simple linear

fit y = kx + b to the data is used, the resulting values for the model-wise errors based on

the coefficient of proportionality k are as follows: GGA - 35%, HSE - 17%, G0W0 - 7%.

4.3.1 Elements

Fig. 4.6 shows band gaps of elemental materials compared with experimental val-

ues. The gap for Te was measured to be 0.3 eV in [12], however our GGA band structure

does not have a gap. The lattice parameter a of our relaxed structure is underestimated by

2.23%. MP-GGA value is 0.186 eV, however in their case the lattice parameter is overesti-

mated by 1.37% [82]. The reduction in lattice parameter in our case can be attributed to

the vdW correction. In another study the meta-GGA-SCAN functional is seen to predict

58



Figure 4.4: Comparative plot of the calculated and experimentally available values for all
the electronic band gaps obtained in the current work. Legend: GGA, HSE, and G0W0

denote the results of this work for the corresponding level of theory. MP-GGA denote the
results of Materials Project[74] available at the moment of this writing.

the lattice parameters well [181], however the calculated HSE band gap is larger than the

experimental value by 40%. An exact-exchange mixing parameter of 0.125 was needed to

reproduce the correct experimental gap for Te in [181]. Our G0W0 calculation predicts Te

to be metallic.

Ge has the experimental band gap of 0.75 eV[112]. We find the lattice parameter of

the relaxed configuration within 0.5% of the experimental value[112]. Both HSE and G0W0

overestimate the band gap by 16.21% and 13.51% correspondingly. While MP predicts Ge
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Figure 4.5: Comparative plot for all the band gaps calculated in the current work, including
the linear y = kx + b fits to data per each model. The legend is same as in Fig.4.4. The
equations for each of the linear fits are shown in the figure.

to be metallic, our calculation predicts a band gap of 0.16 eV within the GGA. We attribute

this to the inclusion of semi-core states in our case.

For Si, the GGA band gap is underestimated by 48.7%. Both HSE and G0W0

predict band gap of Si very well: within 3.6% and 0.9% correspondingly.

For boron, our GGA band gap is 19.5% less compared to the experimental value[112].

The MP GGA band gap for boron is underestimated by 4%. We attribute this difference to

the inclusion of vdW correction in our case. Our lattice parameter a is about 4% smaller

compared to that of MP which results in smaller band gap. Similar trend is observed for

Se where our lattice parameter is underestimated by 7%.
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Figure 4.6: Comparative plot of the calculated and experimentally available values for all
the electronic band gaps in the elemental (EL) category.

For other materials in this category - P, As and Se we find G0W0 to underestimate

the gaps by 54%, 50% and 25.5%, respectively. Incorporating partially self-consistent GW0

corrects the errors to 11.1%, 21% and 10.23%, respectively. Due to the small value of

the gaps for P and As, the Gaussian smearing used during the calculation (50meV) can

contribute to the error significantly.

4.3.2 III-V semiconductors

Fig. 4.8 has the band gaps for category 35. For BP, AlAs, GaP, GaN and AlN,

HSE and G0W0 predicts band gap within 8.1% and 7% accuracy, respectively. For GaAs,

HSE predicts the band gap within 0.4%. The G0W0 overestimates the band gap by 15.4%,
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Figure 4.7: Same as Fig. 4.6 for the binary oxides (BO).

which might be due to the fact that the band gap estimate is performed on a grid as

explained in sections 4.2 and 4.4. Among the materials considered, BN has smaller GGA

band gap compared to MP. Inclusion of vdW in our case reduces the lattice parameter by

2.4% which reduces the GGA band gap.

Our GGA band gap of BN is 26.3% smaller compared to MP value. Also the MP

GGA band gap predicts the band gap within 1.7% of HSE band gap of BN. This is due to

the absence of vdW interaction within the BN layers in MP calculations. While the lattice

parameter a of MP GGA matches within 0.8% [151], lattice parameter c is overestimated

by 23% which in turn causes the larger gap value that is close to experiment. We also find
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Figure 4.8: Same as Fig. 4.6 for the III-V compounds (35).

that within G0W0, the band gap has an error of 27.5%. We employed self-consistent GW

calculation to improve the band gap, and find that 4 iterations reduce the band gap error

to 11.8%.

4.3.3 II-VI

Fig. 4.10 shows the band gaps for category 26. The bonding nature of the materials

in this category is ionic and covalent. As a result, the inclusion of vdW interaction does not

affect the lattice parameters much, except for BaSe and BaTe. Due to the inclusion of vdW

interaction, our lattice parameters are smaller compared to MP results and hence the gaps
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Figure 4.9: Same as Fig. 4.6 for the semiconductor alloys (AL).

are smaller as well. Our HSE band gap of MgS is underestimated by 19.67% compared to

[59]. We attribute this difference to the smaller lattice constant due to vdW correction in

our case.

4.3.4 Dichalcogenides

Fig. 4.11 has the results for category DC. All the materials within this category are

layered two-dimensional structures. For these materials, the inclusion of vdW interaction is

critical to get the lattice parameter c correctly. For HfSe2 and MoS2, our calculated c value

is within 1.65%[49] and 0.8%[26] of the experimental value. The MP relaxed structures
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Figure 4.10: Same as Fig. 4.6 for the II-VI compounds (26).

overestimate the values by 21% and 12.7%, respectively. Within GGA, TiS2 is predicted

not to have a band gap, while the HSE and G0W0 calculations open it. HSE overestimates

the gap by 27.7%.

4.3.5 Binary Oxides

Fig. 4.11 has results for binary oxides. Within this category MP GGA band gaps

match closely with our values, except in the case of NiO. While the MP has a gap of 2.498

eV, our calculation predicts material to be metallic. This discrepancy is due to the use

Hubbard correction by MP, since a U value of 6.2 eV was employed there. Our HSE and
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Figure 4.11: Same as Fig. 4.6 for the dichalcogeniges (DC).

G0W0 calculations predict the band gaps within 30% and 5.4% of the experimental value,

respectively. Further improvement can be obtained using the self-consistent GW approach

as demonstrated in Table. 4.5.

4.3.6 Ternary oxides

The calculated band gaps for materials in category TO is compared with experi-

mental band gap in Fig. 4.12. Within this category the experimental band gaps are found

only for LaCoO3 and SrTiO3, as shown in Table.4.3. For LaCoO3, both GGA and HSE

predict the material to be metallic. In G0W0 we get a gap of 0.24 eV for LaCoO3, however,
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Figure 4.12: Same as Fig. 4.6 for the ternary oxides (TO)..

since we do not calculate the full band structure as explained in section 4.2, a further study

might be required to confirm the result. For SrTiO3 HSE predicts the gap very well with

a 0.4% error while G0W0 has an error of 10.7%.

4.3.7 Semiconductor alloys

Fig. 4.9 has results for AL category. InGaAs has no gap within GGA, while the

HSE predicts the gap within 6.1% of the experimental band gap. The G0W0 calculation

overestimates the band gap by 54.7%, we attribute this to the lack of the full band structure

calculation and indirect nature of the gap. In the case of AlInAs G0W0 overestimates
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Figure 4.13: Calculated band gap values for different levels of theory for the materials
without experimental data. The legend is same as in Fig.4.4 (color-wise). For materials
with an asterisk sign, the MP band gaps are calculated using DFT+U.

the band gap by 43.9% for the same reason, while HSE has a 23.7% larger value than

experimental.

4.3.8 Other materials

Materials for which experimental data is not found are plotted in Fig. 4.13. Our

GGA band gap matches well with MP band gap. HSE and G0W0 improves the result. The
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Material
G0W0 sc-GW

Gap (eV) Gap (eV) Iterations Energy cut-off (eV)

P 0.16 0.39 4 330

As 0.15 0.24 4 250

Se 1.38 2.04 3 300

BN 4.32 5.02 4 520

NiO 4.07 5.30 4 415

Table 4.5: Band gaps calculated with partially self-consistent GW calculations. For all the
calculations the self-energy of the non-diagonal components were included. The iteration
of the quasi-particle (QP) energy shifts and the energy cut-off used are also tabulated.

band gap difference of B2O3 within GGA between our calculation and MP can be attributed

to the vdW interaction included in our calculations. Due to the localization (DFT+U) effect

included in MP, VO2 is semiconducting while our calculation shows VO2 as metallic.

Within GGA, NaOsO3 is predicted to be metallic both by us and MP. HSE opens a

band gap of 1.34 eV. G0W0 predicts a band gap of 0.12 eV. We believe that self-consistent

GW may increase the band gap closer to the HSE value. All levels of theory predict

GdMn2O5 to be semiconducting.

4.4 Discussion

We meant this study as a practical ”end-to-end” benchmark of the ability of the

current generation of pseudopotential density functional theory (DFT) to predict the elec-

tronic properties of materials. We also focused our attention on how it can be applied in an
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Figure 4.14: Heatmap plot for GGA band gap values calculated within GGA in this work.
The formulas use same compounds order sorted by the second element in formula and the
gap value starting from the top right corner.

accessible way with minimal additional computational setup (i.e. no specialized hardware

or compilation routines). As it was recently demonstrated in a comprehensive overview of

the DFT simulation engines in [104], most of them are inter-changeable with respect to the

results delivered within the same model approximation. We selected VASP[92] as one of the

most used tools in the space. Unlike the previous benchmarks, however, that considered

computing aspects exclusively [120, 73], we went further and calculated the properties for

a diverse set of material compounds.

4.4.1 Accessibility

The problem of accurate calculations of the electronic band gaps has been around

for nearly as long as the computing itself. Although much effort was put into producing a
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way to obtain reliable high fidelity results, an accessible and repeatable option is still largely

missing[129, 6]. Our work is an attempt to demonstrate how a standardized approach to the

creation and execution of the first-principles modeling workflows developed by Exabyte Inc.

can resolve the above. We present an accessible, repeatable and cost-effective way to deploy

first-principles modeling workflows. Furthermore, we make the data freely available on the

web, and provide an intuitive way to reproduce our work. Recently there has been much

attention to high-throughput first-principles calculations of materials properties, which lead

to the proliferation of the online databases and the development of the associated software

tools[74, 38, 129, 6, 139]. Our approach has similar capabilities, as demonstrated by this

work, and is accessible to a larger community, in particular, to those without first-hand

knowledge of DFT.

Another important recent advancement came from the data-centric approaches

where large repositories of data can be used together with machine learning techniques in

order to build predictive models[70, 171]. Such models are able to deliver the predictions

much faster, as they do not require the solution of physical equations. Our data-centric

platform can power the construction of such models, with the potential to achieve improved

accuracy of predictions by basing them on more accurate DFT results. Others approached

the problem from a more traditional perspective attempting to construct DFT functionals

capable of delivering high accuracy for the calculations of the electronic band structures[36].

We will refrain here from discussing transferability from one material class to another for

any such functional. Instead, we would like to point out that in practical applications the

bottleneck that prevents the adoption of any of the aforementioned techniques is the human
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time required to get a prediction with a certain expected level of precision. Surely, reliably

delivering high-fidelity results quickly is the best, however, an approach that takes a long

time to compute but little to set up and oversee can work just as well.

Figure 4.15: Difficulty-wise average errors. The width of the bars are proportional to the
number of materials in category. Difficulty 5 and 7 is excluded due to low count (<3).

4.4.2 Fidelity and error analysis

When comparing with the available experimental data we point out some impor-

tant conditions used within our approach that are known to affect the calculation results.

Firstly, we conduct the structural relaxation within the GGA and subsequently use the

resulting structure for HSE and GW calculations. GGA is largely believed to work well

for the ground-state properties of materials, and thus little change is expected when the
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Figure 4.16: The average errors per each stoichiometric category. The width of the bars are
proportional to the number of materials in category. Ternary oxides excluded due to low
count (<3).

structures are relaxed with HSE, for example[59]. Secondly, in order to improve the treat-

ment of van-der-Waals (vdW) interaction within our models we introduce a correction as

implemented in VASP[57, 50]. This improves the results for layered materials especially,

where the layered materials are considered. This is due to the fact that layered materials are

self–passivated and the inter–layer interaction is dominated by the vdW interaction. Lastly,

due to the computational complexity of the current implementation for G0W0 within VASP,

we calculate the band gaps using the electronic eigenvalues on a grid of points inside the

Brillouin zone, instead of using the standard path[38] as we did for GGA and HSE. The

latter fact affects the fidelity of results for indirect gap semiconductors especially where the

band extrema are located far from high symmetry points sampled by the grid. Due to con-
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straints to the availability of memory, we reduced precision for few materials as indicated in

Table 4.3. The reduced number of k-points within the irreducible Brillouin zone may have

contributed to the error as well.

Figures 4.15 and 4.16 have the data about the average errors per material category.

Width of each column are proportional to the number or materials in each difficulty or

category. We have omitted categories and difficulties that have experimental band gap

available for less than 3 materials. We find that the GGA calculations have the largest

error. HSE and G0W0 improve the band gap by similar margin. Category D3 has the

largest error, although, notably, the sampling per this category is substantially less than for

D1 and D2, for example. The dichalcogenides (DC) produced the largest error by material

type, although it also has to be noted that the sampling in this category is lowest. We

attribute this to the applied vdW correction in the layered materials.

The lattice constants c of layered materials are sensitive to the type of vdW cor-

rection applied. Case specific vdW correction to the material can improve error in lattice

constants and reduce the error. Even though HSE and G0W0 calculations improve the band

gap for this category, we suspect correct inter–layer spacing can improve the band gaps fur-

ther. We also find that for category EL, the G0W0 band gaps give larger error compared

to HSE calculations. The self–consistent GW calculations improve the band gap for EL

materials substantially (discussed in Sec. 4.4.3 in detail). Category 26 and 35 compounds

had most accurate predictions within HSE and G0W0. Category TO materials are excluded

from Fig. 4.16 due to low sample count.
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4.4.3 Further improvements to accuracy

There exist multiple ways to further improve the accuracy of the results obtained

in this work. For the GW calculations, the self-consistent GW approach can improve the

results. Table 4.5 summarizes the band gaps calculated with self-consistent GW. We find

the approach where the non-diagonal components of the self-energy are included to provide

the best accuracy[148] within a manageable time frame. We believe that executing the

self-consistent GW calculations in a high-throughput manner is already possible for the

materials studied in this work. In practice, it would presently require using compute nodes

with extra large memory. Although such nodes are readily available from public cloud

providers, the current computational implementation in VASP is not optimized for this

regime and thus we would expect the resulting calculations to be more expensive and less

reliable.

Another way to improve the accuracy of the results would be to use a dynam-

ically adjustable value for the HSE mixing parameter similar to how it is done in [149].

This approach would be more computationally intensive as it requires the convergence of

the static dielectric constant with respect to the mixing parameter to be achieved during

the calculation. Alternatively, a ”hybrid” scheme could be considered where initially the

improved value for the mixing parameter is calculated ”on-the-fly” based on a statistical

model, and then a ”single-shot” HSE calculation is executed.

Lastly, the precision of the resulting calculations can be improved by addressing the

concerns stated in the previous sub-section related to the sampling in the Brillouin zone.

We used an approach based on the KPPRA, whereas introducing the logic for explicit
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convergence into the resulting workflows could be beneficial. For G0W0 calculations in

particular a more thorough approach to treating the convergence of the end results with

respect to the size of the pseudopotential basis set might be beneficial. We assumed the

default recommended value of the cutoff and used all available planewave states (bands) for

the summation whenever possible. When memory concerns arised we reduced the fidelity

in a controlled way as explained in the section 4.2.

Figure 4.17: Calculation time per each difficulty level (as defined in section 4.2). The time is
normalized per one compute node and unit cell volume (Å3). The electronic band structures
are calculated in full for GGA and HSE only.
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Model Avg. err, (%) Avg. runtime Cost ($) Note

*Exact* 0 30 days 5,000 extrapolated

HSE 20 43 hrs 250 factual

GGA 54 18 min 5 factual

*Zero* 100 0.1 sec 0 extrapolated

Table 4.6: Average errors and the associated average calculation time for the HSE and GGA
cases studied in this work. *Exact* and *Zero* values are constructed through a simple
logarithmic fit of the HSE/GGA data for the (hypothetic) models that would produce exact
and zero-fidelity results correspondingly.

4.4.4 Computational time and cost

In order to provide insights about the feasibility of further improved approaches

and the ability to obtain the ultimate exact accuracy, we construct a simple logarithmic

regression using the data obtained for the GGA and the HSE results. We exclude G0W0

because the results for it did not include the full band structure calculations, thus its set of

computed properties is different. We assume that the average simulation lifetime increases

exponentially as the average error is dropping. This is, of course, an overly simplified

treatment and is only meant to produce qualitative results. We base our logic on the fact

that the calculation of exchange interaction as employed within the HSE formalism includes

the integral sums over the electronic states, and thus increasing the number of individual

computations to the square of the number of wavefunctions. As can be seen from Table

4.4.3, within this logic one would need to run a simulation for about 30 days on average in

order to produce an exact result. On the opposite side, a simulation with a runtime of less

than 0.1 sec would fail to produce a meaningful result.
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Our motivation for the above is to provide a metric of the extent to which the

physics-based first-principles modeling can augment the trial-and-error experimental ap-

proach when compared with respect to the capital and time investments required. We

suggest that for the equivalent of one month of calculation time (human time) on a com-

modity compute server readily available from a cloud provider it is possible to obtain results

that are accurate well within 20% and potentially within 1-5% range for the properties that

we study in the current work. There are, admittedly, many factors that can adversely

affect the result and many ways to optimize and improve upon the setup we used. Nev-

ertheless, it is clear that the high fidelity results are not prohibitively expensive already

today, and with the advancements in computing technology will become more and more

prevalent. Furthermore, when compared with the capital spends required to manufacture

and prototype the materials in experiment, even the ”Exact” scenario we considered above

appears attractive. Moreover, when data-centric community efforts without repetition are

taken into account, the costs are further amortized. We believe that the correct approach

to materials development from nanoscale is to use both high-fidelity simulations and exper-

iments in a collaborative ”funnel”-like scenario similar to how the computer-aided design

and engineering is applied at present.

4.4.5 Future outlook

We believe that the landscape of computational materials design is rapidly evolv-

ing toward a data-driven science where the modeling results are aggregated and classified

by their precision/accuracy. We believe, however, that the major improvements in way

computational materials science is used would be significantly delayed if possible at all
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when only performed by means of the selected few. As the volume and variety of data

available to community is growing at an accelerated speed, the veracity of this data also

becomes increasingly important. The approach described in this work can solve both afore-

mentioned concerns. The improved creative ideation with contributions from people with

multiple backgrounds is enabled by modeling workflows accessible in a standardized and

repeatable way and the shift away from the ”medieval artisan-like” model[129] still preva-

lent nowadays. On the other hand, this work provides first proof that high precision is

also achievable, perhaps only for electronic materials at this moment, using existing first-

principles modeling techniques. We believe that a hybrid data-driven approach with roots

in high-fidelity modeling is most powerful.

4.5 Conclusions

We report on the application of a novel approach to materials modeling from

nanoscale implemented within the Exabyte platform[5] to a diverse representative set of

847 semiconducting materials (ESC-847). The approach makes high-fidelity techniques

such as pseudopotential Density Functional Theory with Hybrid Screened Exchange (HSE)

and G0W0 approximation available in an accessible, repeatable and data-centric manner.

We introduce a categorization for the materials according to the level of approximation used

and explain the implementation of the corresponding modeling workflows. We present the

results for the electronic band gaps obtained within the Generalized Gradient Approxima-

tion (GGA), HSE and G0W0, analyze the level of fidelity for the prediction delivered by

each of the models used, and discuss the corresponding computational costs.
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We compare the results with experimental data and prior similar calculation at-

tempts, when available. We find the average relative error to be within 20% for HSE and

GW results and within 55% for GGA. We further find the average calculation time on a cur-

rent up-to-date compute server centrally available from a public cloud provider to fit within

30 min and 48 hours respectively for GGA and HSE. For the first time ever we present

not only the results and the associated data, but also an easy-to-access way to reproduce

and extend the results by means of Exabyte platform.[3] Our work provides an accessi-

ble, repeatable, and extensible practical recipe for performing high-fidelity first-principles

calculations in a high-throughput manner.
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[138] Andreas Rüegg, Chandrima Mitra, Alexander A Demkov, and Gregory A Fiete. Elec-
tronic structure of (lanio 3) 2/(laalo 3) n heterostructures grown along [111]. Physical
Review B, 85(24):245131, 2012.

[139] James E Saal, Scott Kirklin, Muratahan Aykol, Bryce Meredig, and Christopher
Wolverton. Materials design and discovery with high-throughput density functional
theory: the open quantum materials database (oqmd). Jom, 65(11):1501–1509, 2013.

[140] Y Saeed, N Singh, and U Schwingenschlögl. Thickness and strain effects on
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Appendix A

Visualization and parameter

extraction from density functional

theory calculations

A.1 Introduction

Density Functional Theory (DFT) is a well-known method to investigate intrinsic

material properties at 0K. To identify potential applications for any new material, the

first step is to employ DFT calculations. Most of the DFT tools are written for systems

running Linux environment. As a result, output data generated by these tools are written

in plain ASCII text format. There is no agreed upon convention for writing the data. Each

of the DFT tools has its own format for outputting data. This makes the visualization

and parameter extraction a cumbersome process. This also slows down the throughput
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of the research as one needs to develop a separate tool to visualize the data. Due to

the improvement in the high-performance computing, the computation time is improved

drastically within last few years. But due to the ambiguity involved to the output data for

each of the tools, the visualization of the data and decision making from the data is not

trivial.

The library is a visualization and parameter extraction tool for DFT calculations.

This code closes the gap between the output data and the decision-making process. The

first version of the code can plot band structure, plot ionic and orbital composition of

the electronic band structure, various features of density of states (DOS), and can extract

effective mass from the band structure. The tool is modularized and object oriented. As

a result, this code can be extended to any DFT tool. At this point, the code is capable of

visualization and parameter extraction of VASP calculations.

A.2 Input parameters

A DFT calculation involves several input parameters. For example, description of

the material along with parameters that incorporate physics in the calculation. For VASP,

the input parameters are divided into separate files. A summary of the input files for VASP

is shown in Table A.1.

The INCAR file contains the keywords that are needed for a calculation. The

POSCAR file contains the description of unit cell and the position of the atoms of a material.

The POTCAR file contains the pseudopotentials for the elements of the material. The VASP

official website contains a library of pseudopotentials for all the elements. The user needs
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File name Description

INCAR Input parameters for the simulation

POSCAR Structure information of the material

POTCAR Pseudopotentials for the material

KPOINTS K-points scheme for the calculation

Table A.1: Input files for a VASP simulation.

to create a pseudopotential file from the library of pseudopotentials. The sequence of the

pseudopotentials needs to be same as the sequence of the POSCAR file. The KPOINTS

file contains the grid of k-points for which the integration is done.

A.3 Data collection

For any calculation, VASP outputs its data in two formats. In one case the dif-

ferent data is outputted in separate text files. For example, the band structure, orbital

contribution, and the density of states are written into files named EIGENVAL, PROCAR

and DOSCAR files, respectively. Parameters like Fermi level is written into file named

OUTCAR. Secondly, all the data for a calculation is also written to a xml file named

vasprun.xml.

The primary language for development of the tool was Matlab. For calculations

involving large structure, Matlab can run into memory problems due to the limitation of

memory within the virtual Java system on which Matlab runs. To circumvent this problem,
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a separate XML reader written in python has been developed. Matlab can be used to call a

python script from its own environment. The library calls the appropriate python functions

to read the data. The python script has dependency of numpy and scipy. If calling the

python library fails, the code falls back to XML reader written using Matlab. In terms of

performance, the Matlab reader is slower compared to its python counterpart, but it enables

graceful execution of the code when python fails. The data that is read using code is stored

in a predefined dimension.

The code uses a caching algorithm to store data. When an XML file is read for the

first time, the read data is stored in a data file. For the consequent execution of the code

for data processing, this mat file is used. As reading a mat file is much faster compared to

reading an XML file, the processing of the data is much faster after the mat file is created.

The library recognizes if there is a newer XML file compared to the mat data file and reads

the XML file from scratch and finally creates a new mat data file. This caching can be

manually controlled from the menu. The features of can be categorized into two parts:

visualization and parameter extraction. The visualization part of the code can be used to

generate and export publication quality figures of different properties available within DFT

codes. The parameter extraction part of the code can calculate effective mass for both

homogeneous and heterogeneous materials within different level of fidelity.

A.4 Installation

The installation of the library is trivial. The user needs to extract the pack-

age in a convenient directory and then add the directory to the Matlab path. Version
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specific instruction for adding a directory to Matlab path can be found here: https:

//www.mathworks.com/help/matlab/ref/addpath.html. Adding the folder to the path

makes sure that top level script along with other required scripts are accessible to Matlab.

For visualization purpose, user needs to change the current directory to the di-

rectory where the XML file is and run the top level script. Running the top level script

executes a text based menu. During the execution of the text based menu, user is asked

various question to determine the visualization or parameter extraction.

A.5 Visualization

The visualization part of the library can plot electronic band structure, orbital and

ionic contribution of the atoms to the band structure, total, ionic and orbital contribution

of density of states. We will be discussing each of the feature separately.

Figure A.1: Atomic structure of a PtSe2 monolayer.

A.5.1 Band structure

Electronic band structure

Plotting of band structure is a basic visualization for DFT based calculation data.

While the plotting seems trivial, the data can be in quite different formats based on the

101



theory applied during the calculation. To read the data properly, one needs to identify the

level of theory used to generate the data. To read the data properly several cases to be

considered. These cases can be:

• Band structure without any spin degeneracy or spin orbit coupling (SOC).

• Band structure with spin degeneracy.

• Band structure with SOC

• Band structure with HSE correction applied.

The library tries to determine the use case from the input tags which are provided

in the XML file and read the data accordingly. For example, for the spin degeneracy case,

the spin up and spin down cases are plotted side by side. For band structures calculated

using HSE, the k-points of the irreducible Brillouin zone (IBZ) are also included in the

calculation. To plot the data according to the path, the k-points of the IBZ needs to be

removed. The library removes these k-points and the associated bands from the data and

finally plots the band structure. Figure A.2 shows band structure of a monolayer PtSe2

with SOC.

Atom projected band structure

Electronic band structure calculated using DFT can be projected into atoms or

orbitals from where information about atomic or orbital contribution can be retrieved. This

data can be an important tool for analyzing the material properties. VASP writes the atomic

and orbital projected data in both PROCAR and vasprun.xml file. Depending on the level
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Figure A.2: Band structure of monolayer PtSe2 plotted using the library.

of physics that is included, the dimension of the data can be different. Also, with number of

atoms, the size of the data is increased linearly. The library identifies the dimension of the

data from the input tags and reads the data from XML file. For the atom projected band

structure, for each k-points of each band, the library calculates the contribution between

different elements and assigns a color to the maximally contributing element of the material.

Figure A.3 shows atom projected band structure of a monolayer PtSe2 with SOC.

Orbital projected band structure

The orbital projected band structure is calculated and plotted using the same

methodology as atom projected band structure. In this case the sum is done over the

orbitals. There are couple other options that can be used for the visualization. The orbital

projected band structure can be visualized as contribution from s, p and d orbitals. Also, the
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Figure A.3: Atom projected band structure of monolayer PtSe2 using the library. The
figure shows major contribution from a element at each k-point of the band structure.

library can breakdown contribution from p and d orbitals and visualize the data separately.

For p-orbital the contribution of px and py orbitals or σ-bonds are plotted in one color and

contribution from pz or π-bonds are plotted in another color. For d-orbital the t2g and eg

states are plotted in different colors. Figure A.4 shows atom projected band structure of a

monolayer PtSe2 with SOC.

A.5.2 Density of states (DOS)

Total density of states

The library can visualize total density of states as shown in Figure A.5. From the

inputs, it can identify the physics included in the calculation and read the data accordingly.

For example, if the calculation is spin-polarized, the library can plot the spin-up and spin-

down differently. Usually DOS calculations are done separately from a band structure
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Figure A.4: Orbital projected band structure of monolayer PtSe2 using the library. Like
the atomic projection, orbital projection shows major contribution from an orbital at each
k-point of the band structure.

calculation. For DOS, the calculation needs to be done on the whole Brillouin zone and the

convergence as a function of k-points needs to be checked carefully.

Atom projected density of states

The library can also visualize atom projected DOS. An example plot is shown in

Figure A.6. Compared to atom projected band structure, atom projected DOS contains

more insight as the calculation is done on the whole Brillouin zone rather than a path along

Brillouin zone.

Orbital projected density of states

The library can be used to visualize orbital projected DOS as shown in Figure A.7.

For now, the orbital projected DOS separates contribution of the s−, p− and d− orbitals
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Figure A.5: Total DOS of an antiferromagnetic CrSb plotted by the library. The spin up
and down components of the DOS are plotted with different colors.

separately. The library has another mode where the contribution of different d-orbital is

plotted.

A.6 Effective mass calculation

Effective mass (m*) is an intrinsic property of a material that defines slope of

the conduction or valance band minima. Electronic transport within a material is strongly

dependent on the effective mass of a material. Effective mass can be determined from the
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Figure A.6: Atom projected DOS of an antiferromagnetic CrSb is plotted by the library.
The contribution of each atom to the DOS as a function of energy is shown separately.

band structure. The band edge of a semiconducting material is usually parabolic. This

parabolic dispersion can be fitted to a second order polynomial to extract the effective

mass. Effectively the effective mass can be defined as: 1
m∗ = 1

~2
∂2E
∂k2 . To verify the order

of the fitted polynomial, the dispersion can be fitted to 4th or 6th order polynomial. If the

residuals are close to zero, then the dispersion is parabolic.

Effective mass is a tensor for a material. Also in a band minima, the effective mass

is calculated in longitudinal and transverse direction. Usually the longitudinal direction

is along kx and the transverse direction is perpendicular to the kx. If the mass along
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Figure A.7: Orbital projected DOS of antiferromagnetic CrSb. The contribution of s−, p−,
and d− orbital to the DOS as a function of energy is shown with separate colors.

longitudinal and transverse direction for conduction or valance band is same, the mass for

that band is called isotropic. For an isotropic material the transport along either direction

is same. If the masses are not same along the longitudinal and transverse direction, then

the material is anisotropic and the transport along the directions will be different.
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The effective mass can be calculated in two ways. One is to directly calculate

from band structure. Another is to do a dense E-k calculation along the longitudinal and

transverse direction.
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Figure A.8: Calculated band structure of bulk GaN.
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Figure A.9: A screenshot of the output of calculated in-plane effective mass.

A.6.1 Generic effective mass

The generic effective mass is calculated from a band structure calculation. For

the generic calculation of effective mass, three inputs are required. One is the threshold to
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Figure A.10: A screenshot of out of plane effective mass calculation.

cut-off the band. Usually it’s in order of kT, 35meV. The band minima will be fitted to 2nd,

4th and 6th order polynomial to make sure there are no residues for higher order fits. For

some cases the band minima or maxima are split due to spin orbit coupling (SOC) effect.

If the splitting is higher than a given threshold value, then the library calculates effective

mass for both bands.

A.6.2 Accurate effective mass calculation

Generate k-points

For an accurate effective mass calculation, a separate band structure calculation is

needed. The library can be used to generate the line of k-points. In this mode, the library

identifies the band minima and generates k-points along the longitudinal and transverse
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direction. For this mode, a threshold cut-off can be given. The library fits the dispersion

up to the threshold energy. The library can write the k-point path in two formats. The

default format is to write the file as KPOINTS file as required for vasp calculations. Another

is to write as a mat file.

Calculate effective mass

In this mode, the library reads the calculation output done with KPOINTS pro-

vided by the earlier mode and calculates the effective mass. The functionality of this mode

is similar to the generic calculation. As the dispersion path is along the longitudinal and

transverse direction with dense k-points along the direction, the calculation output is more

accurate in this case. An example output for the in-plane and out-of-plane effective mass

calculation is shown in Figure A.9 and Figure A.10. Figure A.8 shows the band structure

of bulk GaN.

A.6.3 Effective mass of semiconducting material of a heterostructure

A heterostructure is formed when two materials are stacked. In a FET, a metallic

material is stacked over a semiconducting material to form a contact. This can be done in

DFT to observe changes in the material properties. The curvature of the VBM or CBM of

a semiconducting material can be affected when stacked with a metallic layered material.

This can be quantified by calculating the effective mass of the pristine material and the

mass of the semiconducting material in a heterostructure.
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Generate k-points

In this mode, the library identifies the minima and maxima contributed from the

material which is provided by user. From the minima or maxima, the library generates

k-points along the longitudinal and transverse direction within the threshold provided by

user.

Calculate effective mass

In this mode, the library reads the calculation output done using KPOINTS pro-

vided by the earlier mode and calculates the effective mass. The functionality of this mode

is similar to the accurate calculation. In this case the library calculates the effective mass for

the band contributed by the material provided by user. Figure A.11 shows atom projected

band structure of a MoTe2-TaSe2 heterostructure. Here TaSe2 is a metallic material, while

MoTe2 is semiconducting. The library is used to calculate effective mass of the valance and

conduction band contributed by Mo. The calculated effective masses are tabulated in Table

A.2.
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Figure A.11: Atom projected band structure of a MoTe2-TaSe2 heterostructure.

Material Valance band Conduction band

m∗l m∗t m∗l m∗t

MoTe2 0.6333 0.6332 0.5394 0.5381

NbSe2-MoTe2 0.6670 0.6661 0.8484 0.6989

% change 5.32 5.19 57.29 29.88

Table A.2: Effective masses of an isolated monolayer MoTe2 and that of a NbSe2-MoTe2
heterostructure.
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Appendix B

Python for streamlining structure

creation and ab-initio calculations

Python can be a powerful tool to streamline structure creation and manipulation.

Also DFT calculations can be managed using python. Two libraries Atomic Simulation

Environment (ASE) and pymatgen can be used for this purpose. Due to low barrier and

ease of use, ASE will be discussed further on.

ASE can be installed using default package manager of python, pip. The command

for installing pip is,

1 pip install ase

B.1 Configuration

For using ASE to run VASP calculation, some configuration is needed. Two en-

vironment variables are need to be set for this. One is VASP COMMAND which is the VASP
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command to use in a supercomputer environment. Another is the VASP PP PATH, which

points to a directory containing the pseudopotential files.

Usually the directory containing the pseudopotential files are not modified often

and can be added to the .bashrc file. This can be done using,

1 export VASP_PP_PATH=$HOME/vasp.pps

On the contrary, depending on the calculation, different VASP executable can be

used. For example, in a calculation where spin-orbit coupling (SOC) is incorporated, the

executable vasp ncl is used. Whereas for calculation without SOC, vasp is used. Hence

the best place to set the variable VASP COMMAND is in the job script. In an environment

where slurm job scheduler is used, an example job script can be,

Listing B.1: Slurm job script

1 #!/bin/bash

2 #SBATCH --nodes=1

3 #SBATCH --tasks-per-node=24

4 #SBATCH -t 47:55:00

5 #SBATCH -o output.log

6 #SBATCH -e error.log

7 #SBATCH --job-name="job name"

8 #SBATCH -p compute

9

10 source activate ase

11

12 processors=$(( $SLURM_NNODES * $SLURM_NTASKS_PER_NODE ))

13
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14 exe=‘which com_vasp_std‘

15 export VASP_COMMAND="mpirun -np $processors -genv I_MPI_FABRICS shm:ofa $exe"

16

17 echo "Starting job $SLURM_JOBID with $processors processors..."

18

19 python <script_name>

B.2 Structure manipulation

A cubic bulk structure of Co with lattice constant of 3.6 Å can be created using,

1 from ase.build import bulk

2 a1 = bulk(’Co’, ’fcc’, a=3.6)

Also common surfaces can be created. For example a [111] surface of Co 4 × 4

surface with 4 atomic layers with a lattice constant of 3.6 Å can be created using,

1 from ase.build import fcc111

2 slab = fcc111(’Co’, size=(4,4,4), a=3.6, vacuum=10.0)

This command also adds 10 Å vacuum on both side of the surface. ASE can read

VASP POSCAR files too. A POSCAR file can be read using,

1 import ase.io.vasp as vp

2 bulk = vp.read_vasp(’PtSe2_bulk.vasp’)

The POSCAR file reads,

Listing B.2: PtSe2 bulk.vasp

1 PtSe2_bulk
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2 1.00000000000000

3 3.7670446069920076 -0.0000000000000013 -0.0000000000000001

4 -1.8835223034960036 3.2623563265822813 0.0000000000000010

5 0.0000000000000010 0.0000000000000003 4.6503534076770716

6 Pt Se

7 1 2

8 Direct

9 -0.0000000000000000 -0.0000000000000000 -0.0000000000000000

10 0.6666669999999968 0.3333330000000032 0.2750269337488745

11 0.3333330000000032 0.6666669999999968 0.7249730662511233

12

13 0.00000000E+00 0.00000000E+00 0.00000000E+00

14 0.00000000E+00 0.00000000E+00 0.00000000E+00

15 0.00000000E+00 0.00000000E+00 0.00000000E+00

The structure is read as an atoms object of ASE. and can be further manipulated.

For example a 1T bulk PtSe2 is read in the earlier example. Creating a monolayer from a

bulk material is straightforward. Within ASE vacuum can be added to a bulk structure.

Adding vacuum to the bulk structure creates a monolayer of the bulk material. This can

be done by the following,

1 monolayer = bulk.copy()

2 monolayer.center(vacuum=10, axis=2)

3 vp.write_vasp(’PtSe2_1L.vasp’, monolayer, vasp5=True)

In the example above the bulk atoms object is copied into an object called moono-

layer. Then a vacuum of 10 Åis added to the third axis of the c direction of the object.

Finally the object is written as a POSCAR file in VASP5 format.
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All the parameters of an atoms object like the unit cell or the coordinates of the

atoms are available within the python environment. All these properties can be manipulated

for specific purpose. For example, a 2H bulk structure has two atomic layers. Creating a

monolayer requires removal of one atomic layer and then adding a vacuum. In the following

example a 2H bulk MoS2 POSCAR file will be read and a monolayer structure will be

created.

1 import ase.io.vasp as vp

2 mos2_2h = vp.read_vasp(’MoS2_2H.vasp’)

3

4 positions = mos2_2h.get_positions()

5

6 # get mid point of the structure

7 half_z = ((max(positions[:,2]) - min(positions[:,2]))/2) + min(positions[:,2])

8

9 monolayer=mos2_2h.copy()

10

11 # delete atoms which has height less than half

12 del monolayer[[atom.index for atom in monolayer if atom.position[2]>=half_z]]

13

14 # add vacuum

15 monolayer.center(vacuum=10, axis=2)

16

17 vp.write_vasp(’MoS2_1L.vasp’, monolayer, vasp5=True)

The POSCAR file for the 2H MoS2 is,

Listing B.3: MoS2 2H.vasp
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1 MoS2_bulk

2 1.00000000000000

3 3.1885103817542433 -0.0000000009369568 -0.0000000000000000

4 -1.5942546919715344 2.7613301284994134 0.0000000000000000

5 0.0000000000000000 0.0000000000000000 12.4030213073455648

6 Mo S

7 2 4

8 Direct

9 0.6666669999999968 0.3333330000000032 0.2500000000000000

10 0.3333330000000032 0.6666669999999968 0.7500000000000000

11 0.3333330000000032 0.6666669999999968 0.1243982082183498

12 0.6666669999999968 0.3333330000000032 0.6243982082183500

13 0.3333330000000032 0.6666669999999968 0.3756017917816504

14 0.6666669999999968 0.3333330000000032 0.8756017917816500

15

16 0.00000000E+00 0.00000000E+00 0.00000000E+00

17 0.00000000E+00 0.00000000E+00 0.00000000E+00

18 0.00000000E+00 0.00000000E+00 0.00000000E+00

19 0.00000000E+00 0.00000000E+00 0.00000000E+00

20 0.00000000E+00 0.00000000E+00 0.00000000E+00

21 0.00000000E+00 0.00000000E+00 0.00000000E+00

B.3 DFT calculation using python

As discussed earlier, any DFT calculation within VASP involves several input files.

Python can be used to streamline the simulations. In the following examples, usage of ASE

for VASP calculation will be shown.
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B.3.1 Convergence and relaxation

First step for DFT calculation of a new material involves the convergence check

of the k-points and the energy cut-off of the plane waves.

K-points convergence of a material is done by doing a ground state energy calcu-

lation of a material with increasing number of k-points. In the following example, a bulk

structure is read and a ground state energy calculation is done for a list of k-points. The

final corresponding energy along with the k-points are tabulated in an output file. The

convergence of the k-points can be decided from the output file. The following example

shows use of ASE for k-points convergence of a material,

Listing B.4: k-points convergence

1 ’’’ This script checks k-point convergence using vasp.

2 This script reads an input structure as the variable ins_poscar,

3 runs k-point convergence for each of the

4 k-point given in the kps list and tabulates them

5 in a file name given by variable out_summary.

6 ’’’

7

8 import numpy

9 import ase.io.vasp as vp

10 from ase.calculators.vasp import Vasp

11 from os import path, rename, remove

12 from shutil import *

13

14 ins_poscar=’NbSe2_bulk_2H.vasp’
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15 ins= vp.read_vasp(ins_poscar)

16 out_summary=’summary_kpts.txt’

17

18 if path.isfile(out_summary):

19 op=open(out_summary, ’a’)

20 else:

21 op=open(out_summary, ’w’)

22 op.write(’kpoints summary created using ase\n’)

23 op.write(’kpoint \t energy \n’)

24

25 # list of k-points

26 kps = [4, 6, 8, 10, 12,14,16]

27

28 # VASP input parameters

29 calc = Vasp(prec = ’Accurate’,

30 pp = ’pbe’,

31 istart=0,

32 ismear=1,

33 sigma=0.05,

34 lcharg=False,

35 lwave=False,

36 lreal = False,

37 encut = 400.0,

38 algo=’Normal’,

39 nelm=200,

40 ncore=11,

41 ediff=1e-6,
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42 ibrion=-1,

43 nsw=0,

44 nelmin=4,

45 ediffg=-0.01,

46 gamma=True)

47

48 print("Calculation output")

49 print("------------------")

50 print(’kpoint energy ’)

51

52

53 # Generate cell configurations

54 for kp in kps:

55

56 in2 = ins.copy()

57 calc.set(kpts = [kp,kp,kp/2])

58 in2.set_calculator(calc)

59 energ=in2.get_potential_energy()

60 op.write(’ {:5d} {:8.4f} \n’.format(kp,energ))

61 print(’ {:8d} {:8.2f} ’.format(kp,energ))

62 fpath3 = ’vasp.kp.{:d}.out’.format(kp)

63

64 if path.isfile(fpath3):

65 remove(fpath3)

66

67 copyfile(’vasp.out’, fpath3)

68
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69

70 op.close()

71 calc.clean()

72 print(’\n\n Done’)

Convergence of the energy cut-off for the plane waves is done in a similar way like

k-points convergence. The only difference is that the energy cut-off is modified for each

ground state energy calculations. The code for energy cut-off convergence reads,

Listing B.5: Energy cut-off convergence

1 ’’’ This script checks energy convergence using vasp.

2 This script reads an input structure as the variable ins_poscar,

3 runs energy convergence for each of the

4 encut given in the encuts list and tabulates them

5 in a file name given by variable out_summary.

6 ’’’

7

8 import numpy as np

9 import ase.io.vasp as vp

10 from ase.calculators.vasp import Vasp

11 from os import path, rename, remove

12 from shutil import *

13

14 ins_poscar=’NbSe2_bulk_2H.vasp’

15 ins= vp.read_vasp(ins_poscar)

16 out_summary=’summary_cutoff2.txt’

17

124



18 if path.isfile(out_summary):

19 op=open(out_summary, ’a’)

20 else:

21 op=open(out_summary, ’w’)

22 op.write(’encut file created using ase\n’)

23 op.write(’encut \t energy \n’)

24

25 # converged k-points

26 conv_kpt=[8, 8, 4]

27

28 # list of energies

29 encuts = [200, 250,300, 350, 400, 450, 500]

30

31

32 calc = Vasp(prec = ’Accurate’,

33 pp = ’pbe’,

34 istart=0,

35 ismear=1,

36 sigma=0.1,

37 lcharg=False,

38 lwave=False,

39 lreal = False,

40 algo=’Normal’,

41 nelm=200,

42 #ncore=12,

43 ediff=1e-6,

44 ibrion=-1,
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45 nsw=0,

46 nelmin=4,

47 ediffg=-0.01,

48 kpts = conv_kpt,

49 gamma=True)

50

51 print("Calculation output")

52 print("------------------")

53 print(’encut energy ’)

54

55 # loop over list of energies

56 for e in encuts:

57

58 in2 = ins.copy()

59 calc.set(encut = e)

60 in2.set_calculator(calc)

61 energ=in2.get_potential_energy()

62 op.write(’ {:5d} {:5.6f} \n’.format(e,energ))

63 print(’ {:5d} {:5.4f} ’.format(e,energ))

64 fpath3 = ’vasp.encut.{:d}.out’.format(e)

65

66 if path.isfile(fpath3):

67 remove(fpath3)

68

69 copyfile(’vasp.out’, fpath3)

70

71 op.close()
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72 copyfile(’POTCAR’,’potcar’)

73

74 calc.clean()

After converged k-points and energy cut-off are found, the next step is to relax the

structure. At this step, both the cell dimensions and the atomic coordinates are optimized

to minimize the force between the atoms. Alternatively this step is also called volume

relaxation of a structure. For this step VASP will be used as a force calculator and the BFGS

optimized within ASE will be used to minimize the forces. The appropriate constraints are

needed to be added to the atoms object. In this case both the unit cell and the atomic

coordinates are modified to minimize forces. The UnitCellFilter within ASE imposes

such constraints to the atoms object. The code below does volume relaxation on a 2H bulk

NbSe2 structure.

Listing B.6: Volume relaxation

1 ’’’ This script does volume relaxation using vasp.

2 Reads an input structure from the given file name

3 and then based on the input parameters, runs

4 volume relaxation.

5

6 The force cutoff for stopping the relaxation

7 is provided by fmax parameter.

8

9 Snapshots of the relaxation is stored in file,

10 traj_<symbol>_vol_relaxed.traj which can be

11 viewed in ase-gui.
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12

13 The relaxed structure is named as,

14 ase_<symbol>_vol_relaxed.vasp

15 ’’’

16

17 import numpy as np

18 import ase.io.vasp as vp

19 from ase.io import *

20 from ase.calculators.vasp import Vasp

21 from os import path, remove

22 from ase.optimize import BFGS as bfgs

23 from ase.constraints import UnitCellFilter as ucf

24 from ase.io.trajectory import Trajectory

25

26 np.set_printoptions(precision=2)

27

28 # name of input structure

29 ins_poscar=’NbSe2_bulk_2H.vasp’

30

31

32 # force threshold on atoms

33 fmax = 1E-6

34

35 # maximum number of steps for the minimizer

36 steps = 150

37

38 # converged kpoints for the structure
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39 kpt=8

40

41 # minimizer log file

42 logfile = ’relax.log’

43

44 # vasp parameters

45 calc = Vasp(prec = ’Accurate’,

46 pp = ’pbe’,

47 istart=0,

48 ismear=0,

49 sigma=0.1,

50 lcharg=False,

51 lwave=False,

52 lreal = False,

53 lorbit=11,

54 encut = 400,

55 algo=’Normal’,

56 nelm=200,

57 ivdw=1,

58 ediff=1e-6,

59 ibrion=-1,

60 nsw=0,

61 nelmin=4,

62 ediffg=-0.01,

63 kpts = [kpt,kpt,kpt/2],

64 gamma=True)

65
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66

67 print("Volume Relaxation using ASE")

68 print("---------------------------")

69

70 ins= vp.read_vasp(ins_poscar)

71

72 initial_pos = ins.get_positions()

73 initial_vol = ins.get_volume()

74 formula = ins.get_chemical_formula()

75

76 print(’\n Initial volume: {:3.2f} A^3’.format(initial_vol))

77 print(’ Initial Positions: ’)

78

79 for p in initial_pos:

80 print(’ \t\t{}’.format(p))

81

82 traj_str = ’traj_{}_vol_relax.traj’.format(formula)

83

84 if path.isfile(logfile):

85 remove(logfile)

86 print(’\n Cleared logfile ({}).’.format(logfile))

87

88

89 # Generate cell configurations

90 in2 = ins.copy()

91

92 in2.set_calculator(calc)
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93

94 sf = ucf(in2)

95

96 bfgs = bfgs(sf, logfile=logfile)

97

98 traj = Trajectory(traj_str, ’w’, in2)

99

100 bfgs.attach(traj)

101

102 print(’\n Running optimizer...’)

103

104 bfgs.run(fmax=fmax, steps=steps)

105

106 print(’\n Optimizations done.’)

107

108 label_str = ’volume relaxed {}’.format(formula)

109 poscar_name = ’ase_{}_vol_relaxed.vasp’.format(formula)

110

111 vp.write_vasp(poscar_name, in2, label=label_str,

112 direct=False, sort=True, vasp5=True)

113

114 final_pos = in2.get_positions()

115 final_vol = in2.get_volume()

116

117 print(’\n Final volume: {:3.2f} A^3’.format(final_vol))

118 print(’ Final Positions: ’)

119
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120 for p in final_pos:

121 print(’ \t\t{}’.format(p))

122

123 diff_pos = final_pos - initial_pos

124

125 print(’\n Change in volume: {:3.2f} A^3’.format(final_vol-initial_vol))

126 print(’ Change in position: ’)

127

128 for p in diff_pos:

129 print(’ \t\t{}’.format(p))

130

131 print(’\n Stress on atoms in the final structure: ’)

132

133 final_stress = calc.read_stress()

134

135 print(’\t\t’, end=’’)

136 for s in final_stress:

137 print(’ {:2.2E}’.format(s), end=’’)

138

139 calc.clean()

140

141 print(’\n\n \t----- Done -----\n’)

The code above assumes the material is a bulk layered 2D material. For materials

that need incorporation of LDA+U parameters, the input parameters of the Vasp object

needs to be modified accordingly.
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B.3.2 Electronic structure calculation within PBE

After convergence and relaxation of a structure is to do electronic structure calcu-

lation using the relaxed structure and the converged parameters. For that, the first step is

to calculate the charge density with the converged parameters. For the following codes, it is

assumed that the relaxed structure is in 0.isif directory and the file is named CONTCAR.

The following code uses ASE to calculate the charge density of the structure. After the

calculation, the charge density file, CHGCAR is copied to 1.scf directory. The code reads,

Listing B.7: SCF calculation

1 ’’’ This script does SCF calculation for a given

2 structure.

3

4 Reads an input structure from the directory name

5 given as variable isif_dir

6 and then based on the input parameters, does SCF

7 calculation.

8

9 When the calculation is done, the output files

10 are stored in a directory name given as

11 scf_dir variable.

12

13 The files stored in the scf_dir are:

14 CHGCAR, OSZICAR, OUTCAR and vasp.out

15 ’’’

16

17
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18 import ase.io.vasp as vp

19 from ase.calculators.vasp import Vasp

20 from os import path, makedirs, rename, remove

21 from shutil import *

22 import subprocess

23

24 conv_kpt=[8,8,4]

25

26 scf_dir=’1.scf’

27

28 isif_dir=’0.isif’

29

30 calc = Vasp(prec = ’Accurate’,

31 pp = ’pbe’,

32 istart=0,

33 ismear=0,

34 sigma=0.1,

35 lwave=False,

36 lreal = False,

37 encut = 400,

38 algo=’Normal’,

39 nelm=100,

40 ediff=1e-8,

41 ibrion=-1,

42 nsw=0,

43 nelmin=4,

44 ediffg=-0.01,
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45 kpts = conv_kpt,

46 gamma=True)

47

48 print("\n-------------------------------------------")

49 print("SCF calculation of Heterostructure using ASE")

50 print("--------------------------------------------")

51

52 poscar_path=path.join(isif_dir,’CONTCAR’)

53 l_scf_dir= path.join(scf_dir)

54

55 if not path.exists(l_scf_dir):

56 makedirs(l_scf_dir)

57

58 b=vp.read_vasp(poscar_path)

59 in2 = b.copy()

60 in2.set_calculator(calc)

61

62 energy = in2.get_potential_energy()

63

64 fpath1 = ’{}/vasp.out’.format(l_scf_dir)

65 copyfile(’vasp.out’,fpath1)

66

67 fpath3 =’{}/OSZICAR’.format(l_scf_dir)

68 rename(’OSZICAR’,fpath3)

69

70 fpath4 =’{}/OUTCAR’.format(l_scf_dir)

71 rename(’OUTCAR’,fpath4)
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72

73 fpath5 =’{}/CHGCAR’.format(l_scf_dir)

74 rename(’CHGCAR’,fpath5)

75

76 print(’\n\n \t----- SCF Done -----\n’)

In a band structure calculation, the charge density is read from the SCF step and

the eigenvalues between high symmetry points. In the following code the charge density

file CHGCAR is copied from 1.scrf directory and used for band structure calculation. The

relaxed structure is read from 0.isif directory. For materials with commonly known

Brillouing zone, a string for the band structure calculation path and number of points for

the calculation is given. Alternatively a list of high symmetry points can also be given.

After the calculation, necessary files are copied in 2.ek directory.

Listing B.8: Band structure calculation

1 ’’’ This script calculates band structure for

2 a given structure. Uses converged charge density

3 from the SCF step for the calculation.

4

5 Reads an input structure from the directory name

6 given as variable isif_dir,

7 creates symlink of the CHGCAR file from ‘soc_scf_dir‘

8 and based on the input parameters, does band structure

9 calculation.

10

11
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12 The path for the band structure calculation

13 is given by ‘bs_str‘ assuming the Brillouin

14 zone is hexagonal. k-points per line is given

15 by ‘kp_per_line‘. The path for the band structure

16 is created accordingly.

17

18 When the calculation is done, the output files

19 are stored in a directory name given in ‘soc_ek_dir‘.

20

21 The files stored in the soc_ek_dir are:

22 vasprun.xml, OUTCAR and vasp.out.

23 ’’’

24

25 import ase.io.vasp as vp

26 from ase.calculators.vasp import Vasp

27 from os import path, makedirs, rename, remove,symlink

28 from ase.dft.kpoints import get_special_points, bandpath

29 import numpy as np

30 from shutil import *

31

32 kp_per_line=51 # points between two high symmetry points

33 bs_str = ’GMKG’ # band structure calculation path

34 soc_ek_dir=’2.ek’

35 soc_scf_dir=’1.scf’

36 isif_dir=’0.isif’

37

38 calc = Vasp(prec = ’Accurate’,
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39 pp = ’pbe’,

40 istart=0,

41 ismear=1,

42 sigma=0.1,

43 lwave=False,

44 lcharg=False,

45 lreal = False,

46 icharg=11,

47 lorbit=11,

48 encut = 550,

49 algo=’Normal’,

50 nelm=100,

51 ediff=1e-6,

52 ibrion=-1,

53 nsw=0,

54 nelmin=4,

55 ediffg=-0.01,

56 reciprocal=True,

57 )

58

59 print("\n-------------------------------------------")

60 print("E-k calculation of Heterostructure using ASE")

61 print("--------------------------------------------")

62

63

64 poscar_path=path.join(isif_dir,’CONTCAR’)

65 l_scf_dir= path.join(soc_scf_dir,’CHGCAR’)
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66 l_ek_dir=path.join(soc_ek_dir)

67

68 if path.islink(’CHGCAR’) or path.isfile(’CHGCAR’):

69 remove(’CHGCAR’)

70

71 symlink(l_scf_dir,’CHGCAR’)

72

73 if not path.exists(l_ek_dir):

74 makedirs(l_ek_dir)

75

76 b=vp.read_vasp(poscar_path)

77

78 in2 = b.copy()

79

80 points = get_special_points(’hexagonal’, in2.cell)

81 GMK = [points[k] for k in bs_str]

82

83 no_kpts=kp_per_line*(len(GMK)-1)

84

85 temp_kpts, x, X = bandpath(GMK, in2.cell, no_kpts)

86

87 del x

88 del X

89

90 final_shape = temp_kpts.shape

91

92 kpts=np.zeros((final_shape[0],4))
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93

94 wt = np.ones((no_kpts,1), dtype=np.float64)

95

96 kpts[:,:-1]=temp_kpts

97 kpts[:,-1:] = wt

98

99 del temp_kpts

100 del wt

101

102 calc.set(kpts=kpts,

103 )

104

105 in2.set_calculator(calc)

106

107 energy = in2.get_potential_energy()

108

109 fpath2 =’{}/vasprun.xml’.format(l_ek_dir)

110 rename(’vasprun.xml’,fpath2)

111

112 fpath1 = ’{}/vasp.out’.format(l_ek_dir)

113 copyfile(’vasp.out’,fpath1)

114

115 fpath4 =’{}/OUTCAR’.format(l_ek_dir)

116 rename(’OUTCAR’,fpath4)

117

118 calc.clean()

119
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120 print(’\n\n \t----- E-k Done -----\n’)

The density of states (DOS) calculation follow similar logic as band structure

calculation. The relaxed structure and charge density is read from 0.isif and 1.scf

directory, respectively. Only that in a DOS calculation, the calculation is done in a denser

grid of k-points. For this denser grid, the charge density is interpolated from the converged

charge density of the SCF calculation. Around the Fermi energy, the DOS is calculated

within a resolution of 1 meV. The energy window for the DOS calculation can be given

by the user. The DOS calculation needs careful verification of convergence for a number

of k-points grid. For each of the calculation, the script creates a directory name in the

form dos< number of kpoints in one direction>. For example, for a k-points grid of

24×24×24, the directory name will be dos24.

Listing B.9: Density of States calculation

1 ’’’ This script calculates DOS with LDA+U for

2 a given structure. Uses converged charge density

3 from the SCF step with SOC for the calculation.

4

5 Reads an input structure from the directory name

6 given as variable isif_dir,

7 creates symlink of the CHGCAR file from ‘sp_scf_dir‘

8 and based on the input parameters, does DOS

9 calculation.

10

11 When the calculation is done, the output files

12 are stored in a directory dos<number_of_kpoints>.
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13

14 The script read the Fermi level from

15 the OUTCAR of SCF directory which is

16 given as ‘soc_scf_dir‘. The DOS calculation is done

17 from ‘below_fermi‘ to ‘over_fermi‘ with the ‘resolution‘

18 given in meV.

19

20 The files stored in the dos<number_of_kpionts> are:

21 vasprun.xml, OUTCAR and vasp.out.

22 ’’’

23

24 import ase.io.vasp as vp

25 from ase.calculators.vasp import Vasp

26 from os import path, makedirs, rename, remove,symlink

27 import numpy as np

28 from shutil import *

29

30 # no of kpoints

31 kpoints=18

32

33 # value of dos minimum and maximum energy in eV.

34 below_fermi=3.5

35 over_fermi=2.5

36

37 # resolution of the DOS in meV

38 resolution = 1

39
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40 dos_kpt=[kpoints, kpoints, kpoints]

41

42 soc_scf_dir=’1.sp.scf’

43

44 isif_dir=’0.isif’

45

46 calc = Vasp(prec = ’Accurate’,

47 pp = ’pbe’,

48 istart=0,

49 ismear=-5,

50 lwave=False,

51 lcharg=False,

52 lreal = False,

53 icharg=11,

54 lorbit=11,

55 ncore = 11,

56 encut = 400,

57 algo=’Normal’,

58 nelm=100,

59 ediff=1e-6,

60 ibrion=-1,

61 nsw=0,

62 nelmin=2,

63 ediffg=-0.01,

64 reciprocal=True,

65 kpts = dos_kpt,

66 gamma=True,
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67 )

68

69 print("\n------------------------")

70 print("DOS calculation using ASE")

71 print("-------------------------")

72

73 E_f=None

74 for line in open(path.join(soc_scf_dir,’OUTCAR’),’r’):

75 if line.rfind(’E-fermi’) > -1:

76 E_f = float(line.split()[2])

77

78 if E_f is None:

79 raise ValueError(’Fermi value not found’)

80 else:

81 print(’\nFermi level is at {:2.2f}eV.’.format(E_f))

82

83

84 emin = E_f - below_fermi

85 emax = E_f + over_fermi

86 resolution = resolution/1000

87

88 nedos = int( ((emax-emin)/resolution) + 1)

89

90 print(’Running on {} points from {:2.2f}eV to {:2.2f}eV.’.format(nedos,emin,emax))

91

92 poscar_path=path.join(isif_dir,’CONTCAR’)

93

144



94 l_scf_dir= path.join(soc_scf_dir,’CHGCAR’)

95

96 if path.islink(’CHGCAR’) or path.isfile(’CHGCAR’):

97 remove(’CHGCAR’)

98

99 symlink(l_scf_dir,’CHGCAR’)

100

101 l_ek_dir=’dos{}’.format(kpoints)

102

103 if not path.exists(l_ek_dir):

104 makedirs(l_ek_dir)

105

106 b=vp.read_vasp(poscar_path)

107

108 in2 = b.copy()

109

110

111 calc.set(emin=emin,

112 emax=emax,

113 nedos=nedos,

114 )

115

116 in2.set_calculator(calc)

117

118 energy = in2.get_potential_energy()

119

120 fpath2 =’{}/vasprun.xml’.format(l_ek_dir)
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121 rename(’vasprun.xml’,fpath2)

122

123 fpath1 = ’{}/vasp.out’.format(l_ek_dir)

124 copyfile(’vasp.out’,fpath1)

125

126 fpath4 =’{}/OUTCAR’.format(l_ek_dir)

127 rename(’OUTCAR’,fpath4)

128

129 fpath4 =’{}/POTCAR’.format(l_ek_dir)

130 rename(’POTCAR’,fpath4)

131

132 calc.clean()

133

134 print(’\n\n \t----- DOS Done -----\n’)

B.3.3 Electronic structure calculations with HSE

A HSE calculation is usually done using wavefunctions of a SCF step. The follow-

ing code shows how python is used to do a HSE SCF calculation using wavefunctions of an

SCF calculation. Also the script stores the k-points of the irreducible Brillouin zone (IBZ)

in a text file that will be used for band structure calculation with HSE. The code reads,

Listing B.10: HSE SCF calculation

1 ’’’ This script does SCF calculation with SOC and

2 HSE for a given structure. Reads the wavefunctions

3 from the SCF calculation with SOC.

4
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5 Reads an input structure from the directory name

6 given as variable ‘isif_dir‘,

7 copies ‘WAVECAR‘ file from directory name given

8 as ‘soc_scf_dir‘ variable

9 and based on the input parameters, does SCF

10 calculation.

11

12 When the calculation is done, the output files

13 are stored in a directory name given as

14 ‘hse_scf_dir‘ variable. Also stores ‘k-points‘ and ‘weights‘

15 of the irreducible Brillouin zone in

16 ‘ibzkp.txt‘ and ‘ibzkp_wt.txt‘ files, respectively.

17 This is used later for band structure calculation with HSE.

18

19 Optionally it can process the ‘LOCPOT‘ file

20 to generate data for local potential plot.

21

22 The files stored in the ‘hse_scf_dir‘ are:

23 ‘CHGCAR‘, ‘OUTCAR‘, ‘vasp.out‘ and ‘WAVECAR‘

24 file which is required for HSE band structure

25 calculations.

26 ’’’

27

28 import ase.io.vasp as vp

29 from ase.calculators.vasp import Vasp

30 from os import path, makedirs, rename, remove

31 import subprocess
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32 import numpy as np

33 from shutil import copyfile

34

35 # initial moment

36 mom=1

37

38 conv_kpt=[6,6,1]

39

40 hse_scf_dir=’5.hse.scf’

41

42 soc_scf_dir=’3.soc.scf’

43

44 isif_dir=’0.isif’

45

46

47 calc = Vasp(prec = ’Accurate’,

48 xc = ’hse06’,

49 istart=1,

50 ismear=1,

51 sigma=0.1,

52 lcharg=False,

53 lreal = False,

54 encut = 400,

55 kpar=2,

56 nelm=150,

57 isym=0,

58 ediff=1e-6,
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59 ibrion=-1,

60 nsw=0,

61 nelmin=4,

62 ediffg=-0.01,

63 lhfcalc=True,

64 lsorbit=True,

65 hfscreen=0.2,

66 ialgo=53,

67 algo=’DAMPED’,

68 time=0.4,

69 precfock=’Normal’,

70 aexx=0.25,

71 lmaxmix=4,

72 nsim=4,

73 kpts = conv_kpt,

74 gamma=True)

75

76 print("\n-----------------------------------------------")

77 print("HSE-SCF calculation of Heterostructure using ASE")

78 print("------------------------------------------------")

79

80

81 hse_scf_dir_adr=path.join(hse_scf_dir)

82 relax_dir_adr=path.join(isif_dir)

83 scf_dir_adr=path.join(soc_scf_dir,’WAVECAR’)

84 poscar_path=path.join(isif_dir,’CONTCAR’)

85 het = vp.read_vasp(poscar_path)
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86 copyfile(scf_dir_adr,’WAVECAR’)

87 in2 = het.copy()

88 magmom=np.ones(len(in2)*3)*mom

89 calc.set(magmom=magmom)

90 in2.set_calculator(calc)

91 energy = in2.get_potential_energy()

92

93 ibzkp_wts=calc.get_k_point_weights()

94 ibzkp=calc.get_ibz_kpoints()

95

96 if not path.exists(hse_scf_dir_adr):

97 makedirs(hse_scf_dir_adr)

98

99 ibzkp_str=path.join(hse_scf_dir_adr,’ibzkp.txt’)

100 ibzkp_wt_str=path.join(hse_scf_dir_adr,’ibzkp_wt.txt’)

101 np.savetxt(ibzkp_str,ibzkp)

102 np.savetxt(ibzkp_wt_str,ibzkp_wts)

103

104 fpath1 = ’{}/vasp.out’.format(hse_scf_dir_adr)

105 rename(’vasp.out’,fpath1)

106

107 fpath4 =’{}/OUTCAR’.format(hse_scf_dir_adr)

108 rename(’OUTCAR’,fpath4)

109

110 fpath4 =’{}/WAVECAR’.format(hse_scf_dir_adr)

111 rename(’WAVECAR’,fpath4)

112
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113 calc.clean()

114

115 print(’\n\n \t----- Done -----\n’)

The band structure calculation with HSE is done using the wavefunctions for the

HSE SCF calculation. For this calculation the k-points needs to have the IBZ k-points

first and the k-points of along the high-symmetry points appended after that. The script

reads the IBZ k-points of the HSE SCF calculation and adds the high symmetry points as

discussed in the band structure calculation earlier.

Listing B.11: HSE band structure calculation

1 ’’’ This script calculates band structure with SOC and HSE for

2 a given structure. Uses converged charge density

3 from the SCF step with SOC for the calculation.

4

5 Reads an input structure from the directory name

6 given as variable ‘isif_dir‘,

7 creates symlink of the ‘WAVECAR‘ file from ‘hse_scf_name‘,

8 and based on the input parameters, does band structure

9 calculation.

10

11 The ‘k-points‘ for the irreducible Brillouin zone (IBZ)

12 is read from ‘hse_scf_name‘ directory and added

13 to the ‘KPOINTS‘ file.

14

15 The path for the band structure calculation

16 is given by ‘bs_str‘ assuming the Brillouin
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17 zone is hexagonal. ‘k-points‘ per line is given

18 by ‘kp_per_line‘. These ‘k-points‘ are appended

19 after the ‘k-points‘ of the IBZ.

20

21 When the calculation is done, the output files

22 are stored in a directory name given in ‘soc_ek_dir‘.

23

24 The files stored in the ‘soc_ek_dir‘ are:

25 ‘vasprun.xml‘, ‘OUTCAR‘ and ‘vasp.out‘.

26 ’’’

27

28 import ase.io.vasp as vp

29 from ase.calculators.vasp import Vasp

30 from os import path, makedirs, rename, remove, symlink

31 from ase.dft.kpoints import get_special_points, bandpath

32 import subprocess

33 import numpy as np

34 from shutil import copyfile

35

36 kp_per_line=51

37 bs_str = ’GMKG’

38

39 # initial moment

40 mom=1

41

42 hse_ek_name=’6.hse.ek’

43 hse_scf_name=’5.hse.scf’
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44 relax_name=’0.isif’

45

46 calc = Vasp(prec = ’Accurate’,

47 xc = ’hse06’,

48 istart=1,

49 ismear=0,

50 sigma=0.1,

51 lcharg=False,

52 lwave=False,

53 lreal = False,

54 lorbit=11,

55 algo=’All’,

56 kpar=4,

57 nelm=150,

58 ncore=24,

59 nbands=50,

60 isym=0,

61 ediff=1e-6,

62 ibrion=-1,

63 nsw=0,

64 nelmin=4,

65 ediffg=-0.01,

66 lsorbit=True,

67 lhfcalc=True,

68 hfscreen=0.2,

69 time=0.4,

70 precfock=’Normal’,
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71 aexx=0.25,

72 lmaxmix=4,

73 nsim=4,

74 reciprocal=True)

75

76 print("\n----------------------------------------------")

77 print("HSE-Ek calculation of Heterostructure using ASE")

78 print("-----------------------------------------------")

79

80 hse_ek_dir=path.join(hse_ek_name)

81 hse_scf_dir=path.join(hse_scf_name)

82 relax_dir_adr=path.join(relax_name)

83 poscar_str= path.join(relax_dir_adr,’CONTCAR’)

84 het = vp.read_vasp(poscar_str)

85 in2 = het.copy()

86 ibzkp_str=path.join(hse_scf_dir,’ibzkp.txt’)

87 ibzkp_wt_str=path.join(hse_scf_dir,’ibzkp_wt.txt’)

88 ibzkp=np.loadtxt(ibzkp_str)

89 ibzkp_wt=np.loadtxt(ibzkp_wt_str)

90 kpts1=np.zeros((len(ibzkp),4))

91 kpts1[:,:-1] = ibzkp

92 kpts1[:,-1:] = ibzkp_wt.reshape(len(ibzkp_wt),1)

93

94 del ibzkp

95 del ibzkp_wt

96

97 points = get_special_points(’hexagonal’, in2.cell)
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98 GMK = [points[k] for k in bs_str]

99 no_kpts=kp_per_line*len(GMK)

100 temp_kpts, x, X = bandpath(GMK, in2.cell, no_kpts)

101

102 del x

103 del X

104

105 temp_shape = temp_kpts.shape

106 kpts2=np.zeros((temp_shape[0],4))

107 wt = np.zeros((no_kpts,1), dtype=np.float64)

108 kpts2[:,:-1]=temp_kpts

109 kpts2[:,-1:] = wt

110 kpts=np.vstack((kpts1,kpts2))

111

112 del kpts2

113 del temp_kpts

114 del wt

115

116 magmom=np.ones(len(in2)*3)*mom

117 calc.set(kpts=kpts,

118 magmom=magmom,

119 )

120

121 wcar_dir=path.join(hse_scf_dir,’WAVECAR’)

122

123 if path.islink(’WAVECAR’):

124 remove(’WAVECAR’)
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125

126 symlink(wcar_dir,’WAVECAR’)

127 in2.set_calculator(calc)

128 energy = in2.get_potential_energy()

129

130 if not path.exists(hse_ek_dir):

131 makedirs(hse_ek_dir)

132

133 fpath1 = ’{}/vasp.out’.format(hse_ek_dir)

134 rename(’vasp.out’,fpath1)

135

136 fpath4 =’{}/OUTCAR’.format(hse_ek_dir)

137 rename(’OUTCAR’,fpath4)

138

139 fpath4 =’{}/vasprun.xml’.format(hse_ek_dir)

140 rename(’vasprun.xml’,fpath4)

141

142 calc.clean()

143

144 print(’\n\n \t----- Done -----\n’)

B.3.4 Nudged elastic band (NEB) calculations

The nudged elastic band (NEB) calculation using VASP requires an initial and

final structure. The calculation needs an initial and final structure structure. A script

provided by Henkelman group can be used to create images in between the initial and final

structure. Each of these images need to be put in a different directory. These steps need
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to be done before the calculation is started. The script below can do all the steps before

the calculation given the name of the initial and final structure and the number of images

to create in between. This script assumes that the scripts provided by Henkelman group is

added to the PATH variable.

Listing B.12: Nudged elastic band calculation

1 ’’’ This script does nudged elastic band (NEB) calculation.

2

3 Reads the initial and final structure from ‘initial‘ and

4 ‘final‘, creates ‘nimages‘ number of intermediate images

5 using ‘nebmake.pl‘ provided by VTST package and runs

6 NEB calculation from the given input parameters.

7

8 Uses the default NEB module of vasp.

9

10 Also creates some dummy files to avoid errors.

11 ’’’

12

13 from ase.calculators.vasp import Vasp

14 import ase.io.vasp as vp

15 from ase.io import *

16 import subprocess

17 from shutil import *

18 from os import path

19

20 # dummy structure ot run vasp

21 dummy = vp.read_vasp(’start.vasp’)
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22

23 # converged kpoints for the structure

24 conv_kpt=[2, 2, 1]

25

26 # number of images

27 nimages=7

28

29 # initial and final POSCAR name

30 initial=’start.vasp’

31 final=’end.vasp’

32

33 # summary file name

34 neb_summary_str=’summary_neb.txt’

35

36 # vasp parameters

37 calc1 = Vasp(prec = ’Accurate’,

38 pp = ’pbe’,

39 istart=0,

40 ismear=1,

41 sigma=0.1,

42 lcharg=False,

43 lwave=False,

44 lreal = ’Auto’,

45 lorbit=0,

46 images=nimages,

47 lclimb=True,

48 spring=-5,
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49 encut = 450,

50 algo=’Normal’,

51 nelm=80,

52 ediff=1e-6,

53 ibrion=3,

54 potim=0,

55 iopt=1,

56 nsw=150,

57 nelmin=4,

58 ediffg=-0.05,

59 kpts = conv_kpt,

60 gamma=True)

61

62 print("\n------------------------")

63 print("NEB calculation using ASE")

64 print("-------------------------")

65

66 fl=open(neb_summary_str,’w’)

67 fl.write(’{:10s} {:12s} {:15s}\n’.format(’Image’, ’Energy (eV)’,’Barrier (eV)’))

68

69 cmd1=[’nebmake.pl’, initial, final, str(nimages)]

70 print(’\n\n’)

71

72 subprocess.call(cmd1)

73

74 copyfile(initial,’CONTCAR’)

75 copyfile(’outcar.start’, ’OUTCAR’)
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76

77 fpath1 = path.join(’00’,’OUTCAR’)

78 copyfile(’outcar.start’,fpath1)

79

80 fpath2 = path.join(’{:02d}’.format(nimages+1),’OUTCAR’)

81 copyfile(’outcar.end’,fpath2)

82

83 dummy.set_calculator(calc1)

84 dummy.get_potential_energy()

85

86 for i in range(nimages+1):

87

88 outcar_path = path.join(’{:02d}’.format(i), ’OUTCAR’)

89 pot_en = read(outcar_path).get_potential_energy()

90

91 if i == 0:

92 pot_0 = pot_en

93

94 fl.write(’ {:3d} {:15.4f} {:12.3f}\n’.format(i, pot_en, pot_en-pot_0))

95

96 calc1.clean()

97 fl.close()

98

99 print(’---- NEB DONE ----’)

In rare cases, an NEB calculation needs to be restarted. The following script

automates the process of restarting an NEB calculation.
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1 ’’’ This script restarts nudged elastic band (NEB) calculation.

2

3 In case the NEB calculation is not converged,

4 this script restarts the calculation.

5

6 The ‘nimages‘ needs to be the same as the initial

7 NEB calculation.

8

9 Also creates some dummy files to avoid errors.

10 ’’’

11

12 from ase.calculators.vasp import Vasp

13 import ase.io.vasp as vp

14 from ase.io import *

15 import subprocess

16 from shutil import *

17 from os import path

18

19 # dummy structure of run vasp

20 dummy = vp.read_vasp(’start.vasp’)

21

22 # converged kpoints for the structure

23 conv_kpt=[2, 2, 1]

24

25 # number of images

26 nimages=6

27
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28 # summary file name

29 neb_summary_str=’summary_neb.txt’

30

31 # vasp parameters

32 calc1 = Vasp(prec = ’Accurate’,

33 pp = ’pbe’,

34 istart=0,

35 ismear=1,

36 sigma=0.01,

37 lcharg=False,

38 lwave=False,

39 lreal = ’Auto’,

40 lorbit=0,

41 images=nimages,

42 lclimb=True,

43 spring=-5,

44 encut = 550,

45 algo=’Normal’,

46 nelm=80,

47 ediff=1e-6,

48 ibrion=3,

49 potim=0,

50 iopt=7,

51 nsw=350,

52 nelmin=4,

53 ediffg=-0.01,

54 kpts = conv_kpt,
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55 gamma=True)

56

57 print("\n------------------------")

58 print("NEB calculation using ASE")

59 print("-------------------------")

60

61 for i in range(1,nimages):

62

63 this_dir=’{:02d}’.format(i)

64

65 contcar_str=path.join(this_dir, ’CONTCAR’)

66 poscar_str=path.join(this_dir, ’POSCAR’)

67

68 copyfile(contcar_str, poscar_str)

69 copyfile(contcar_str, ’contcar.{}’.format(i))

70

71

72 fl=open(neb_summary_str,’w’)

73 fl.write(’{:10s} {:12s} {:15s}\n’.format(’Image’, ’Energy (eV)’,’Barrier (eV)’))

74

75 fpath1 = path.join(’00’,’OUTCAR’)

76 copyfile(’outcar.start’,fpath1)

77

78 fpath2 = path.join(’{:02d}’.format(nimages+1),’OUTCAR’)

79 copyfile(’outcar.end’,fpath2)

80

81 vp.write_vasp(’CONTCAR’,dummy, vasp5=True)
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82 copyfile(’outcar.start’, ’OUTCAR’)

83

84 dummy.set_calculator(calc1)

85 dummy.get_potential_energy()

86

87

88 for i in range(nimages+1):

89

90 outcar_path = path.join(’{:02d}’.format(i), ’OUTCAR’)

91 pot_en = read(outcar_path).get_potential_energy()

92

93 if i == 0:

94 pot_0 = pot_en

95

96 fl.write(’ {:3d} {:15.4f} {:12.3f}\n’.format(i, pot_en, pot_en-pot_0))

97

98 calc1.clean()

99 fl.close()

100

101 print(’---- NEB (restart) DONE ----’)

B.3.5 Adsorption energy calculations

Adsorption energy calculations involve ground state energy calculation for initial

and final state. The following script calculates adsorption energy of B in different adsorption

sites of a Ni [111] surface. The ground state energy of each structure is tabulated in a

summary file. This summary file can be read and used to calculate the adsorption energy.
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Listing B.13: Adsorption energy of boron on Ni 111 surface.

1 ’’’ This script does surface relaxation of B/N atom

2 on different sites of a metal 111 surface (i.e. Cu/Co/Ni)

3

4 This script puts an interstitial C atom on the octahedral site close to

5 the 111 surface then relaxes the B/N atom on different sites.

6

7 The ‘sup_size‘ variable defines the supercell size and the

8 ‘z_layers‘ defines the number of layers. For example ‘sup_size‘

9 and ‘z_layers‘ as 4 and 4 denotes a surface supercell of

10 size 4x4x4.

11

12 ‘int_dist‘ is the distance between the adsorotion atom

13 and the top of the surface.

14

15 ‘int_c‘ is a boolean flag to define whether the interstitial

16 C atom will be there or not.

17

18 ‘add_bn‘ defines the symbol of the adsorption atom.

19

20 ‘run_flag‘ defines calculation for which site is to be run.

21

22 ‘sites‘ list defines the adsorption sites of a 111 surface.

23

24 The final energies are tabulated in a file defined by

25 ‘out_summary‘. Functions ‘check_convergence‘, ‘calc_binding_energy‘

26 and ‘get_distance‘ found in ‘utility_functions.py‘ can be used
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27 to extract binding energy of the sites.

28

29 All the relaxed structure along with vasp.out and OUTCAR

30 files are copied into ‘data-dir‘ with file name

31 <site_name>.<file_name>

32

33 ’’’

34

35 from ase.build import fcc111,add_adsorbate

36 from ase import Atoms as at

37 import ase.io.vasp as vp

38 from ase.constraints import FixAtoms, FixedPlane, FixedLine

39 import numpy as np

40 from os import path, makedirs, rename, remove, getcwd

41 from ase.calculators.vasp import Vasp

42 from shutil import *

43 from os import path, remove, rename

44

45

46 # input: how many layers of the surface in the z direction?

47 sup_size=4

48 z_layers=4

49 relax_n_layers=2 # how many layers to fix

50 m_ind=0 # index of the adsorbate atom to set

51 int_dist=1.5

52 int_c=False

53 add_bn=’B’
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54 sp_a = 3.5204 # lattice constant in Angstrom

55 conv_kpt=[6, 6, 1]

56 run_flag=[1, 1, 1, 1]

57 sites=[’ni-surf’,’fcc’,’hcp’,’ontop’]

58 out_summary=’bn_summary.txt’

59 data_dir=’data’

60

61

62 print(’\n------------------------------------------------------’)

63 print(’ Calculation of interlayer distance for binding energy’)

64 print(’ Written by: Protik Das ’)

65 print(’------------------------------------------------------\n\n’)

66

67 print(’ Sites {}’.format(sites))

68 print(’ Run flag {}’.format(run_flag))

69

70 if not path.exists(data_dir):

71 makedirs(data_dir)

72

73 if not path.isfile(out_summary):

74 fl=open(out_summary,’w’)

75 fl.write(’{:10s} {:10s}\n’.format(’Config’, ’Energy (eV)’))

76 else:

77 fl=open(out_summary,’a’)

78

79 bot_111 = fcc111(’Ni’, size=(sup_size,sup_size,z_layers), a=sp_a, vacuum=15.0) # create

surface with a n X n X n supercell
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80

81 bot_111.wrap()

82

83 cell = bot_111.get_cell()

84

85 for id,site in enumerate(sites):

86

87 if run_flag[id]==1:

88

89 print(’\n\n Running for \’{}\’ site.\n’.format(site))

90

91 calc = Vasp(prec = ’Accurate’,

92 pp = ’pbe’,

93 istart=0,

94 ismear=1,

95 sigma=0.05,

96 lcharg=False,

97 lwave=False,

98 lreal = ’Auto’,

99 encut = 550,

100 algo=’Normal’,

101 ediff=1e-6,

102 ibrion=1,

103 nsw=350,

104 nelmin=4,

105 nelm=80,

106 ediffg=-0.01,
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107 isif=2,

108 kpts = conv_kpt,

109 gamma=True)

110

111 interface = bot_111.copy()

112

113 if site != ’ni-surf’ :

114 add_adsorbate(interface, add_bn, height=int_dist, position=site)

115

116

117 if int_c:

118 add_adsorbate(interface, ’C’, -1.05, position=’fcc’)

119

120 mask = [atom.tag > relax_n_layers for atom in interface]

121 fixlayers = FixAtoms(mask=mask)

122 interface.set_constraint(fixlayers)

123

124 vp.write_vasp(’temp1.vasp’, interface, label=’Ni (111) surface’, direct=True, sort=

True, vasp5=True)

125 in2 = vp.read_vasp(’temp1.vasp’)

126

127 in2.set_calculator(calc)

128

129 energ1 = in2.get_potential_energy()

130

131 fpath1 = path.join(data_dir,’{}.vasp.out’.format(site))

132 fpath2 = path.join(data_dir, ’{}.OUTCAR’.format(site))
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133 fpath3 = path.join(data_dir, ’{}.CONTCAR.vasp’.format(site))

134

135 copyfile(’vasp.out’, fpath1)

136 rename(’OUTCAR’, fpath2)

137 rename(’CONTCAR’,fpath3)

138

139 fl.write(’ {:9} {:9.4f}\n’.format(site, energ1))

140 print(’ {:9} {:9.2f}eV’.format(site,energ1))

141

142 fl.flush()

143

144 print(’\n Finished running for {} site.’.format(site))

145

146 fl.close()

147

148 calc.clean()

149

150 print(’ done.’)
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Appendix C

LATTE lab infrastructure

administration

LATTE lab has a state of the art compute server, which is named Excelso. The

user data is stored in a file server named Calypso. Along with the user data, the file server

also hosts cluster monitoring service ganglia and LDAP server that is used to manage user

accounts.

C.1 Servers

C.1.1 Calypso

Calypso is the file server that hosts user data. The operating system of Calypso

is FreeBSD which is in a 400 GB SSD. Externally url of calypso is http://calypso.engr.

ucr.edu/ and internal url is calypso.lan. The file system of Calypso is ZFS. Within this file

system, the whole hard disk space is considered to be in a pool. The pool that stores all
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data is named data. The ZFS file system pulls drive space as needed. The ZFS storage is

configured by a tool named zpool. To check the status of zpool, the following command

can be used.

1 # zpool status

For listing basic ZFS information the command zfs list can be used. In ZFS

partitions are called data set. This command list all available data set with snapshots. A

hidden directory name .zfs stores all the snapshots. The configuration file of ZFS screenshot

is zfs-snapshot-mgmt.conf in directory /usr/local/etc. This configuration file can be used

to configure the screenshots. To create a new partition with ZFS the following command

can be used,

1 $ zfs create data/test

To delete an existing partion,

1 $ zfs destroy data/test

Checking of a ZFS file system for data integrity is called data scrubbing. The pool

is needed to scrub once in a while which is done by doing,

1 $ zpool scrub <pool name>

There are two scripts named zp checkpool and zp scrub data in the cluster-scripts

directory. The first one checks if all the pools are healthy for each 6 hours through a cron-

job. If not, it sends an email to admins. The second script scrubs the pool every Sunday

at 12AM through another cronjob. Currently it’s done once every week. The scrubbing

process reduces the performance of zpool. Hence running it during a job which is doing

heavy reading and writing may add additional delay for reading and writing operations
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at the file server. For the redundancy at a lower level, the file system is configured with

RAID-Z2 which doubles the parity structure to achieve results similar to RAID 6.

C.1.2 Excelso

The compute cluster of LATTE lab, Excelso is equipped with 12 worker nodes.

Each of these worker nodes contains two AMD Opteron 6320 8-Core CPU processor on a

Tyan S8230GM4NR EATX Opteron Server mainboard. Each processor has clock speed of

2.8GHz with L3 cache memory of 16 MB. These 12 nodes are connected together through a

smart Gigabit switch with CAT-6 cables. Each worker node has its own 128GB Solid State

Drive (SSD) storage for scratch space. The head node is equipped with the same AMD

Opteron processor with 1TB of SSD with 4TB of HDD storage.

Excelso is mounted using a program named autofs. It is used for automatically

mounting directories on an as-needed basis. Auto-mounts are mounted only as they are

accessed, and are unmounted after a period of inactivity. The program automount is used

to configure a mount point for autofs. When autofs is started, an automount daemon is

spawned for each map. Auto-mount or auto-mounting refers to the process of automatically

mounting filesystems. autofs is the program which controls the operation of the automount

daemons. The file auto.master at /etc is the master configuration file for autofs. Also the

files auto.home and auto.software contains configurations for mounting respectively the

home directory and the softwares directory.

The softwares directory contains the necessary softwares are located. For exam-

ple, the directory /clusters/armadillo contains Armadillo C++ linear algebra library.

The IDEs folder contains netbeans IDE. The folder boost contains boost v1.53 which is a
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collection of libraries. It also has several libraries for MPI and mathematics like mkl and

acml. Also amd folder contains open 64 which is a compiler system for high performance,

production quality code generation tool designed for high performance parallel computing

workloads in servers that has AMD processors.

The directory cluster-scripts contains customized scripts. These scripts can

be used for various administrative purposes. For example, nodesup can be used to get a list

of working nodes, nodesdown for the opposite, nreboot for rebooting the nodes, nshutdown

for shutting down all the nodes, ncp for copying file to all nodes.

C.2 Services

C.2.1 Ganglia

Ganglia (http://ganglia.info/) is the monitoring tool used for the clusters. It

has three components: web, gmetad & gmond. The gmetad service is on Calypso that waits

for information to be sent to it from the nodes. The gmond service is in head node of Excelso.

It collects information running on all of the nodes along with the head node itself. The

configuration file for gmetad.conf is located in /usr/local/etc/gmetad.conf directory

of Calypso. Also configuration file for nodes is in /etc/ganglia/gmond.conf. In order to

restart Ganglia gmond service on head nodes must be restarted first using the following

command

1 $ service gmond restart

Then each nodes of Excelso using the script nrestartGanglia.
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C.2.2 SLURM

Slurm (https://computing.llnl.gov/linux/slurm/) is the utility used in Ex-

celso for job processing and control. Slurm restricts access to the compute nodes to only

those users who have a job allocated to that node. This is controlled by a pam module

called pam slurm.so and is used in /etc/pam.d/system-auth on the compute nodes.

General Maintenance

The most common tasks for administering slurm are “draining” a node so that

maintenance may be performed on it. This usually means changing a node’s state to

DOWN. To “drain” a node, an utility named scontrol is used. For unresponsive nodes,

the command nodesup can be used to the node is up or not. Then the command below

configurations accessible for each node to the slurm service.

1 $ scontrol show nodes

Most important thing of the output is the state. The states may be IDLE/allocated/mixed/down/down*.

If there is any error, debugging can be started from here. After troubleshooting the state

of the node, the state of the node needs to be updated manually. It can be done by:

1 $ scontrol update node=e4 state=IDLE

If the above command doesn’t work, the slurm service in all nodes need to be

restarted. To restart slurm in slave nodes the script nrestartSlurm can be used. For

restarting slurm in the head node, the following command can be used.

1 $ service slurm restart
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To see a listing of currently running jobs, command squeue can be used, To see

slurm queue for a particular user, squeue -u username is used, to cancel a job scancel

JOBID can be used. To know detail about running jobs or a particular job not behaving

properly, scontrol show jobs is useful. To debug slurm, slurm.conf file at /etc/slurm

at Excelso can be updated. Editing slurmdDebug line in the configuration file increases

verbosity of the slurm log. For example, slurmdDebug = 2 ouputs more information to the

log file. The slurm configuration file needs to be same in all worker nodes along with the

head node. After any modification, the configuration file can be copied to all worker nodes

by,

1 $ ncp /etc/slurm/slurm.conf /etc/slurm/slurm.conf

After copying the configuration files, the slurm service needs to be restarted.

1 $ service slurm restart

To cancel bulk jobs, for example, to cancel all jobs by any particular user with

particular state (RUNNING/PENDING) the following command is used.

1 $ scancel --state=<state> --user=<username>

C.3 Maintenance

C.4 User Accounts

User accounts are managed by an Lightweight Directory Access Protocol (LDAP)

server using OpenLDAP (http://www.openldap.org/). It is managed via a web interface

provided by LDAP Account Manager (LAM, http://www.ldap-account-manager.org/).
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This interface may be accessed via https://calypso.engr.ucr.edu/lam/. Configuration

files for LDAP is located at /usr/local/etc/openldap /ldap.conf in Calypso.

C.4.1 Adding a user account

For a new user, an user account needs to be created. The first step is to login into

the LAM webpage. The security exception warning can be ignored. As the SSL certificate

is generated locally, hence the warning. To add a new user, click on New user. On the

Personal tab put First name and Last name. Then in the Unix tab put new user in “latte”

primary group. And then to allow him to do ssh, click on edit groups and add him to

”sshAllowed” group. For a new system administrator, add him to “wheel” group. Then

click on the Set password button. Allow him to provide his password and new users part

is done.

After creating a user, some files are needed to be put into users account man-

ually. For this, log into calypso as root. Some common cluster files are located at:

/usr/local/cluster-scripts/. Run the script createHomeDir followed by the username.

It will copy all the necessary files & set the Home directory quota. Example of running the

script is:

1 $ ./createHomeDir username

C.4.2 Editing a User Account

Editing a user is similar to creating a new one, except that the account already

exists. After logging into the LAM webpage, click the edit icon (icon with sheet of paper

with a pencil) next to their account on the users account page. Then make the changes
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required and save the account.

C.4.3 Deleting a User Account

Deleting an account is usually a bad idea. If one must, simply delete icon next to

the user’s account can be used. A better idea, however, is to simply lock the account. This

may be done in two ways: disallow SSH access and lock the password. Disallowing SSH

access is done by removing the user from the sshAllowed group). To lock the password,

edit the user account and click the ”Lock password” button. Re-enabling a user’s account

is as simple as re-adding them to the sshAllowed group, or unlocking their password if the

password was locked.

C.5 Website Administration

The LATTE webpage is hosted on server Supremo. The webpage is managed by

a wordpress installation.

C.5.1 CMS Administration

The CMS for the website is wordpress. The theme used for the website is named

Graphene. Themes and plugins all are customized for better performance.

C.5.2 Backup before Updating CMS

A copy should be made before updating wordpress. Copying the latte folder of

www folder inside apache installation will do.
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C.5.3 Server Administration

The web server is hosted at Supremo. It’s boot partition are four way mirrored. All

of them have mirrors. So if three of them are down, still it can be booted without loosing

any information. Root also have four hard drives. Each hard drive have it’s own root

partition. Each partition has root, boot and swap. Each boot and root are mirrored and

each has swap partitons. The file systems table configuration file is located at /etc/fstab.

The webserver is run by FreeBSD operating system. The Apache and MySQL server are

running inside two separate jails. Even root access into a particular jail cannot give access

to the core operating system. It only gives access to allowed partition. The server has

its own firewall (pf) as well. Jail named LATTEWEB runs the apache server and the jail

LATTEDATABASE runs the mysql database. There are some other jails which can be used for

development purpose. To see a list of running jails use ezjail-admin list can be used.

The command ezjail-admin is the tool used for jail administration. These jails physically

resides in /usr/jails directory. For logging in to any jail the following command can be

used.

1 $ ezjail-admin console jailname

Server configuration file for apache is named httpd.conf which is located at

/usr/local/etc/. For testing purpose virtual host can be configured. Virtual host can

be configured from /usr/local/etc/apache22/extra/httpd.vhost.conf. Also the word-

press configuration file wp-config.php is in directory /srv/http/latte. For new users a

jail can be made. To access database for the site, ezjail-admin console LATTEDATABASE

can be used. The mysql installation accepts connection only from the jail system. To access
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mysql mysql -u root -p can be used.

Backing up Jails

The jails should be backed up time to time. Previous backups are in the directory

/backup/jails. This is the default directory for backup. For backing up a jail, first the

jail is needs to be stopped. It can be done using the following command,

1 $ ezjail-admin stop LATTEWEB/LATTEDATABASE

Then the command below archives the jail.

1 $ ezjail-admin archive LATTEWEB/LATTEDATABASE

After archiving, a jail can be started using,

1 $ ezjail-admin start LATTEWEB/LATTEDATABASE

An archived jail can be restored using the following command,

1 $ ezjail-admin restore LATTEWEB/LATTEDATABASE
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