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Abstract

Plants on the move:
the biogeography of dispersal and persistence under climate change

by

Matthew M. Kling

Doctor of Philosophy in Integrative Biology

University of California, Berkeley

Professor David Ackerly, Chair

This dissertation explores how climate shapes plant biogeography, and the implications for
plant vulnerability in the face of ongoing climate change. Climate structures plant biodi-
versity patterns across biotic scales ranging from genes to species to biomes, not only by
influencing plant physiology and its many downstream effects, but also by influencing plant
movement through the transport of seeds, pollen, and spores by wind. Understanding these
phenomena is a core goal in plant ecology, and has become an increasingly urgent societal
priority as accelerating anthropogenic climate change threatens biodiversity and ecosystem
services across the world. Focusing on large spatial scales, this dissertation research inves-
tigates three connected facets of climate biogeography. The three chapters proceed down a
hierarchy of concepts, each focusing more narrowly and deeply on one aspect of the preceding
chapter; the focal level of biotic organization narrows in tandem, beginning with a study of
vegetation formations in the first chapter and ending with an analysis of genetic loci in the
third. Chapter 1 begins broadly, developing a framework for integrating three previously
separate paradigms of ecological vulnerability to climate change, and using this framework
in a large-scale spatial analysis of vegetation vulnerability across the western US. Chapter 2
focuses on one of these three paradigms, spatial novelty, which addresses dispersal limitation
under climate change. Many plant species disperse by wind, and this new conceptual and
modeling work provides the first global assessment of how wind patterns may shape range
shifts and gene flow as climate warms. In chapter 3, this focus on wind dispersal is further
narrowed to an investigation of wind’s role in shaping landscape genetic patterns in trees.
This study reanalyzes population genetic data from more than a hundred tree species world-
wide using the wind connectivity models developed in chapter 2, and shows for the first time
that wind shapes directional gene flow, genetic differentiation, and genetic diversity. In sum,
these analyses each advance our understanding of how climate influences basic spatial ecol-
ogy, while also developing concepts and tools that may help land managers and conservation
practitioners hone strategies for adaptation to global environmental change.
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Introduction

Plants are on the move. Driven by accelerating rates of contemporary climate change and
other human environmental modifications, shifts in the geographic distribution of biodiver-
sity at every level, from genes to species to biomes, are becoming pervasive (Parmesan &
Yohe, 2003; Scheffers et al., 2016; Wiens, 2016). There is broad agreement that the global
biodiversity landscape will look dramatically different in a century’s time, but much less
agreement on the ways in which those differences will manifest. To date, available models
explain only a small fraction of the variation in observed biogeographic responses to climate
change (Buckley & Kingsolver, 2012; Rumpf et al., 2019). There is much room for im-
provement in our understanding of the spatial ecology of climate change, and narrowing this
uncertainty is important not just for basic science but for guiding applied efforts to manage
and mitigate biodiversity loss. This dissertation explores a series of new concepts about how
global climate dynamics shape large-scale biodiversity patterns in plants.

All biodiversity dynamics result from the interplay of four fundamental processes: mu-
tation, selection, migration, and drift. The study of these processes and their interactions
is the heart of disciplines across all of ecology and evolution (Vellend, 2020), including the
field of global change biology. Global change biology in plants is shaped particularly strongly
by selection and migration, which correspond to the two main ways that climate influences
plants: by shaping fitness through its effects on plant physiology, and by shaping dispersal
through wind transport of pollen and seeds.

Each of the three chapters in this dissertation examines a different aspect of the balance
between selection and migration. Each study is focused on large-scale spatial ecology, and
thus on higher-level patterns that emerge from fine-scale eco-evolutionary processes. While
the spatial scale of all these studies is large, the three chapters span a range of conceptual
scopes from broad to narrow, and a range of levels of biotic organization from biomes to
genotypes.

Chapter 1 (Kling et al., 2020) focuses on three conceptual models—niche novelty, tem-
poral novelty, and spatial novelty—that each make different assumptions about the relative
importance of selection versus migration in shaping contemporary patterns of species distri-
butions and their responses to climate change. These three paradigms have developed largely
separately in the literature, and they are integrated and compared here for the first time in
a framework for understanding how multidimensional novelty space shapes vulnerability to
climate change. In a large spatial data analysis of roughly a hundred vegetation types across
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the western United States, these three axes of climate novelty are shown to yield distinct
predictions of vulnerability based on recent climate change patterns. It is proposed that
considering these three novelty axes jointly could help to guide climate adaptation efforts
by land managers, and could help to explain variation in observed ecological responses to
climate change.

Chapter 2 (Kling & Ackerly, 2020) focuses more narrowly on one of these three paradigms,
spatial novelty. The spatial novelty concept represents dispersal limitation under climate
change. While migration of genes and species is an essential component of adaptation to
climate change, most biogeographic forecasts of climate change vulnerability in plants focus
entirely on selection landscapes using tools like climatic niche models, ignoring their interac-
tions with migration landscapes. Many plants have seeds and pollen dispersed by wind, but
few tools have been available to model spatially explicit wind migration landscapes. This
study introduces a new method for using meteorological data to model migration potential
via wind dispersal, and integrates it with data on future climate change to assess how wind
patterns will affect the ability of wind-dispersed organisms in different places to track suit-
able conditions as climate warms. This analysis is one of the first to explore the potential
implications of wind geography for patterns of dispersal limitation under climate change,
and predicts that strong and distinct patterns in selection and migration landscapes will
interact to shape the global redistribution of biodiversity over the next century.

Chapter 3 maintains this focus on wind, narrowing further in scope and scale to an in-
vestigation of how wind shapes landscape genetic patterns in trees. While wind plays a huge
role in the movement of pollen and seeds in many trees, it is unknown whether and how it
affects large-scale landscape genetic patterns. This new work aims to fill that gap, reana-
lyzing population genetic data from more than 100 tree species across the globe using the
wind connectivity models developed in chapter 2. The results show that wind connectivity
predicts patterns of directional gene flow, genetic differentiation, and genetic diversity. This
study provides the first large-scale evidence of wind’s role in landscape genetics, serves as an
empirical validation of wind connectivity models, and highlights the potential importance
of global wind patterns for the vulnerability of plants to ongoing climate change. It also
highlights how wind dispersal shapes the balance between selection and migration, demon-
strating that wind-dispersed and wind-pollinated species have higher rates of migration and
lower levels of isolation by environment compared to species that rely on animal movement.
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Chapter 1

Multiple axes of ecological
vulnerability to climate change

This chapter is a reproduction of the following published manuscript, included
here with the permission of my co-authors and in acknowledgement of their con-
tributions to this research:

Kling MM, Auer SL, Comer PJ, Ackerly DD, & Hamilton H (2020). Multiple axes of
ecological vulnerability to climate change. Global Change Biology 26:2798–2813.
https://doi.org/10.1111/gcb.15008

1.1 Abstract

Observed ecological responses to climate change are highly individualistic across species and
locations, and understanding the drivers of this variability is essential for management and
conservation efforts. While it is clear that differences in exposure, sensitivity, and adaptive
capacity all contribute to heterogeneity in climate change vulnerability, predicting these fea-
tures at macroecological scales remains a critical challenge. We explore multiple drivers of
heterogeneous vulnerability across the distributions of 96 vegetation types of the ecologically
diverse western US, using data on observed climate trends from 1948 to 2014 to highlight
emerging patterns of change. We ask three novel questions about factors potentially shaping
vulnerability across the region: (a) How does sensitivity to different climate variables vary
geographically and across vegetation classes? (b) How do multivariate climate exposure
patterns interact with these sensitivities to shape vulnerability patterns? (c) How differ-
ent are these vulnerability patterns according to three widely implemented vulnerability
paradigms—niche novelty (decline in modeled suitability), temporal novelty (standardized
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anomaly), and spatial novelty (inbound climate velocity)—each of which uses a distinct frame
of reference to quantify climate departure? We propose that considering these three novelty
paradigms in combination could help improve our understanding and prediction of hetero-
geneous climate change responses, and we discuss the distinct climate adaptation strategies
connected with different combinations of high and low novelty across the three metrics. Our
results reveal a diverse mosaic of climate change vulnerability signatures across the region’s
plant communities. Each of the above factors contributes strongly to this heterogeneity: cli-
mate variable sensitivity exhibits clear patterns across vegetation types, multivariate climate
change data reveal highly diverse exposure signatures across locations, and the three novelty
paradigms diverge widely in their climate change vulnerability predictions. Together, these
results shed light on potential drivers of individualistic climate change responses and may
help to inform effective management strategies.

1.2 Introduction

Biotic responses to climate change are characterized as much by their individuality as by
their generality. Contemporary and paleoecological records show that the impacts of chang-
ing climate are widespread but highly varied, with novel ecological communities emerging as
species range edges expand and contract individualistically in direction and degree (Jackson
& Overpeck, 2000; Nolan et al., 2018; Rapacciuolo et al., 2014). These realities present
both a puzzle to ecological understanding and a grave challenge to future resource manage-
ment, which requires scientifically sound vulnerability predictions to guide local and regional
climate change adaptation efforts. Improving our understanding of the many factors that
underlie this variation is an important priority. Here we use terrestrial vegetation types of
the western US as a case study to explore several layers of spatial and ecological variation
that underlie emerging patterns of vulnerability to climate change over recent decades.

Climate change vulnerability is defined as the degree of threat to a population, species, or
ecosystem in response to changing climate, and differences in vulnerability across systems are
often conceived of as resulting from their differing levels of exposure, sensitivity, and adap-
tive capacity (Dawson et al., 2011). Developed originally to describe climate vulnerability of
human systems, this framework has now been widely applied in the ecological realm, though
operational definitions and metrics for the three components have been inconsistent across
studies. Similarly to prior studies (Dawson et al., 2011), we define exposure as the magnitude
of extrinsic change in climate itself, sensitivity as the amount of detrimental change that will
result from a given amount of exposure, and adaptive capacity as the intrinsic ability of an
individual, population, or ecosystem to naturally reorganize without collapse and maintain
function given particular levels of exposure and sensitivity. While obtaining detailed mea-
surements of these vulnerability components is infeasible at the macroecological scales needed
for applications such as regional conservation planning, recent studies have begun to explore
how proxies for these components may explain the variability in observed climate change
impacts across species. Species-level ecological or phylogenetic traits offer one category of
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proxies: range shifts have been found in some systems to correlate with sensitivity-related
traits such as ecological generalization (Angert et al., 2011), adaptive capacity-related life
history traits connected to growth, reproduction, and dispersal (Beever et al., 2016; Lenoir
et al., 2008; Wolf et al., 2016), and phylogenetic relationships that likely capture covariance
among many such traits (Willis et al., 2008). But meta-analyses have repeatedly found that
these ecological and taxonomic traits have low explanatory power, accounting for at best a
small proportion of the observed variation in recent climate change responses (Buckley &
Kingsolver, 2012; MacLean & Beissinger, 2017; Rapacciuolo et al., 2014; Wiens, 2016).

Ecological responses have also been shown to correlate with exposure, though most studies
have focused on changes in individual climate variables such as mean annual temperature,
which tends to significantly but only weakly predict observed shifts in species distributions
(Rumpf et al., 2019). Recent work has noted the likely importance of concurrent but differing
changes in multiple climate variables in driving geographic variation in ecological responses
(Dobrowski et al., 2013; Hamann et al., 2015; Nadeau & Fuller, 2015; Rapacciuolo et al.,
2014). If climate variables exhibit different spatial patterns of change, then biogeographic
responses have the potential to be complex, with species shifting in different directions and
non-analog communities emerging (Jackson & Overpeck, 2000; Ordonez et al., 2016; Tingley
et al., 2012). This will be particularly true if species differ in the variables to which they are
most sensitive.

Biogeographic patterns of climate sensitivity have, like exposure, been studied primar-
ily in a univariate context focused on temperature. Temperature sensitivity patterns are
thought to underlie fundamental biogeographic patterns such as the latitudinal range size
gradient (Ghalambor et al., 2006) and predicted to strongly shape patterns of vulnerability
to contemporary climate change (Dillon et al., 2010; Tewksbury et al., 2008). But since cli-
mate change exposure clearly encompasses much more than mean temperatures, a broader,
multivariate understanding of sensitivity to different aspects of climate is essential to predict-
ing vulnerability. While it is common practice in species distribution modeling to evaluate
variable importance, this is typically done on a case-by-case basis. Patterns of multivariate
climate variable importance at a macroecological scale have remained largely unexplored.
Several recent studies have begun to address this gap (Barbet-Massin & Jetz, 2014; Bradie
& Leung, 2017; Schuetz et al., 2019), though few have explored potential trends in variable
importance among locations, environments, or biomes. In this study, we quantify patterns of
climate variable importance across vegetation types and across spatial and climatic gradients,
and assess how these sensitivities intersect with patterns of multivariate climate exposure to
shape predicted vulnerability at landscape to regional scales.

Beyond geographic patterns of climate exposure and biotic patterns of sensitivity to
those variables, a third consideration is that geographies and biotas may experience different
dimensions of climate novelty. The literature is full of indices used to estimate ecological
vulnerability from multivariate climate exposure patterns, including climatic niche modeling
(Elith & Leathwick, 2009), climate change velocity (Hamann et al., 2015; Loarie et al., 2009),
standardized anomalies (Mahony & Cannon, 2018; “Projected distributions of novel and
disappearing climates by 2100 AD”, n.d.), expanding and contracting climates (D. Ackerly
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et al., 2010), and numerous others (Garcia et al., 2014). We argue that most of these
approaches relate to one of three basic vulnerability paradigms—the ‘niche’, ‘temporal’, and
‘spatial’ paradigms—each of which provides one answer to the question of how novel a new
climate regime is to the group of organisms living at a given site. (Note that the term ‘novel
climate’ has sometimes been used in narrower reference to spatiotemporal climate novelty
metrics (Mahony et al., 2017; “Projected distributions of novel and disappearing climates
by 2100 AD”, n.d.), which are not neatly categorized in this framework since they combine
two of the three novelty paradigms in a single index.) Each of these three novelty paradigms
takes the same climate exposure value (difference in climate between two time periods) and
combines it with a different proxy for sensitivity and/or adaptive capacity to generate a
distinct estimate of vulnerability (Figure 1.1), as detailed below. Our terms for the three
paradigms refer to these distinct proxies, though all are of course ‘temporal’ in relating to
climate change over time.

The niche novelty paradigm predicts high vulnerability to conditions that are outside the
range of long-term average climates across the geographic distribution of a focal species or
ecosystem type, employing space-for-time substitution to predict local responses to climate
change (Figure 1.1a). This ecological niche modeling approach has been widely applied both
to species (Elith & Leathwick, 2009) and to vegetation types (D. D. Ackerly et al., 2015;
Comer et al., 2013; Thorne et al., 2016; Thorne et al., 2018). It hinges on the assumption
that populations of a ‘species’ or plant communities of a vegetation ‘type’ share a niche if
they share a name, as well as the assumption that realized climatic niches reflect fundamen-
tal climatic niches. These assumptions are often violated by ecological realities such as local
adaptation, dispersal limitation, spatially non-stationary biotic interactions, soil specializa-
tion, and rare historical climate events that have shaped geographic distributions. Empirical
challenges such as limitation and bias in the quantity, accuracy, and scale of spatial biologi-
cal and environmental data further strain the ability of climate niche models to accurately
reflect climate change vulnerability. It is thus unsurprising that niche models often fail to
predict observed biotic responses to climate change—or perhaps more generously, surprising
that they succeed as often as they do. Challenging at the species level, niche models present
additional problems at the scale of communities like vegetation types whose ecology may be
determined less by classical species niche evolution than by the contingent intersections of
individual species.

The temporal novelty paradigm instead predicts high vulnerability to conditions that
are outside the range of local year-to-year climate variability at the focal site (Figure 1.1b),
a proxy for the known survived experience of local populations (Klausmeyer et al., 2011;
“Projected distributions of novel and disappearing climates by 2100 AD”, n.d.). Temporal
novelty assumes that the climatic tolerance of a local biota is connected to local histori-
cal temporal variability in climate, with ecological and evolutionary processes in sites with
high climate variability selecting for species and genotypes with broader individual or collec-
tive tolerances. High temporal variability could select for resilient individuals in long-lived
species, and for adaptive genetic variation in populations of short-lived species. Connec-
tions between climate variability and tolerance have roots in long-standing macroecological

6
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Figure 1.1: Conceptual diagram of the three dimensions of climate novelty explored in this
paper, illustrated for a single focal site for two climate variables. The site has a historic
mean climate (t = 0) that shifts as climate changes (t = 1), defining an exposure vector in
multivariate climate space (black arrow). While the climate axes and climate exposure vector
are identical across the three novelty metrics, each novelty paradigm evaluates this exposure
against a different reference probability distribution (colored points). These distributions
represent proxies for sensitivity and/or adaptive capacity, and each generates a distinct
assessment of climate change vulnerability (contour lines) that increases as climate moves
away from the center of the distribution. (a) The niche paradigm uses mean historic climates
across all occurrences of a species or vegetation type to define suitability, and measures
novelty as the decrease in suitability with climate change. (b) The temporal paradigm
defines novelty as the degree of departure from year-to-year historic climate variability at
the site, which we quantify as a Mahalanobis distance percentile. (c) The spatial paradigm
defines novelty as the geographic distance to locations with historic climates similar to the
site’s new climate, which we quantify using inbound climate velocity. The three reference
distributions, the exposure vector, and the most appropriate climate axes will differ across
sites and across focal taxa or ecosystems, yielding different combinations of high and low
vulnerability values across the three metrics; each of these drivers of predicted vulnerability
patterns is explored in this paper.
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hypotheses such as Janzen’s treatise on high tropical mountain passes (Janzen, 1967) and
Rapoport’s rule about latitudinal gradients in niche breadth (Stevens, 1989), and have gained
renewed attention in recent work on climate change vulnerability (Klausmeyer et al., 2011;
Li et al., 2018; Mahony & Cannon, 2018; Mora et al., 2013; Sandel et al., 2011; Tewksbury
et al., 2008). In cases where it is suspected that local adaptation, extreme climate events,
or range limitation by non-climatic factors are important, or where the idea of an evolu-
tionarily coherent climatic niche seems inappropriate due to the nature of the focal system,
local historic variability may provide a better proxy for sensitivity than do range-wide niche
models.

Finally, the spatial novelty paradigm predicts high vulnerability to conditions that are
outside the range of historic mean climates across locations in the geographic region around
the focal site (Figure 1.1c) (Hamann et al., 2015), emphasizing an aspect of vulnerability
more connected to adaptive capacity than to sensitivity. The ability of a local population
or ecosystem to maintain function through reorganization (i.e., its adaptive capacity) will
depend in many systems on the rate of arrival of novel genes or species better suited to
the new climate regime, replacing those with declining fitness in situ (Beever et al., 2016).
This adaptive genetic and community turnover will, in turn, depend on the proximity of
source areas with suitable migrants; when climate warms, sites that are close to historically
warmer areas will be more likely than sites isolated from warmer areas to receive new genes
and species that are evolutionarily adapted to the new climate. A full characterization of
propagule availability and adaptive gene flow would be a function of the frequency distri-
butions of climate conditions at increasing distances from a focal site, together with the
dispersal capacity of the organisms. This can be approximated with backward climate ve-
locity (Hamann et al., 2015), which measures the distance from a site to the nearest location
with a historic climate similar to the site’s new climate. Rather than ‘backward’ and ‘for-
ward’ velocity, here we use the terms ‘inbound’ and ‘outbound’ velocity, which we believe
are more intuitive and will facilitate future discussion.

Given their distinct approaches, each of these novelty paradigms potentially has an im-
portant place in holistic vulnerability assessments at the macroecological scale, and each
approach will have strengths and weaknesses for particular study systems. While each met-
ric will predict higher vulnerability given higher exposure, these vulnerability magnitudes
also have the potential to differ substantially. However, it remains largely unexplored how
they compare empirically in terms of vulnerability patterns across landscapes and ecosystem
types (though see Garcia et al. (2016) for a study on African vertebrates). If these alter-
native novelty metrics are positively correlated, as might be expected since all are based on
the same strongly patterned climate exposure values, then their conceptual distinctions are
unlikely to result in contrasting ecological patterns and they can be considered redundant
in conservation applications. But if they diverge in their vulnerability estimates, then it
raises important questions about what metrics to consider in which ecological contexts, and
about what management strategies to pursue in relation to intersecting measures of climate
novelty.

In this study, we address three broad questions about emerging patterns of vulnerabil-
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ity to recent climate change across the distributions of 96 vegetation types covering more
than two million square kilometers of relatively intact landscapes in the western US. (a)
How does sensitivity to different climate variables, measured as predictive importance in
distribution models, vary across vegetation types and geographic gradients? (b) How do
these sensitivity patterns interact with multivariate climate change exposure patterns to
shape predicted vulnerability across ecosystems in the region? (c) How correlated are niche,
temporal, and spatial novelty dimensions, and what are the management implications for
ecosystems considered to have different combinations of high and low vulnerability on these
three axes?

1.3 Methods

Study area

Our study focused on terrestrial vegetation of the conterminous US west of 95◦W longitude,
an area selected for having high-quality data on vegetation and climate, a high degree of
ecological diversity, and relatively high intactness of native vegetation. This region encom-
passes hot and cold desert shrublands, diverse grassland habitats, and forests ranging from
coastal temperate rainforest to oak savannah to subalpine coniferous forest, as well as various
important alpine, lowland, and substrate-driven sparsely vegetated types.

Vegetation data

Our analysis is based on the NatureServe Terrestrial Ecological Systems, a classification of
642 vegetation ‘types’ that have been extensively described and mapped at high resolution
by resource managers in the conterminous US through a combination of remote sensing and
extensive ground surveys (Comer et al., 2003; Gergely & McKerrow, 2013; Rollins, 2009) and
widely used in ecological assessments (Aycrigg et al., 2013; Comer et al., 2013; Thorne et al.,
2018). Each of these vegetation types represents a recurring natural plant community defined
by dominant and diagnostic plant species and their characteristic environment (Comer et al.,
2003). Each type also equates to a Group or Alliance within the hierarchically structured
US National Vegetation Classification (USNVC) (Faber-Langendoen et al., 2014), and types
can thus be aggregated to broader classification levels (Macrogroup, Division, Formation,
Subclass, Class).

We used existing data on the distributions of each type across the conterminous US from
the LANDFIRE dataset (Rollins, 2009) as well as corresponding data from Canada and
Mexico (P. Comer, unpublished data) which are based on hundreds of thousands of georefer-
enced ground-based vegetation samples in combination with satellite imagery, climate, and
landform data. These 90 m resolution gridded spatial data include both existing vegetation
type (EVT) maps representing contemporary distributions and biophysical setting (BPS)
maps representing the estimated pre-Columbian extent of each type (Rollins, 2009).

9



To select types for analysis, we first eliminated anthropogenic cover types and vegetation
types with less than 50% of their range falling within the western US study area. Next, we
ranked types in descending order of land area within the study area, and selected the first
n types that cumulatively covered 90% of natural land area. Several riparian and wetland
vegetation types were removed to limit the analysis to upland vegetation deemed likely to
be climate-limited. This resulted in a final set of n = 96 vegetation types (Figure S1.1)
that collectively represent the vast majority of natural lands in the western US. To match
the scale of the climate data described below, the 90 m resolution grid of each vegetation
type distribution was converted to a coarser 810 m resolution grid, with values representing
the fraction of 90 m cells occupied by a type. This was done for both the EVT and BPS
datasets.

Climate data

Gridded historic climate data interpolated from weather station measurements were obtained
from TopoWx (Oyler, Ballantyne, et al., 2015), PRISM (Daly et al., 2008), and ClimateNA
(T. Wang et al., 2012). TopoWx was considered most robust due to its use of remote sensing
data and algorithms to correct weather station inhomogeneities that can confound climate
trends, but it only includes temperature variables and is limited to the United States. We
supplemented this with monthly precipitation data from PRISM, which uses the same spatial
grid and extent and a nearly identical set of input weather station data as TopoWx. Data
for Canada and Mexico, which are outside our study area and used only for a small portion
of the analysis, were obtained from ClimateNA. These datasets all comprise four monthly
climate variables (average daily mean temperature, average daily maximum temperature,
average nightly minimum temperature, and total precipitation) for each month of each year
from 1948 to 2014.

For each year in these time series, we derived 19 bioclimatic variables (Table S1.1) from
the 48 monthly variables following the methods of O’Donnell and Ignizio (O’Donnell &
Ignizio, 2012). We then calculated multidecadal means of these bioclimatic variables for
baseline (1948–1980) and recent (1981–2014) periods. 1980 was chosen as a breakpoint since
global temperatures were already trending steadily upward in the 1980s (Pachauri et al.,
2014) and we wanted to avoid these trends biasing estimates of baseline climates.

Climate variable sensitivity

To evaluate the relative importance of the 19 climate variables for each of the 96 vegetation
types, we trained niche models using different combinations of climate variables, and tested
their performance in predicting the distributions of each vegetation type. Niche models
were fit using BPS data to avoid bias from human land use change, and were fit based on
the entire Mexico–US–Canada range of each type, including areas outside the main study
area. Models were trained within the rectangular bounding box encompassing each type,
to emphasize climate gradients that differentiate neighboring vegetation types at landscape
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scales. They were fit using presence–absence as the dependent variable, with presence defined
as one or more 90 m occurrences within an 810 m grid cell.

Our model testing framework used recursive feature elimination (RFE) to rank the cli-
mate variables for each type, based on a combination of spatial block cross-validation (SBCV)
and pairwise distance sampling (PWDS) used to evaluate model performance in the pres-
ence of spatial autocorrelation. We performed this process for each of five niche modeling
algorithms (GAM, GLM, Mahalanobis distance [MD], MaxEnt (Phillips & Dudık, 2008),
and random forest), including multiple specifications and tuning parameter values for each
algorithm. The random forest classification algorithm performed best on average across veg-
etation types, and was used in the final analysis (with parameters ntree = 10,000, nodesize
= 8, and mtry = 1 tuned to optimize performance). The final variable importance anal-
ysis using the random forest algorithm involved fitting and evaluating a total of 2,903,040
separate niche models: 96 vegetation types x 189 RFE variable sets x 8 SBCV folds x 20
randomized repetitions per fold.

Recursive feature elimination variable selection for each vegetation type begins with all
19 variables, tests the predictive performance of 19 sub-models each with a single variable
removed, and then eliminates the variable that least negatively impacted predictive perfor-
mance. It then repeats this process for the remaining 18 variables, and so on until only
one variable remains, deriving a ranking of variable importance based on elimination order.
Uninformative variables removed at each step may be ecologically unimportant and/ or may
be statistically redundant with other variables due to high correlations.

For each vegetation type, this RFE process involves hundreds of evaluations of model per-
formance. When testing predictive performance, it is critical to test models on data that are
independent from the training data used to fit them. Because both climate and the ranges of
vegetation types are spatially autocorrelated, randomly selected training and testing points
will be non-independent. We thus used SBCV to measure performance in predicting to a
spatially separate domain (Bahn & McGill, 2013), by dividing the range of each vegetation
type into four north–south strips each containing 25% of presence localities, and iteratively
using three of these blocks for training and one for testing, and then repeating the process
using four east–west strips. For each of these eight ‘folds’, we selected testing presence and
absence points using PWDS (Hijmans, 2012) to further control the bias from spatial auto-
correlation near the boundaries of spatial blocks, and measured predictive performance using
the area under the receiver-operator curve (AUC) statistic. For each fold, 20 randomized
models were fit, each using a random sample of 1,000 presences and 1,000 absences. Mean
AUC across the eight folds and 20 randomizations was used to identify the least informative
variable at each step of the RFE progression.

This analysis generated variable importance rankings for each of the 96 vegetation types
(Figure S1.2), which we used in two ways. First, for each type, we selected the four most
important variables for use in the niche, temporal, and spatial novelty analyses as detailed
below. The choice to use four variables was based on observed model performance during
RFE—mean AUC began declining rapidly with fewer than four variables but barely improved
with more than four, making this a reasonable tradeoff between parsimony and information
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content (Figure S1.3). Second, we used these data to quantify similarity among vegetation
types in the variables most important in shaping their distributions, by performing a principal
component analysis (PCA) ordination of the 19 by 96 matrix of variable importance values;
in this analysis, a climate variable that for example loads positively onto PC1 will tend
to have relatively high importance for the vegetation types with positive PC1 values, and
relatively low importance for types with negative PC1 values.

Niche novelty

To calculate niche-based vulnerability, we quantified departure from the realized range-wide
climate niche of a vegetation type. For each vegetation type, a final random forest niche
model was fit as described above, using the full distribution of the type and using the baseline
mean climate data for the four most important variables for that type. Models were then
used to predict suitability across the existing (EVT) distribution of each vegetation type
for both the baseline and recent time periods. Niche novelty in each cell was calculated as
recent minus baseline suitability, with all negative values coded as zero. Positive values thus
represent declining suitability (with a maximum possible value of one), whereas zero values
represent stable or increasing suitability.

Temporal novelty

We used standardized anomalies (Mahony & Cannon, 2018) to calculate the degree of cli-
matic departure from local baseline year-to-year variability. Specifically, we calculated the
MD of the recent mean with respect to the baseline time series. Separately for each grid
cell occupied by each vegetation type, the four variables most important to the type were
reduced to their first two principal components based on a PCA of their local temporal
covariance structure, and then the MD of the recent mean was calculated relative to these
principal components. This dimension reduction was done to avoid overemphasizing the
biological significance of high-dimensional climatic covariance. We report these MD values
as percentiles for communication purposes, by computing MD for each individual year in the
baseline and calculating the fraction of baseline years whose MD value is exceeded by the
recent mean; these percentile values work well for the moderate recent trends assessed here
but would saturate with continued future climate change. MD values and percentiles are
most interpretable when data are relatively multivariate normal, which we confirm is indeed
the case for our analysis (Figure S1.4).

Spatial novelty

To calculate vulnerability defined by climates being new to the geographic neighborhood
around each grid cell, we calculated multivariate inbound (backward) climate velocity (Hamann
et al., 2015) for each grid cell occupied by each vegetation type. The four variables most
important to a given type were de-skewed using a Yeo-Johnson power transformation to
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produce a relatively normal distribution across the continent. Following closely the meth-
ods of Hamann et al. (2015), we converted the climate data to a Lambert conformal conic
projection, used a PCA to reduce the dataset to two dimensions, split each dimension into
100 equal-interval bins, and finally calculated multivariate inbound climate velocity. We
ignored extreme outliers (the top and bottom 0.1% of data) when setting bin widths. The
algorithm generates distances to climate analogs; in keeping with Hamann et al. (2015), we
redefined distances of zero as half the smallest possible non-zero distance and redefined non-
analog distances as 10,000 km, before dividing distances by 33.5 years (the time between the
midpoints of the two time periods) to derive velocities. Converting distances to velocities
does not change the resulting spatial patterns, and was done for consistency with the liter-
ature. To minimize the effect of discrete bin boundaries, we evaluated velocity under four
variants of the binning scheme each offset slightly in climate space and then averaged the
results for each grid cell. Finally, velocities were log-transformed to support plotting and
summarization.

Summary analyses

Downstream analyses used EVT-based vegetation cover values in each grid cell when sum-
marizing vulnerability metrics across types within a cell, or across cells within a single type’s
range. To summarize range-wide vulnerability of higher-level USNVC categories, we calcu-
lated mean vulnerability of grid cells occupied by any vegetation type within a category,
weighted by percent cover within a cell. To explore how novelty varied within the geo-
graphic range of the average type, we converted climate and geographic coordinates into
deciles within each type’s range and then summarized these deciles across types.

All analysis was done in R version 3.5.1 (R Core Team, 2017), with geospatial and
statistical tools from the raster (Hijmans, 2019), caret (Kuhn, 2018), and dismo (Hijmans
et al., 2017) packages.

1.4 Results

Climate variable importance

The relative importance of different climate variables differed across the 96 vegetation types
(Figure 1.2; Figure S1.2). In the variable importance PCA (Figure 1.2a), PC1 primarily
distinguished vegetation types influenced by summertime climate (five of the six variables
with the largest positive PC1 loadings relate to climate in the warmest or driest times of
year) versus vegetation types influenced by wintertime climate (seven of the eight variables
with the largest negative PC1 values relate to cold-season variables or to variables describing
seasonality, which indirectly reflects winter extremes). PC2 primarily distinguished temper-
ature versus precipitation-influenced vegetation types (9 of 12 temperature variables loaded
positively onto PC2, while all strong PC2 loadings for precipitation variables were negative).
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These PC scores indicate strong geographic and ecological patterns of climate sensitiv-
ity. Variable importance was hierarchically clustered across vegetation types, with similar
types tending to share sensitivity to similar climate variables (Figure 1.2b). Desert and
semi-desert vegetation tended to be most influenced by winter seasonality-related variables,
whereas shrub and herb vegetation tended to be most limited by precipitation and sum-
mer temperature gradients; forests and woodlands were less consistent in their climate sen-
sitivities (Figure 1.2b). Across geographic space and climate gradients, vegetation types
in the Intermountain West and in colder and/or drier regions tended to be delimited by
temperature-related and winter-seasonality-related variables; vegetation along the Pacific
coast, the cordilleras, and the Great Plains—regions with relatively warmer and/or wetter
mean annual climates—tended to be informed by gradients of precipitation and summer
temperatures (Figure 1.2c,d).

Climate change exposure

Rates of recent multidecadal climate change varied geographically, including across nearby
locations, generating a mosaic of exposure patterns (Figure 1.3a–c). For example, mean
annual precipitation changes varied from -10% to +20% across the region, and changes in
minimum temperature of the coldest month varied from near zero to more than +2◦C. Fur-
thermore, these geographic exposure patterns differed substantially among climate variables:
in a PCA of exposure values for the 19 bioclimatic variables across the western US, 10 princi-
pal components were required to capture 95% of the total variance. This variation is further
illustrated by bivariate correlations among exposure values for the 19 variables (Figure 1.3d),
which show that most variables are changing relatively independently of one another across
the region, although some subsets of variables did have highly correlated exposure patterns.
These bivariate correlations between exposure values were only modestly predictable from
correlations between baseline means (r2 = .40), indicating that spatial associations among
climate variables are being restructured with climate change. In sum, these results show
that locations across this region experienced a highly diverse, individualistic set of climate
change signatures that cannot be effectively summarized by a small number of representative
climate variables.

Vulnerability dimensions

The three metrics of climate change vulnerability—niche novelty (decline in suitability),
temporal novelty (standardized climate anomaly), and spatial novelty (inbound climate
velocity)—yielded distinct vulnerability estimates across various dimensions of the dataset
(Figure 1.4; Figures S1.5 and S1.6). Grid cells of individual vegetation types had a mean
(minimum/median/maximum) niche novelty of 0.09 (0.00/0.03/0.99) across the region, with
the largest possible value of 1 representing a change from maximum suitability to zero suit-
ability. Average temporal novelty was 0.23 (0.00/0.18/1.00), with the largest possible value
of 1 indicating that the recent multivariate mean was more extreme than any individual year
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Figure 1.2: Geographic and ecological patterns in the climate variables most important to
each vegetation type. (a) Vegetation types in variable importance space, based on ordination
of the variable importance matrix—vectors indicate input variable importance loadings (m,
month; P, precipitation; q, quarter; T, temperature; full definitions in Table S1.1), while
points indicate vegetation types, with nearby types having distributions shaped by similar
suites of variables; colors on this panel serve as the legend for other panels. (b) Variable
importance across the vegetation classification (see Figure S1.1 for a labeled key); internal
values are means of results for constituent vegetation types. (c) Geographic patterns of
variable importance; grid cell values are means of local vegetation type PC scores, weighted
by percent cover. (d) Variable importance across climate space, with points representing
the mean annual temperature and precipitation across the range of each vegetation type. In
all panels, color represents the set of climate variables important to each vegetation type as
illustrated in (a). In (a), (b), and (d), point size and slice size are proportional to land area
covered by a vegetation type within the study area.
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Figure 1.3: Geographic variation in climate change exposure, defined as the difference in
mean climates between the 1948–1980 baseline and 1981–2014 recent time periods. (a–c)
Geographic variation in exposure for maximum temperature of the warmest month, minimum
temperature of the coldest month, and total annual precipitation, respectively. (d) Pairwise
correlations in exposure for the 19 bioclimate variables (defined in Table S1.1), illustrated
as a heat map of the squared bivariate Pearson’s correlations of exposure values across grid
cells in the study area; point size and opacity indicate r2.
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in the baseline. Mean spatial novelty (calculated after converting infinite distances to 10,000
km) was 2.77 (0.00/0.28/infinite) km/year, with infinite values indicating locations with no
analog climate in North America.

When we ranked grid cells according to the mean vulnerability of local vegetation for
each of the three metrics, we found that most three-dimensional combinations of high and
low vulnerability quantiles were present across some portion of the western US (Figure 1.4;
Figure S1.5), indicating that these novelty dimensions are non-redundant and ecosystems are
likely to experience diverse regimes of departure from baseline climate patterns. While most
locations had some combination of high and low novelty values across the three measures,
pockets of the Great Plains and Madrean Desert were among areas ranked as relatively highly
vulnerable according to all three measures, whereas areas including parts of central Oregon,
northeastern Colorado, and central Texas had relatively low exposure for all measures (Figure
1.4a). Niche and spatial novelty tended to be greatest in the east, whereas temporal novelty
tended to be greatest in the central and southwest regions of the study area, though all
regions exhibited major variation at finer scales.

Across the 96 vegetation types, mean range-wide vulnerability scores were relatively inde-
pendent for the three metrics, with niche novelty and temporal novelty very weakly negatively
correlated and both very weakly positively correlated with temporal novelty (Figure S1.6).
These mean vulnerability values were clustered on the vegetation classification hierarchy,
with similar types often exhibiting similar vulnerability for a given metric. Spatial novelty
was most extreme among shrub and herb vegetation types (which are primarily grasslands),
whereas temporal novelty was most extreme among forest and desert vegetation types; niche
novelty exhibited little hierarchical structure (Figure S1.6).

We also found vulnerability trends across geographic and climate gradients at multiple
scales (Figure 1.4). At broad scales comparing the mean vulnerabilities of vegetation types
(Figure 1.4b), no novelty metric had clear relationships with latitude, but niche and spatial
novelty were highest in lower-elevation vegetation types while temporal novelty was highest
in higher-elevation types. Niche and spatial novelty also tended to be higher in warm-wet
and cold-dry regions than in warm-dry or cold-wet regions. Patterns also emerged at smaller
scales within the range of the typical vegetation type (Figure 1.4c). Niche vulnerability
tended to be highest at the warm, wet edge of a type’s distribution along the low elevation
and low latitude margins, whereas temporal vulnerability was higher in colder high-elevation
and low-latitude portions of a type’s range; spatial vulnerability exhibited indistinct patterns
with respect to within-range spatial gradients but tended to be lowest at warm, cool, and/or
dry range edges.

The trend toward higher temporal novelty at higher elevations is consistent across 14
of the 19 climate variables, as measured by correlations between univariate standardized
anomalies and altitude (Figure S1.7). This was a function of lower interannual climate
variability at higher elevations for almost every variable (17 of 19) as well as higher exposure
magnitudes at higher elevations for a subset of the variables (8 of 19, including the broadly
important temperature variables Bio1, Bio5, and Bio6).
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Figure 1.4: Vegetation climate change vulnerability across the western US according to
three metrics of vulnerability: niche novelty, spatial novelty, and temporal novelty. (a) Mean
novelty across all vegetation types in each grid cell, with histograms indicating frequencies of
novelty values. (b) Mean range-wide novelty of vegetation types in climate and geographic
spaces, with point size indicating the range size of each type. (c) Novelty as a function
of a site’s position within the geographic or climatic range of a vegetation type, averaged
across all types. All colors represent percentiles within a sub-panel, with warmer colors
indicating higher relative vulnerability. Figure S1.5 shows the multivariate combinations of
these novelty metrics.
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1.5 Discussion

In this study, we examined multiple aspects of climate change vulnerability across the ge-
ographic ranges of more than ninety vegetation types of the western US. This represents
to our knowledge the first systematic comparison of niche-, spatial-, and temporal-based
novelty paradigms, as well as an important advance in inferring patterns of climate variable
importance and their influence on projected vulnerability patterns. Our findings offer new
lessons about the relative climate vulnerability of vegetation communities and the landscapes
they occupy, and highlight a range of vulnerability signatures that have distinct management
implications for climate adaptation across these sites. Our focus on observed recent climate
change helps to highlight the finescale spatial heterogeneity of multivariate climate trends
and their potential implications for biodiversity in ways that future models cannot, though
future models of course remain critical tools for ecological forecasting. While our analysis
was focused on vegetation types, we stress that many of our findings should apply at other
scales of the biotic hierarchy, from genes to species to biomes.

We identified a surprisingly diverse mosaic of climate change vulnerability profiles across
the region’s plant communities (Figure 1.4). This spatial heterogeneity was a function of
three key underlying drivers: (a) highly variable rates of climate change itself, (b) differences
among locations and vegetation types in the importance of different climate variables, and
(c) relatively independent vulnerability patterns across the three metrics.

Rates of climate change are highly heterogeneous

The first of these three drivers is largely extrinsic to vegetation and instead simply reflects the
complex geophysics of climate change. Our results add to those of other studies (Rapacciuolo
et al., 2014) in showing that different climate variables are changing at very different rates in
different places (Figure 1.3), a phenomenon likely driven by interactions among nested macro-
, meso-, and topo-scale climate feedbacks. Spatial heterogeneity in even a single variable
can generate large exposure differences across landscapes (e.g., minimum temperature of the
coldest month has increased more than 2◦C since the mid-20th century in some landscapes
but barely at all in others), and has been invoked as an explanation for diverse ecological
responses to recent climate change (Chen et al., 2011). Add to this our finding that such
exposure patterns are largely uncorrelated among climate variables, likely driven by their
contrasting relationships with geophysical gradients and their influences on one other, and a
picture emerges of a high-dimensional exposure space in which each landscape is experiencing
a relatively unique manifestation of climate change, with exposure signatures often differing
strongly even among nearby sites.

One definition of a climate change refugium is a location in which climate changes less
quickly than the surrounding region, helping buffer the local biota against the most rapid
rates of change (Ashcroft et al., 2009; Morelli et al., 2016). Our results corroborate previous
studies in highlighting that such refugia tend to occur at multiple scales, and in different lo-
cations for different climate variables. These patterns highlight the importance of landscape-
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scale heterogeneity (Ashcroft et al., 2009) that would be masked by the low spatial resolution
and significant uncertainties inherent in future GCM simulations. This reinforces the value
of studying observed recent climate trends at relatively high spatial resolution as a comple-
ment to coarser future model predictions. Whether emerging fine-scale spatial patterns in
recent climate change magnitudes will increase or decrease in the future as global climate
change progresses remains an open and critically important question (Maclean et al., 2017).

Strong climate variable importance trends shape vulnerability

The second major driver of heterogeneous climate vulnerability was spatial and ecological
variation in the importance of different climate variables. Variable importance patterns are
an aspect of the ‘sensitivity’ component of climate change vulnerability, shaping how vege-
tation types are projected to respond to a given magnitude of climate exposure. Broad-scale
patterns in the importance of different climate variables have been underexplored, and while
several recent studies have begun to examine variation in the importance of different climate
variables across species (Barbet-Massin & Jetz, 2014; Bradie & Leung, 2017; Schuetz et al.,
2019), ours is the first to our knowledge to assess how such variation is structured spatially
and ecologically. Our results present a first systematic look at broad-scale variable impor-
tance patterns for terrestrial vegetation, revealing patterns relevant both to basic ecology
and to global change.

We found strong patterns of variable importance across geographic space, climatic gra-
dients, and vegetation classes (Figure 1.2). The PCA of importance scores suggested that
vegetation types can be primarily characterized as limited by either summer or winter con-
ditions, and as limited by either temperature or precipitation variables. Desert shrubland
vegetation types occupying the cool, dry Intermountain region at the center of the study area
tended to be most sensitive to temperature and winter climate, whereas grasslands were more
sensitive to precipitation and summer climate, with forest vegetation types having a more
diverse set of limiting factors. These results imply that the key climatic variables relevant
to vulnerability assessments differ across contexts, and offer a first look at factors predicting
these differences.

Even if all locations experienced identical climate exposure, variable sensitivity patterns
would generate heterogeneous ecological impacts because some species will be more sensitive
to the variables that are changing fastest. In reality, we found that these variable impor-
tance patterns interacted with the highly non-uniform exposure patterns described above to
generate even more spatially heterogeneous vulnerability patterns. This implies that tailor-
ing climate vulnerability assessments to locally important variables can strongly influence
results, and underscores the importance of ecological knowledge about the sensitivity of local
ecosystems to different aspects of climate. These results stress that refugia are likely to differ
among vegetation types and among species, depending on overlap between climate variables
changing most slowly in different locations and those that are important influences on each
vegetation type.
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Vulnerability estimates differ markedly by novelty paradigm

The third aspect of heterogeneous vulnerability was differences among the three novelty
paradigms, each of which is based on a different reference distribution for what is considered
the historical and normative baseline for a given ecosystem. All three metrics are based on
the same exposure and variable importance inputs for a given vegetation type in a given site,
and novelty for all three metrics is thus expected to correlate positively with the exposure
magnitude of locally important variables. Given the strong patterns in exposure and variable
importance common to all three metrics, and given a prior study that found concordance be-
tween niche models and future climate change metrics for African vertebrates (Garcia et al.,
2016), we expected that our vulnerability metrics might also be strongly correlated and that
any differences among them might emerge only as second-order distinctions. Instead, we
found that the three metrics were highly divergent, each identifying distinct landscapes and
vegetation types as most and least vulnerable to climate change. Niche-based vulnerability
and spatially based vulnerability exhibited a weak negative correlation across vegetation
types, and both were only weakly positively correlated with temporal-based vulnerability.
This multidimensionality of vulnerability metrics based on relatively finescale regional pat-
terns of observed recent climate change adds empirical weight to similar patterns that have
been forecast based on modeled coarser-resolution global data for the future (Garcia et al.,
2014).

Detailed patterns of vulnerability across the three novelty metrics included both confir-
mations of common narratives as well as unexpected patterns. The three metrics showed
striking differences in which edges of a given vegetation type’s realized niche and geographic
range they implicated as most threatened on average, as well as in which vegetation types
they implicated as most threatened overall. Niche novelty was highest at warm, wet climate
edges for the typical type, corresponding to the low-elevation, low-latitude margins of the
type’s distribution—an expected pattern that is in keeping with the narrative of upwardand
poleward-shifting ranges in warming climates, which has been widely though inconsistently
observed in field studies over recent decades (Rumpf et al., 2019; Wiens, 2016). Interest-
ingly and more unexpectedly, we also found that low-elevation vegetation types had higher
average niche novelty overall across their ranges. This broader-scale pattern represents a sec-
ond relatively independent aspect of niche-based vulnerability in lower-elevation terrestrial
ecosystems.

Spatial novelty, measured as inbound climate velocity, was generally highest for vegeta-
tion types in relatively low-elevation sites in the eastern portion of the study area and lowest
for types inhabiting cool, dry landscapes of the intermountain region; these broad patterns
largely agree with prior studies (Belote et al., 2018; Dobrowski et al., 2013). Within the
geographic range of the typical vegetation type, inbound climate velocities were also low in
dry areas and relatively high on the wet range edge, an expected pattern when climates are
becoming wetter: all else equal, locations whose climate is more extreme in the direction
that climate is changing (e.g., relatively wetter locations when precipitation is increasing)
will tend to have higher inbound velocities. Velocities also tended to be lowest near both
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the warm and cool range margins, which could be driven by the tendency of climatically
marginal populations to occur in isolated microclimates nested in topographically complex
landscapes with low climate velocities.

In contrast to these metrics, temporal novelty was typically highest in colder, higher-
elevation portions of a type’s distribution, as well as in higher-elevation vegetation types
overall. While temporal novelty is a function of both exposure magnitude and year-to-
year variability, the data suggest that the latter component is the primary cause of the
observed higher novelty at higher elevations. While higher elevations had higher exposure
for many important temperature variables, in keeping with prior studies showing modest
positive relationships between elevation and temperature trend magnitudes after carefully
controlling biases (Oyler, Dobrowski, et al., 2015), precipitation variables tended to change
faster at lower elevations. However, the large majority of both temperature and precipitation
variables exhibited lower year-to-year variability at higher elevations, ultimately leading
to a clear pattern of higher temporal novelty at higher elevations. It remains uncertain
whether this result is driven by an elevation-mediated climate dynamic per se—it could
also result from higher-elevation areas tending to occur in regions that have high temporal
novelty across all elevations, or could be an artifact of climate interpolation (if higher-
elevation sites have lower spatial autocorrelation in their temporal climate anomalies, then
climate surfaces interpolated from high-elevation stations could exhibit artificially dampened
temporal variation). Further study is needed addressing mountain climate change dynamics,
including at scales finer than the broad patterns reported here.

Novelty signatures suggest distinct management approaches

Each of these conceptually and empirically distinct novelty paradigms offers a hypothesis
about the vulnerability of a given local population or ecosystem based on a particular model
of resilience to climate change. While the metrics can be considered additive in the sense that
higher vulnerability on any axis may mean a higher likelihood of ecosystem change or collapse
under climate change, a richer management perspective may come from considering the
three metrics jointly. A given site will fall somewhere in the three-dimensional vulnerability
space defined by these novelty metrics (Figure S1.5), different regions of which we argue are
associated with distinct management strategies for climate adaptation (Figure 1.5).

When novelty is low in all three dimensions, intervention is not a priority and a relatively
hands-off strategy of protecting and monitoring local populations may be warranted. The
vegetation types most exemplifying this pattern across their ranges were certain coniferous
forest types of the Sierra Nevada and Cascade mountains and shrubland types of the Inter-
mountain Basin, though pockets of low vulnerability were present in many landscapes across
the study area. Sites with this vulnerability signature may be important as climate refugia
due to low rates of climate change, steep spatial climate gradients, or resilient vegetation.

When novelty is high in some dimensions but not others, different forms of intermediate-
intensity intervention may be required to facilitate climate adaptation in the local ecosystem.
If climate novelty for a site is high on the spatial and temporal dimensions but remains within
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Figure 1.5: Potential management approaches to climate change adaptation for populations
or ecosystems with different combinations of climate novelty values across the three metrics.
High novelty or vulnerability for a given dimension is represented as a site’s new climate
being outside the circle encompassing the baseline climate distribution that defines a given
vulnerability metric. For example, a population with low niche novelty but high spatial and
temporal novelty would be located within the species realized niche but outside the local
spatial neighborhood and the historic temporal envelope, and could be a target for assisted
gene flow. Management strategies for the empty two-way intersections could represent more
subtle combinations of the approaches listed for adjacent regions. Concentric circles reflect
the notion that these novelty metrics are continuous rather than binary designations.
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the realized range-wide niche of the species or vegetation type, it raises the possibility that
local genotypes or community members may be ill-adapted to the new climate and that future
movement of adapted genes from nearby sites (or in situ adaptive variation from historic
local gene flow) is unlikely. In this scenario, assisted gene flow from other parts of focal
species’ ranges may be warranted as a way to maintain population fitness in the locally novel
climate (Aitken & Whitlock, 2013). While the rationale for assisted gene flow often assumes
that plant populations are evolutionarily adapted to their local historic environments—a
pattern that is common but not ubiquitous (Hereford, 2009)—assisted gene flow can also
help facilitate evolutionary adaptation even in the absence of local adaptation by increasing
genetic diversity (Aitken & Whitlock, 2013). High levels of historical gene flow could also
lead to maintenance of adaptive genetic variation within populations (Sork et al., 2010),
even if conditions depart from the historical climate distribution. Field studies are needed
to determine the degree of local adaptation and levels of adaptive genetic variation within
populations. Where niche and spatial novelty are both high but temporal novelty remains
relatively low, gene flow or natural turnover are unlikely to maintain ecological function but
local populations have some demonstrated ability to survive the new mean climate. This
scenario is common at low-elevation range limits and across large tracts of the Great Plains
in the eastern portion of the study area, both geographies that tend to have relatively high
year-to-year climatic variation that may have facilitated local adaptation to a wider range
of climates. Under these conditions, the management priority may be to bolster the fitness
of local populations by facilitating adaptive evolution and assisting with regeneration, which
is often the limiting demographic stage if the juvenile recruitment niche is more restrictive
than the adult tolerance niche (Grubb, 1977; Jackson et al., 2009). Interventions in this
scenario might include seeding and artificial selection, as well as more broadly applicable
strategies like reducing non-climatic ecological stressors such as grazing and invasive species
that are widespread across the study area.

If spatial novelty is low but both niche and temporal novelty are high, local populations
of the focal species may be unsustainable but nearby sites are likely to contain climatically
suitable species that could disperse and establish in the focal site, adaptively maintaining
ecosystem function by filling ecological roles left by extirpated species. Managers in such
cases may wish to facilitate this natural turnover using approaches such as maintaining or
restoring connectivity among natural vegetation patches, employing prescribed fire where
appropriate to reduce competition and speed establishment of newly suitable species, or per-
forming localized assisted migration to jumpstart populations. In these situations, assisted
migration may involve only local-scale movement of propagules, reducing concerns about in-
troduction of exotic species. However, facilitating vegetation change may still raise concerns
that historical baselines are being lost unnecessarily, challenging long-established norms for
priority setting in conservation (Hobbs et al., 2014).

High vulnerability in all three novelty dimensions indicates that intensive management
intervention may be required to prevent ecosystem collapse. This novelty signature was found
across pockets of the Great Plains, the Madrean desert, the Rocky Mountains, and the Pacific
coast. With the new mean climate outside the range of historic variation experienced by
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the local population, outside the range of mean climates across the entire distribution of the
type, and outside the range of climates found in the nearby area surrounding the focal site,
local populations may be unsustainable and viable alternatives may be lacking from nearby
communities. Longer-distance assisted immigration—importing species that have desirable
ecological attributes and are adapted to current or future climates—has been recommended
under such circumstances as a means to maintain ecosystem structure and function (Hoegh-
Guldberg et al., 2008). While controversial, assisted migration may play an increasing role
in the adaptation toolkit as climate exposure and its ecological impacts continue to grow
(Richardson et al., 2009).

It is important to carefully consider the concepts and assumptions that underlie each
novelty metric when evaluating vulnerability, as the dimensions may be more or less relevant
for a given species or vegetation type. For example, temporal novelty may provide more
insight than niche novelty where local adaptation or non-climatic distributional constraints
are thought to be important, and spatial novelty may be less relevant than other metrics
in highly dispersal-limited systems where natural immigration is unlikely. Thus, while phy-
logenetic or ecological traits may be imperfect as direct predictors of climate vulnerability
as discussed above (Buckley & Kingsolver, 2012), they could prove much more informa-
tive in determining the relevance of different vulnerability paradigms. For instance, niche
model success in predicting range shifts is associated with plant species traits (Dobrowski
et al., 2011), and characteristics like dispersal ability shape the influence of spatial novelty
on paleoclimatic range shifts (Sandel et al., 2011).

Integrating these multiple vulnerability paradigms with additional ecological knowledge
may thus offer a way forward in understanding and predicting individualistic responses to
climate change. Macroecological-scale data are now widely available on ecological traits
and on recent trends in population sizes and range limits. We call for further studies to
assess which of the niche, temporal, and spatial novelty paradigms best explain observed
biodiversity trends under what ecological circumstances, and to do so using frameworks
that consider the high-dimensional nature of climate exposure and incorporate variation in
sensitivity to these climate dimensions.
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Chapter 2

Global wind patterns and the
vulnerability of wind-dispersed
species to climate change

This chapter is a reproduction of the following published manuscript, included
here with the permission of my co-author and in acknowledgement of his contri-
butions to this research:

Kling MM & Ackerly DD (2020). Global wind patterns and the vulnerability of wind-
dispersed species to climate change. Nature Climate Change, https://doi.org/10.1111/gcb.15008

2.1 Abstract

The resilience of biodiversity in the face of climate change depends on gene flow and range
shifts. For diverse wind-dispersed and wind-pollinated organisms, regional wind patterns
could either facilitate or hinder these movements, depending on alignment of winds with
spatial climate patterns. We map global variation in terrestrial wind regimes, and model
how ‘windscape’ connectivity will shape inbound and outbound dispersal between sites and
their predicted future climate analogs. This model predicts that wind-accessible, climatically
analogous sites will be scarcer in locations such as the tropics and on the leeward sides of
mountain ranges, implying that the wind-dispersed biota in these landscapes may be more
vulnerable to future climate change. A case study of Pinus contorta illustrates species-
specific patterns of predicted genetic rescue and range expansion facilitated by wind. This
framework has implications across fields ranging from historical biogeography and landscape
genetics to ecological forecasting and conservation planning.
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2.2 Introduction

For biodiversity, resilience to climate change eventually requires either range shifts or in
situ adaptation (Bellard et al., 2012). Both rely on dispersal. Species survival depends
on outbound dispersal to track suitable conditions and resources through range expansion
(Hampe, 2011), whereas the adaptation of local populations and ecosystems depends largely
on the inbound dispersal of novel genes and species better suited to the new environment
(Kremer et al., 2012). Already widespread, climate-induced biogeographical shifts are pre-
dicted to become a race against time as the pace of climate change accelerates, with major
consequences for global biodiversity and human society (Pecl et al., 2017).

Although some organisms can actively track suitable climates, many passive dispersers
are subject to the whim of the winds. Wind is the essential dispersal vector for a substantial
fraction of species across all life forms. Wind regimes (speed, direction and directional con-
sistency) help explain the transoceanic dispersal of birds (Felicısimo et al., 2008), arthropods
(Gillespie et al., 2012), plants (Munoz et al., 2004) and microorganisms (Austerlitz et al.,
2007; Bullock & Clarke, 2000; Gassmann & Pérez, 2006; Skarpaas & Shea, 2007; Z.-F. Wang
et al., 2016) and fungi (Soubeyrand et al., 2007); the landscape genetics of diverse plants
(Austerlitz et al., 2007; Born et al., 2012; Geremew et al., 2018; Z.-F. Wang et al., 2016) and
pathogens (Brown & Hovmøller, 2002); and the overland dispersal of aquatic species (Van-
schoenwinkel et al., 2008). Wind influences on insect pollinators can even drive directional
pollen dispersal in non-wind-pollinated plants (Ahmed et al., 2009).

Wind regimes could thus strongly influence the range expansion and gene flow required for
climate tracking at landscape to regional scales (Larson-Johnson, 2016; Nathan et al., 2011;
Sorte, 2013). Under warming conditions, adaptation and range shifts require the dispersal
of genes and species down geographical temperature gradients towards historically cooler
sites (for example, towards higher latitudes and elevations) (Loarie et al., 2009). Wind may
facilitate this migration in landscapes where it flows strongly from warmer to cooler sites,
and hinder it where the flow is from cooler to warmer sites or blows weakly overall (Larson-
Johnson, 2016; Sorte, 2013). Alignment with precipitation gradients will also be important
for many species, but we focus mainly on temperature in this article because future rainfall
projections are more heterogeneous and uncertain, and wind has important causal links with
temperature gradients.

The direction of currents is a well-established factor in determining the success of climate-
driven range shifts in marine systems (Molinos et al., 2017), but the corresponding role
of wind currents in terrestrial systems has received less attention, in spite of studies that
identify wind direction as a key open question for modelling range shifts (Higgins et al.,
2003; Nathan et al., 2011). Although studies using wind-speed data have assessed future
range-expansion potentials (Bullock et al., 2012; Kuparinen et al., 2009; Nathan et al., 2011)
and concluded that dispersal could limit future climate responses in many species, we are
unaware of studies that account for wind direction or spatial variation in wind regimes.
Studies on wind direction’s role in historical climate tracking are also scarce, although it
has been implicated in shaping local (Davis et al., 2004; Dullinger et al., 2003) and regional
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(Payette, 1993) climate-driven range expansion. Observations that some wind-dispersed trees
and grasses have failed to keep pace with high palaeoclimate velocities (Sandel et al., 2017;
Svenning & Skov, 2007) and that incomplete range filling is related to seed aerodynamics
(Schurr et al., 2007) further suggest that wind conditions can limit range expansion even
when climate change is much slower than that predicted for the coming decades.

In this study, we model the predicted global patterns of climate adaptation tailwinds and
headwinds. We begin by characterizing the geography of key dispersal-relevant features of
local wind regimes. Next, we offer a conceptual introduction that examines climatic drivers
of alignment (tailwinds) and misalignment (headwinds) between prevailing winds and tem-
perature gradients. In our main analysis assessing the potential for wind to facilitate climate
tracking, we then implement a global ‘windscape’ connectivity model to compare upwind
and downwind dispersal catchments with patterns of shifting climate analogues. Finally, we
demonstrate how species-specific wind connectivity modelling can inform predicted patterns
of genetic rescue and range expansion under climate change, using lodgepole pine (Pinus
contorta) as a case study.

2.3 A typology of global wind regimes

The geography of wind regimes will determine potential impacts on climate change biogeog-
raphy. Wind dispersal patterns depend on the long-term distribution of instantaneous wind
conditions at a site (Bullock & Clarke, 2000), and these wind regimes can be characterized
by three key properties. Average wind speed represents the total wind dispersal potential
for a site. Prevailing wind direction represents the expected bearing of wind dispersal to or
from a site, quantified as the circular mean of hourly wind angles weighted by wind speed.
And wind anisotropy reflects how unidirectional wind dispersal is expected to be for a site,
quantified as one minus the circular standard deviation of hourly wind directions weighted
by wind speed. Vertical turbulence also plays a critical role in wind dispersal, although we
are unable to assess it in detail due to data and space limitations. Diurnal and seasonal pat-
terns in these factors are also important, depending on the dispersal phenology of individual
species (Z.-F. Wang et al., 2016).

We characterized global patterns in these wind regime properties using 30 years (1980–
2009) of hourly resolution near-surface wind data from the gridded ( 35 km pixels) Climate
Forecast System Reanalysis (CFSR) dataset (Saha et al., 2010), which we used for all the
analyses in this article. Each of the three variables exhibits strong and relatively independent
spatial trends (figure 2.1), with important implications for the biogeography of wind disper-
sal. Globally, the prevailing wind direction is structured in latitudinal bands associated with
Hadley, Ferrel and polar atmospheric circulation cells. Equatorial regions have weak west-
ward and equatorward surface flow, which makes the tropics a relative wind trap (known
to sailors as the doldrums); tropical winds tend to be more anisotropic near coasts. At
temperate latitudes, winds are stronger and tend to flow eastward and poleward, although
the strength and direction are more variable. Polar latitudes exhibit strong anisotropic
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winds that flow westward and equatorward, although this is more consistent in the Southern
Hemisphere. Smaller-scale geography also shapes wind regimes, with wind strength often
increasing near coasts and both strength and anisotropy increasing with elevation.

Figure 2.1: Global wind patterns as characterized by three drivers of dispersal: prevailing
wind direction, average wind speed and anisotropy. (a) Examples of local wind regimes;
point clouds represent speed and direction for every hour from 1980 to 2009, and radial
lines indicate the prevailing direction. (b) Wind speed and anisotropy across terrestrial grid
cells (r2 = 0.25); the examples in a are shown. (c) Geographical patterns of wind regimes;
the prevailing wind direction is indicated by wind paths and arrows, and the speed and
anisotropy correspond to the colours in b.
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2.4 Prevailing wind alignment with temperature

gradients

Global wind patterns will influence the direction and speed of movement for wind dispersers
in relation to spatial temperature gradients and warming temperatures. Importantly, wind
and temperature are mechanistically coupled. The very temperature gradients that biodi-
versity must traverse to offset climate change are directly responsible for generating wind
across these landscapes. Generally, the prevailing surface winds tend to flow from cooler to-
wards warmer locations due to the pressure differential between areas of sinking cool air and
rising warm air—the opposite direction that genes and species must migrate in a warming
world. Although this is a generality, it is also a simplification, and important exceptions
exist. In this section we explore general spatial patterns in the alignment (‘tailwinds’) and
misalignment (‘headwinds’) between prevailing winds and temperature gradients at various
geographical scales. We set aside temporal variation in wind speed and direction for this
conceptual introduction, and return to it in the subsequent section.

The largest-scale temperature gradient on the planet is latitudinal, and poleward range
shifts are a key component of biodiversity migration under climate change. The latitudinal
temperature gradient drives equatorward-flowing headwinds in the Hadley and polar cells
that cover about two-thirds of the Earth’s surface, whereas poleward-flowing tailwinds are
the norm in the temperate-latitude Ferrel cells between 30 and 60◦N and between 30 and
60◦S. Global data indicate that the mean terrestrial winds follow these expectations across
94% of latitudinal zones outside the Arctic (figure 2.2a,b). Deviations occur in the Arctic
and other northern areas where large landmasses interrupt the idealized circulation.

Temperature gradients also drive prevailing winds at regional to landscape scales. Ex-
amples include ‘thermal lows’ pulling wind toward hot deserts, ‘katabatic winds’ pushing air
off of ice caps and high mountains and ‘sea breezes’ pulling wind from cool waters towards
warm landmasses (figure 2.2e,g,h), all of which flow opposite the direction needed to facil-
itate temperature tracking. In other locations, the prevailing winds flow across landscapes
that encompass heterogeneous temperature gradients. Where winds blow across deserts or
mountain ranges, they may facilitate migration on one side and hinder it on the other (fig-
ure 2.2c,d). The windward side of mountain ranges (generally the west side in temperate
regions) will experience tailwinds, which will help move species to higher elevations; on the
leeward side, headwinds will push dispersers downhill towards higher temperatures.

Alignment can be extended to two dimensions by quantifying the angle between the pre-
vailing wind direction and the orientation of the local temperature gradient (figure S2.1),
and similar metrics for oceanic currents have been shown to explain observed range shifts in
marine systems (Molinos et al., 2017). However, although prevailing winds offer important
insights, winds vary across time and space, and biodiversity must track climates across com-
plex temperature landscapes, which necessitates a more realistic landscape-scale modelling
approach.
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Figure 2.2: Prevailing wind alignment with temperature gradients. (a) Global temperatures
and locations of examples displayed in panels c–h. (b–h) Characteristic wind-temperature
patterns likely to influence climate tracking. Axes show temperature against distance, with
the temperature flipped to resemble mountains that are colder at higher elevations. Ar-
rows indicate the prevailing wind direction with respect to the transect—blue for wind that
blows towards cooler locations (facilitation) and red where it blows towards warmer locations
(hindrance). (b) Terrestrial meridional winds versus the latitudinal temperature gradient,
averaged across 5◦ latitudinal bins; the coloured rectangles represent hypotheses based on ide-
alized atmospheric cells. (c–h) Examples of local wind-temperature relationships: transverse
mountain wind (c), cross-desert wind (d), sea breeze (e), southwesterly wind (f), katabatic
wind (g) and thermal low (h); these transects were selected to roughly parallel prevailing
winds.
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2.5 Upwind and downwind connectivity to analog

climates

Under a given climate change scenario, a focal site will have a particular spatial distribution
of climate analogues: outbound analogues represent attractive emigration targets with future
climates similar to the site’s historic climate, whereas inbound analogues represent attrac-
tive immigration sources with historic climates similar to the focal site’s future condition
(Hamann et al., 2015) (figure 2.3a-d). (Although originally termed forward and backward
analogues (Hamann et al., 2015), we find the outbound and inbound terms (Kling et al.,
2020) more intuitive and use them here.) In contrast to previous studies, we calculated a
continuous metric of inbound or outbound climatic similarity (figure S2.12) rather than a
discrete classification of analogues. Mapping landscape connectivity to analogue climates
has become a major topic of conservation planning, but has focused on actively dispersing
terrestrial organisms (Keeley et al., 2018). Here we report an analysis of climate change
connectivity by wind.

Unlike atmospheric plume models, which represent a single wind-dispersal event associ-
ated with a specific weather episode (Nathan et al., 2005; Savage et al., 2010), a dispersal
model aimed at capturing long-term biogeographical shifts should integrate over time (which
encompasses the long-term distribution of local weather patterns) and over space (which en-
compasses numerous short dispersal events that link an origin and destination over multiple
generations). Landscape connectivity models that represent conductance between neigh-
bouring grid cells are well-suited to model spatial diffusion, and have been used to study
terrestrial dispersal (Zeller et al., 2012), marine dispersal (Treml et al., 2008) and wind
dispersal using individual wind fields that represent average or instantaneous wind condi-
tions (Fernández-López & Schliep, 2018; Munoz et al., 2004). We extended this landscape
wind-connectivity (’windscape’) approach to allow multidirectional connectivity parameter-
ized using decades-long time series of hourly wind fields. For a given site, this model predicts
the relative accessibility of downwind and upwind dispersal landscapes, which represents the
potential for outbound emigration and inbound immigration, respectively (figure 2.3e,f).

The expected time for wind to travel between two points, given the full spatiotemporal
distribution of wind regimes across a landscape, is measured in wind-hours. Conceptually,
this offers a more realistic alternative to geographical distance for predicting the actual
time for genes or species to reach a site. As a simple illustration, for a species with a one-
year generation time and propagules that spend one hour aloft per dispersal event, the mean
spread rate would be one wind-hour per year and the expected years until colonization would
equal the wind-hours between sites. Although this example does not reflect the complexity
of a species-specific demography, propagule aerodynamics or vertical uplift (Nathan et al.,
2011; Nathan et al., 2005; S. Thompson & Katul, 2008), we propose that relative rates of
spread for given genes or species should be roughly proportional to the wind-hours to sites
across the region. To validate these model predictions with empirical data and to integrate
windscape models with biologically explicit range-expansion models (Nathan et al., 2005;
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Savage et al., 2011) are important areas for future research. For our purposes, we quantify
wind accessibility as the inverse of wind-hours between points (figure 2.3g,h). This inverse
function resembles the long-tailed wind dispersal kernels used in many studies (Bullock
& Clarke, 2000; Bullock et al., 2012; Nathan et al., 2011), which reflect the non-linear
probability of dispersal at increasing distances.

Comparing a site’s climate analogue and wind-accessibility landscapes (figure 2.3c–h)
shows how wind patterns are predicted to affect the dispersal accessibility of climatically
suitable sites. Wind–climate overlap maps (figure 2.3i,j), calculated by multiplying wind
accessibility by climatic similarity, represent areas with the highest predicted potential for
successful natural migration. Using the 30-year hourly wind data and baseline and fu-
ture temperature data (1979–2013 versus 2060–2080 under the Representative Concentration
Pathway 8.5 emissions scenario), we modelled wind-accessibility and temperature-similarity
surfaces for every terrestrial grid cell in a circular landscape 500 km in diameter, in both
the inbound and outbound directions. For each landscape we summarized these surfaces
by calculating the mean climate similarity, mean wind accessibility and mean wind–climate
overlap across cells. The ratio of overlap to climate similarity gives a normalized metric that
we call ‘wind facilitation’, which indicates the degree to which wind is expected to facilitate
versus hinder connectivity to the available climate analogues.

Globally, we found that these models predict strong geographical patterns in the wind
facilitation of climate tracking. Facilitation is higher in temperate latitudes and on the
windward sides of mountain ranges (figures 2.4, S2.2, S2.2, S2.2). Relationships between
facilitation and coastal or elevational gradients are also prominent in some regions, and of-
ten differ between the inbound and outbound directions; for example, along the immediate
eastern coast of North America, winds that flow offshore are expected to facilitate inbound
migration from warmer inland areas, but hinder outbound migration. For cases in which
climate analogues are abundant but facilitation is low, wind could hinder range shifts ei-
ther because it blows in the wrong direction (headwinds) or because it blows too weakly,
syndromes that exhibit strong global patterns (figure S2.5).

Patterns in the underlying wind and climate change components are also notable. Wind-
dispersal potential itself is much higher at high absolute latitudes, and exhibits strong but
regionally variable relationships with elevation (figure S2.6). Prior studies hypothesized
that the latitudinal wind-speed gradient may be responsible for the higher prevalence of
wind-pollinated and wind-dispersed plants at higher latitudes (Regal, 1982). Whether this
is due to evolution towards wind dispersal at higher latitudes or to greater colonization of
temperate regions by wind dispersers, it illustrates the potentially profound role of global
wind geography in shaping biodiversity patterns. It also means our results will be relevant
to a larger fraction of the flora in temperate than in tropical areas.

Contrasts between inbound and outbound climate tracking have important ecological
and conservation implications. The outbound direction emphasizes the resilience of the
taxonomic or genetic diversity currently present at a site, whereas the inbound direction
emphasizes the site’s ability to sustain diversity and function through immigration of new
genes and species; the concepts are therefore most relevant to species-based versus place-
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based conservation perspectives, respectively (Carroll et al., 2015; Hamann et al., 2015).
Where inbound and outbound migration are balanced, temporal turnover is expected, in
which genes and species replace each other as all move up a common gradient; where they
diverge, transient ecological states of extinction debt or immigration credit may persist for
extended periods of time (Jackson & Sax, 2010). We found weak correlations between
wind-analogue overlap area in the outbound versus inbound directions (figure S2.2), which
suggests that ecological disequilibria may become widespread, and that the areas of greatest
conservation concern may differ by management perspective. This result is driven not by
wind, but by climate analogue availability; for example, outbound availability is higher than
inbound at low elevations, but this reverses at high elevations (figure S2.7) and the two
metrics exhibit a triangular relationship in which they are never both high (figure S2.2d).
Such patterns are broadly consequential for both wind- and non-wind-dispersed taxa (D.
Ackerly et al., 2010; Carroll et al., 2015; Hamann et al., 2015).

We stress that these model predictions are hypotheses that should be tested and refined
by future empirical work. We expect wind-speed-based connectivity to correlate positively
with dispersal potential on average, but there is substantial uncertainty in this average, and
in the translation from relative to absolute measures of wind accessibility, due to the simple
nature of our model. There will also be major variation around the average in the application
to different species. In Supplementary Appendix 1 we discuss a number of these uncertain-
ties in more detail, and present a set of sensitivity analyses (figure S2.8– S2.14) related to
different model assumptions and parameters. Notably, our overall conclusions are relatively
robust under a range of alternative parameterizations. Beyond dispersal dynamics, our focus
on the mean annual temperature for the climate change component also adds uncertainty.
Sensitivity analyses indicate that wind facilitation patterns based on seasonal temperature
and annual precipitation are similar to those for mean annual temperature, whereas patterns
based on seasonal precipitation differ substantially (figure S2.13); our results will therefore
be less relevant for species whose climate suitability is highly dependent on precipitation
seasonality.
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Figure 2.3: Example wind and climate change landscapes for one focal site. (a–d) For the lo-
cation in b, twentieth century temperature patterns (a) combined with future climate change
generates patterns of outbound (top row) and inbound (bottom row) climate similarity (c,d),
which represent emigration and immigration targets for the site. (e-h) Wind time–distance
estimates (e,f) that represent the travel time from and to the site are converted into wind
accessibility surfaces (g,h). (i,j) The product of wind accessibility and climate similarity is a
wind–climate overlap surface, which represents areas that are both accessible and suitable,
and are predicted to be the most likely destinations and origins for migrant genes and species
associated with this site.
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Figure 2.4: Modelled global patterns of downwind accessibility to outbound climate analogs.
(a) Relationship between outbound climate analogue availability and wind facilitation;
colours represent combinations of the two variables and extreme outliers were rescaled for
visualization. (b) Latitudinal trends in the relative prevalence of the four categorical com-
binations of these metrics, which are delineated by the dashed median lines in a. (c) Global
geographical patterns in the two metrics. (d) Regional perspective highlighting the mountain
ranges of western North America, where the dominant temperature gradients are elevational
and prevailing winds flow towards the east-northeast. Colours in all the panels correspond
to those in a. See figure S2.2 for the inbound results that correspond to these outbound
results.
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2.6 Case study of genetic rescue and range expansion

in Pinus contorta

Windscape models can be used to assess the potential for genetic rescue and species range
expansion for particular focal species, incorporating additional geographical and biological
features. We demonstrate this for lodgepole pine (P. contorta), a wind-dispersed, wind-
pollinated tree of major ecological and commercial importance in western North America.
In this species, pollination occurs in late spring and seed release occurs mainly during late
summer and autumn (Owens, 2006); we thus used wind data from these seasons for the
gene flow and range-expansion models, respectively. Also, as pine seeds (unlike pollen)
probably have higher rates of abscission and uplift under higher wind speeds, we modelled
connectivity for range expansion and gene flow as quadratic and linear functions of wind
speed, respectively.

Genetic rescue entails gene flow that bolsters a population’s declining fitness under warm-
ing climates (Bontrager & Angert, 2019; Sexton et al., 2011). We modelled this by calculating
inbound wind conductance between all the population pairs within the current species range,
and comparing their current and predicted future climates in light of published population-
level thermal performance curves (Rehfeldt et al., 1999; T. Wang et al., 2010), which reflect
patterns of niche breadth and local adaptation in P. contorta. The highest potential for
genetic rescue occurs in populations in northeastern portions of the species range that are
downwind from numerous substantially warmer populations; greater vulnerability is pre-
dicted for populations near the warm edge of the range and for populations in cooler areas
but with poor inbound wind connectivity to warmer populations (figure 2.5a–c). Although
long generation times limit evolutionary rates, these results may reflect not just future gene
flow, but also existing in situ adaptive genetic variation from historic gene flow.

To assess the role of winds in range-expansion potential, we used an environmental niche
model based on multiple temperature and precipitation variables to predict future suitability
across the region, and modelled outbound wind connectivity from every location in the cur-
rent range to the surrounding region. Sites with a high future suitability that are downwind
from many occupied sites are most likely to be colonized, whereas areas with low suitability
or poor wind connectivity to the current range have a lower predicted colonization potential
(figure 2.5d–f). For lodgepole pine, most newly suitable habitat is predicted to be northwest
of the current species range, whereas wind-dispersal potential is predicted to be strongest
towards the east. This suggests that wind is less likely to facilitate a rapid natural expan-
sion to the northwest, whereas higher-elevation areas encircled by the species range are more
likely to be both suitable and wind accessible.
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Figure 2.5: Case study of wind connectivity and climate resilience for lodgepole pine in
western North America. (a–c), Potential for wind-mediated genetic rescue (a) within the
current species range; higher values indicate upwind accessibility to many populations (b)
with high inbound climate similarity (c). (d–f) Potential for wind-mediated range expansion
(d), with sites outside the current species range (shown in black) coloured by the product
of future suitability (e) and wind dispersal pressure (f). Gold–red–blue colours represent
continua from relative vulnerability to resilience in all the maps; units are h−1, except in b
and e, which are unitless.
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2.7 Discussion

In this study, we explored the possibility that global wind patterns may influence the ability
of wind-dispersed genes and species to keep up with climate change. Combining a novel
wind-connectivity model with future temperature data, we generated hypotheses about the
sorts of patterns that could result from this phenomenon, such as the facilitation of upward
elevational migration on the windward mountain slopes and poleward migration in temper-
ate regions. The wind-dispersed biota in these regions may be able to naturally adapt to
future temperature increases through genetic rescue and range shifts, whereas areas charac-
terized by wind hindrance may have less capacity to adapt and could be higher priorities
for management intervention. At the level of the individual species range, we also projected
how wind could influence range expansion and adaptive gene flow, and so facilitate climate
change resilience in some landscapes but hinder it elsewhere. Testing these hypotheses with
empirical data and refining windscape-modelling methods to increase their biological and
meteorological realism are important priorities for future studies. If winds do shape future
climate vulnerability patterns as predicted here, it could have profound ecological conse-
quences, not just for wind-dispersed species, but also indirectly for entire ecosystems in
which they play important roles, such as temperate forests with the majority of trees are
wind-dispersed, wind pollinated or both. Our results are also relevant in cases when the goal
is to prevent range expansion, such as for pathogens and invasive species.

Although there is a long history of wind-dispersal modelling, the role of wind geography
has been underexplored at the landscape-to-regional scales important for the dynamics of
species ranges, metacommunities and population genetics, including responses to climate
change. The connectivity modelling approach we utilize here helps address this gap and
offers hypotheses about the relative ease of wind dispersal between locations. Here we com-
bined these predictions with data on future climate change to predict where wind may facil-
itate versus hinder climate adaptation. Windscape models also generate predictions about
historical patterns—predictions that will be useful to both improve dispersal models and
climate vulnerability forecasts and also to understand historical ecological patterns. Wind-
scape models hold promise for integration with climate-change-focused studies on simulated
range expansion, incomplete range filling, palaeoclimatic range shifts and long-distance gene
flow, as well as diverse areas of spatial ecology and biogeography not explicitly connected to
climate change.

2.8 Methods

Climate data

Our analysis is based on wind data from the CFSR (Saha et al., 2010), a gridded global
climate reanalysis dataset with a temporal resolution of 1 h and a spatial resolution of 35
km. The CFSR is a weather model continually parameterized with empirical hourly data
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from meteorological stations worldwide, and is considered the best-available representation
of the actual state of the Earth’s atmosphere over recent decades (Saha et al., 2010). We used
hourly mean near-surface (10 m) zonal (u, that is the east-west component) and meridional
(v, that is the north-south component) wind speeds from 1980 through 2009 (n = 262,800
hourly time steps), which we converted from the native Gaussian grid format into latitude-
longitude raster grids with a spatial resolution of 0.312◦. Data from other atmospheric
heights were also compared with winds 10 m above ground in a sensitivity analysis (figure
S2.9) and found to yield similar global patterns of wind facilitation.

We used gridded climate surfaces for historical (1979–2013 mean) and projected future
(2060–2080 mean) time periods from the CHELSA (climatologies at high resolution for the
Earth’s land surface areas) downscaled climate dataset (Karger et al., 2017), aggregated to
the CFSR spatial grid. Future data were the mean of an ensemble of ten Coupled Model
Intercomparison Project 5 (CMIP5) models (ACCESS1-0, CESM1-BGC, CESM1-CAM5,
CMCC-CM, FIO-ESM, GISS-E2-H, inmcm4, IPSL-CM5A-MR, MIROC5, MPI-ESM-MR)
for the Representative Concentration Pathway 8.5 emissions scenario. The primary analyses
were done using mean annual temperature, with the exception of the P. contorta species
distribution model, for which we used a total of 12 climate variables (monthly minimum
and maximum temperatures and monthly total precipitation for January, April, July and
October).

Wind regimes

To characterize the wind regime of each grid cell, we calculated three summary statistics
based on the 30-year time series of hourly u and v wind speeds: mean speed, prevailing
direction and anisotropy. Hourly u and v components were first converted into hourly speed
(sqrt(u2+v2)) and direction (arctan(v/u)). The mean speed was calculated as the average of
the hourly speeds. The prevailing direction was calculated as the circular mean of the hourly
direction, weighted by speed. Anisotropy was calculated as 1 minus the circular standard
deviation of the hourly wind direction, weighted by speed, and can theoretically range from
0 for a location with a perfectly uniform circular distribution to 1 for a location with no
variation in wind direction.

Wind–temperature alignment

To illustrate the spatial patterns of climate change headwinds and tailwinds, we compared
local prevailing wind direction with local temperature gradients. For a one-dimensional
analysis along a transect across a sequence of grid cells (figure 2.2c–h) or along a global
sequence of latitudinal bins (figure 2.2b), the wind–temperature alignment at each point is
a binary variable that indicates whether the sign of the prevailing wind matches the sign of
the temperature gradient. The wind sign at each point is positive if the angle between the
prevailing local wind bearing and the transect bearing is acute, or negative if it is obtuse;
this is most relevant if transects run parallel to the prevailing winds, and we chose examples
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accordingly (figure 2.2). The sign of the temperature gradient at each point is positive if its
leading neighbour is colder than its lagging neighbour, and negative if it is warmer.

For a two-dimensional analysis (figure S2.1), alignment is an angle between 0 and 180◦

that represents the difference between the prevailing wind direction and the angle of the
local temperature gradient. This temperature gradient angle is calculated by fitting a plane
across the temperature values for a focal cell and its eight closest neighbours, as described
by Dobrowski et al. (2013).

Wind connectivity

We used graph-theory-based methods from landscape connectivity modelling to estimate
wind connectivity between pairs of grid cells. In our model, each grid cell (‘node’) in a
global graph has 16 connections (‘edges’), which include an inbound and outbound connec-
tion with each of its 8 ‘queen’ neighbours. Conductance along each of these edges represents
the frequency and speed of wind flowing in that direction, averaged over the long-term distri-
bution of hourly wind conditions at both nodes. Note that although our main analysis uses
wind speed directly in these conductance calculations, wind speeds can also be transformed
first to represent the non-linear relationships between wind speed and dispersal expected for
particular species, implemented for seed dispersal in the P. contorta case study and explored
in figure S2.10.

For a given hourly timestep at a given node, conductance was allocated to four edges
based on wind speed and direction at that node. A wind blowing towards the east-northeast
contributes conductance to its eastern and northeastern neighbours, and also conductance
from its western and southwestern neighbours. Conductance (s−1) is calculated as wind speed
(ms−1) divided by intercell distance (m), and is allocated across these edges in proportion to
the difference between the wind direction and the bearing to the centre of each neighbouring
cell. For example, a wind blowing at 81◦ is 80% of the way between its northeastern neighbour
at 45◦ and its eastern neighbour at 90◦, and would thus contribute 80% of its speed to the
former edge and 20% to the latter. Angles and distances between nodes were calculated to
reflect the distortion of a square latitude–longitude grid wrapped on a geodesic spheroid,
and edge-conductance values were averaged over many hourly wind values to develop a final
global connectivity graph. As our focus was on terrestrial organisms, we downweighted
conductance over water by 90%, which makes dispersing over large lakes and oceans difficult
but not impossible. Finally, edge-conductance values were inverted to derive resistance (s)
to represent the expected wind travel time along every edge of the graph, and the results
were converted into units of hours for ease of interpretation.

Based on this connectivity graph, cumulative resistance between a given pair of grid cells
can be calculated in either direction using a variety of algorithms from graph theory; we
used a least-cost-path algorithm (implemented in the R package gdistance (Etten, 2017)),
which identifies cumulative travel time along the shortest path that connects two locations
(figure 2.3e–f). Our focal metric, wind accessibility, is calculated as the inverse of cumulative
wind-hours (figure 2.3g,h). Alternatives to this inverse function for wind accessibility yield
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similar results, which indicates that our qualitative results are not especially sensitive to this
modelling choice (figure S2.11). For every terrestrial grid cell, we calculated wind accessibility
both to and from all the other terrestrial cells within 250 km, which generates a distinct
upwind and downwind accessibility surface or ‘windshed’ that represents the ease of inbound
or outbound wind dispersal, respectively. A sensitivity analysis using alternative landscape
sizes in the range 50–2500 km in radius (figure S2.14) indicates that the final modelled wind
facilitation patterns are relatively insensitive to the size of the landscape considered.

Climate similarity

In addition to inbound and outbound wind accessibility surfaces, we calculated inbound and
outbound climate similarity surfaces for each grid cell across the same 250-km-radius land-
scapes. For a given grid cell, we calculated the difference between its historical climate and
the future climates of all cells across the landscape (outbound) and also between its future
climate and the historical climates of all cells across the landscape (inbound). ‘Climate’ here
refers to mean annual temperature, although we compared this with alternative climate vari-
ables in a sensitivity analysis (figure S2.13). Climate differences were converted to unitless
similarity values between 0 and 1 (figure 2.3c,d), based on a Gaussian decay function with a
standard deviation of σ = 2◦C. This σ value yields a similarity function (figure S2.12) that
falls off steeply beyond 1.5◦C, a range considered to be a critical threshold for many terres-
trial ecosystems (IPCC Special Report on Global Warming of 1.5 C, n.d.; Schleussner et al.,
2016). Under this function, absolute temperature differences of 0, 1, 2, 3 and 4◦C translate
to similarity values of 1.00, 0.88, 0.61, 0.32, 0.14 and 0.04, respectively. A sensitivity analysis
to evaluate alternative forms and breadths of the climate similarity function (figure S2.12)
found that the predicted global wind facilitation patterns are not highly sensitive to this
modelling choice.

Wind facilitation

Climate similarity surfaces were multiplied by wind accessibility surfaces to represent areas
of overlap that are accessible and climatically similar to a given grid cell (figure 2.3i,j).
This yielded a total of six surfaces associated with each grid cell: wind accessibility, climate
similarity and wind–climate overlap, each in the inbound and outbound directions. Next, we
calculated the mean value across each of these surfaces to derive landscape summaries, which
gave the amounts of wind-accessible area, analogue climate availability and wind–climate
overlap area in the moving window around each grid cell. Finally, we divided the mean
wind–climate overlap for each cell by its mean climate analogue availability to calculate
the proportion of climatically similar area that is accessible by wind, a variable we call
outbound or inbound wind facilitation, which indicates the extent to which wind is projected
to facilitate or hinder the dispersal of genes and species to or from suitable sites.

We also characterized the degree to which cells fall into one of four relative wind-
facilitation syndromes based on how they ranked globally in terms of climate analogue avail-
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ability, wind facilitation and windshed anisotropy across their surrounding landscapes. Sites
were considered ‘climate limited’ if they ranked low for climate availability. Non-climate-
limited sites were considered wind facilitated if they ranked high for the facilitation ratio, or
wind hindered otherwise. Wind-hindered sites were considered ‘direction hindered’ if they
ranked high for directional divergence (with winds consistently blowing away from climate
analogues) and ‘speed hindered’ if they had a low directional divergence. Directional di-
vergence was measured as the product of windshed anisotropy (calculated as one minus the
circular standard deviation of the bearings to all cells in a site’s 500-km-diameter landscape,
weighted by their wind accessibility) and divergence angle (calculated as the angle between
bearings to the centroids of the windshed and climate surfaces, with centroids defined as the
weighted mean coordinates of all the cells in a site’s 500-km-diameter landscape, weighted
by accessibility or climate similarity).

P. contorta case study

To model how wind patterns are predicted to shape genetic rescue and species range ex-
pansion in lodgepole pine, we transferred an expert range map that represents the current
distribution (Little Jr, 1971) to the CFSR raster grid. For the gene flow analysis, to model
the genetic rescue potential for a given population in the species range, we calculated both
upwind accessibility and inbound climate similarity to every other cell in the range, and then
summed the product of these two values across all cells in the species range. This process
was repeated for every grid cell in the species range. To calculate the climatic similarity,
the mean annual temperature was used with a niche standard deviation of 2◦C, to approxi-
mately match the estimated thermal niche breadth of individual populations of P. contorta
(Rehfeldt et al., 1999; T. Wang et al., 2006; T. Wang et al., 2010).

To model the species range expansion, we fitted a MaxEnt climatic niche model (Phillips
et al., 2006) based on the 12 temperature and precipitation variables listed above, using
the species current range as presences and the surrounding region as background. We then
estimated future climatic suitability by projecting the model using future climate data. To
estimate the wind-dispersal potential outside the current range, we generated a region-wide
downwind accessibility surface for every grid cell in the current range and took the sum of
these surfaces to represent the estimated dispersal shadow of the entire species range. We
used a quadratic wind conductance function because the dispersal of heavier seeds often
exhibits exponential relationships with windspeed. The summed wind-shadow surface was
multiplied by the climatic suitability surface to identify areas outside the current range that
are predicted to be both suitable and accessible.

CMIP5 analysis

To assess the long-term stability of prevailing winds over periods of climate change, we
compared wind between the Last Glacial Maximum, twentieth century and late twenty-first
century, based on general circulation model simulations (Taylor et al., 2012). To derive wind
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climatologies for an ensemble of four CMIP5 models that had simulations available for all
three time periods (CNRM-CM5, IPSL-CM5A-LR, MIROC-ESM and MRI-CGCM3), we
calculated mean u and v windspeeds across years for each model run, averaged these across
runs for each model and finally averaged these across models to derive a final ensemble mean.
Both u and v values were then compared across time periods for each grid cell.

R code

All data analysis was done in R version 3.5.1 (R Core Team, 2017). The code is available
online (Kling, 2020a, 2020b).

2.9 Extended discussion: uncertainty and sensitivity

As with any modeling exercise, our data and methods contain uncertainty. In this supplement
we discuss several sources of uncertainty in the underlying wind data and their relevance for
this study, and in the aspects of wind dispersal dynamics that are and are not captured by
our modeling approach. In addition, we present the results of a set of sensitivity analyses
comparing global wind facilitation patterns as reported in the main manuscript to a variety
of alternative parameterizations including winds at different seasons of year (figure S2.8) and
different atmospheric heights (figure S2.9); different functional forms of the wind conductance
function (figure S2.10) and the wind accessibility function (figure S2.11); different forms and
breadths of the climate similarity function (figure S2.12) and different climate variables
(figure S2.13); and dispersal landscapes of different sizes (figure S2.14). We also explore
changes in wind patterns between the Last Glacial Maximum (LGM), 20th century, and late
21st century (figure S2.15 & S2.16).

Trends in wind conditions

It is important to consider whether the 20th century wind regimes analyzed here are rea-
sonable proxies for future Anthropocene wind conditions; changes since the mid-Plestocene
are also of interest for questions of historic biogeography, though those are not directly rele-
vant to the present study. The extent to which climate change may alter wind regimes and
dispersal patterns is an important and active area of research, and there remains significant
uncertainty about this topic. While global mean windspeeds appear to have declined in
recent decades (McVicar et al., 2012; S. E. Thompson & Katul, 2013) and some studies
suggest future changes in windspeeds over the next century could be quite substantial in
places (Bullock et al., 2012), other large-scale analyses predict that future mean windspeeds
will change on the order of only +/-10% over most of the globe during the 21st century
(Kulkarni & Huang, 2014; Ma et al., 2016; Pryor & Barthelmie, 2010, 2011), a relatively
modest effect in the context of our analysis.
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Prevailing wind direction is important in addition to wind velocity, and we used data
from global circulation models to explore changes in prevailing winds between the LGM, the
20th century, and the late 21st century. We found that patterns were predicted to be broadly
consistent across these periods (figure S2.15 & S2.16), with the notable exception of large
historic changes in wind conditions over regions that were glaciated during the LGM. As
the resolution of future regional and global climate models increases, and as the dynamics
of these models grow more realistic, it will become possible to directly incorporate predicted
wind changes into wind connectivity models. In the meantime, potential future wind trends
represent an important priority for future research and an important source of uncertainty
in our analysis.

Spatial and temporal scale

Compared to many analyses in spatial ecology, the Climate Forecast System Reanalysis
data used in our analyses (Saha et al., 2010) have fairly high temporal resolution (one
hour), but relatively coarse spatial resolution ( 35 km), which smooths over fine-scale spatial
variation within landscapes and second to minute scale temporal variance in wind conditions.
Spatial averaging means that individual localities within grid cells will vary in their wind
regime properties; uncertainty from within-pixel variance is presumably higher in areas with
complex terrain, as suggested by higher observed between-pixel variance in mountainous
areas (main manuscript figures 2.1 & 2.3). Temporal averaging will mean that many places
experience brief wind gusts far stronger than indicated by hourly means. High-frequency
windspeeds tend to be highly autocorrelated at sub-hourly timescales, particularly under
conditions with strong winds (Ren et al., 2018). This suggests that hourly means are likely
a reasonable predictor of key spatial patterns in the timing, direction, and magnitude of
wind dispersal, though as discussed below they may be less predictive of dispersal for low-
terminal-velocity propagules that disperse in low winds and for locations with very weak
winds. Hourly wind data have been found to be strong empirical predictors of dispersal
patterns (Bullock & Clarke, 2000). These factors suggest that the resolution of the CFSR
data is likely sufficient to capture the broad-scale patterns that are the focus of this paper,
though further research on geographic patterns in the temporal scaling of windspeed would
be valuable.

Climate data resolution is another important source of uncertainty in our results. Many
of the grid cells used in our analysis will encompass substantial climate variation, particu-
larly in heterogeneous landscapes like mountains. These microclimates will provide critical
opportunities for inbound and outbound migration at shorter distances than illustrated with
coarse grid cells. This contributes uncertainty to our analysis, but because climate velocity
patterns are often relatively insensitive to resolution (Hamann et al., 2015) and because
microrefugia can’t be expected to shelter the full diversity and abundance of species found
on a given landscape, coarse-grain analyses remain relevant.

It is also important to consider how the spatial and temporal scale of our analysis connects
to the temporal scale of species range expansion and gene flow. Differences in spread rates
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among species will depend on their generation time, fecundity, and degree of adaptation to
wind dispersal (Nathan et al., 2011). Species with lighter dispersers, higher fecundity, and
shorter generation times can spread at faster rates, making them less dispersal-limited under
a given velocity of climate change. For example, fern species with highly-mobile spores and
short generation times adapted relatively rapidly to Quaternary climatic changes and may
experience little to no lag under rapid future climate change, while some tree species are still
lagging behind climate changes since the last glacial maximum and are likely to be severely
constrained over the next century (Nathan et al., 2011; Normand et al., 2011; Svenning &
Skov, 2007). In aiming to be relevant for both slow and fast dispersers, our model takes a
relative view of accessibility via wind dispersal: it makes no statement about how likely it
is for a given species to colonize a location with a wind facilitation value of 0.01 by the year
2070, predicting only that it is relatively more likely to colonize a location with a higher vs.
a lower value. The one aspect of the model that does impose an absolute limit on dispersal
distances is the radius of the dispersal landscape considered for each location; we consider
the 250 km radius to be a reasonable extent over which to evaluate range shifts and gene
flow between now and 2070, but the reasonableness of this assumption will vary by species;
in a sensitivity analysis comparing landscapes ranging from 50 km to 2500 km radius in size
(figure S2.14), we found that predicted global wind facilitation patterns are fairly consistent
across these scales.

The time scale of climatic change will also determine which portion of the wind fre-
quency distribution and species dispersal kernel are most relevant. Dispersal kernels express
the probability of dispersal over a range of distances, with high probabilities of dispersing
short distances and increasingly low probabilities of dispersing increasingly longer distances.
Vanishingly small probabilities of extremely long-distance dispersal can become near cer-
tainties when integrated over the timescales involved in paleoclimatic responses to climate
change, such as range shifts over the 20,000 years since the Last Glacial Maximum. Col-
onization dynamics on these biogeographic timescales are likely driven by highly unusual
extreme wind events that may have little relationship to common wind patterns (Clark et
al., 1998; Nathan, 2006), and so a model like ours that is parameterized by wind conditions
over a few decades may have limited use in these contexts. In contrast, gene flow and range
shifts over the ecological timescales between now and 2070, which are the focus of this pa-
per, will not have the opportunity to rely on extremely rare events. Newly-arrived species
or genes take generations to become abundant after arriving in a location, particularly if
the number of colonists is small. For many species, colonists will need to arrive at a site
early and in large numbers in order to establish at levels that are ecologically relevant for
adaptation to decadal climate change during this century (Koontz et al., 2018; Simberloff,
2009)—a process that will depend more heavily on the relatively common wind events and
local connectivity emphasized in a model like ours. Our model is not designed to address slow
historic processes dominated by rare dispersal events, and further work would be necessary
to modify and validate wind connectivity analyses in the paleoecological context.
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Dispersal unit release, uplift, and transport

Long-distance wind dispersal generally cannot occur without three essential processes: dis-
persal unit release (e.g. seed abscission or animal takeoff), uplift in the air column (e.g. by
updrafts or active thrust), and horizontal transport (by wind). Our model only represents
the horizontal transport component, and ignoring the other factors is an important source
of uncertainty in our results.

If release and uplift occur randomly with respect to horizontal wind conditions, then our
approach using time-integrated horizontal windspeed distributions should be a reasonable
representation of long-term dispersal potential via near-surface winds. But release and uplift
in any real-world species will of course be nonrandom, occurring at particular times of year
and day and triggered by particular weather and wind conditions. In cases where these
detailed predictors of dispersal timing are known for a specific study species (Greene, 2005;
Maurer et al., 2013; S. J. Wright et al., 2008), that information would be straightforward
to incorporate in wind connectivity models by filtering or weighting wind data according to
these covariates, which should reduce uncertainty in the results. We show in figure S2.8 that
global wind facilitation patterns are quite similar across different seasons of the year, which
suggests that our generic conclusions may be relatively robust to differences in dispersal
phenology among species and locations. Phenology aside, our generic model is likely to
fit some species and locations better than others. One key species-level variable is the
terminal velocity of the dispersal unit, which falls on a gradient from lower-terminal-velocity
dispersers (e.g. pollen, spores, cottony seeds, small flying insects, and ballooning spiders)
that can achieve long distance dispersal in light wind under gentle updrafts, to higher-
terminal-velocity wind dispersers (e.g. large pollen grains and the seeds of many trees and
grasses) that fall relatively rapidly and require substantial updrafts or very strong horizontal
windspeeds to disperse long distances. For simplicity we refer to these as “light” and “heavy”
dispersers, respectively, though terminal velocity is not perfectly correlated with mass. The
updrafts required to lift passive wind dispersers are the result of atmospheric turbulence,
which can be generated by wind shear, by thermal convection, or by a combination of the
two; while thermal convection in the absence of much horizontal wind generates relatively
weak uplift forces that are mainly capable of transporting light dispersers, wind shear is
capable of generating strong updrafts near the ground that are important for uplifting heavy
dispersers (Nathan et al., 2002).

For heavier dispersal units, horizontal windspeed is likely to be a key determinant of
dispersal, because higher windspeeds are key drivers of release and uplift as well as of hori-
zontal transport. The seeds of most wind-dispersed plants are abscised by aerodynamic drag,
which is proportional to the square of windspeed. Both theoretical and empirical studies
have shown rates of seed release increase as a function of windspeed, an effect that varies by
species and can be a step function, a linear or quadratic function, or a mix thereof; it may also
depend on material wear from wind conditions over time, in combination with wind at the
time of release (Greene, 2005; Pazos et al., 2013; Savage et al., 2014; Schippers & Jongejans,
2005; Soons & Bullock, 2008). The strength of vertical uplift from wind shear also increases
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as horizontal windspeeds increase (Nathan et al., 2002; Ren et al., 2018; Soons et al., 2004).
And in addition to enabling uplift, strong updrafts can also promote seed abscission (Mau-
rer et al., 2013; Savage et al., 2014; Skarpaas et al., 2006), in some cases further amplifying
the effects of windspeed on seed dispersal. In a hypothetical species where propagule re-
lease rates, uplift by turbulence, and horizontal transport rates all increase linearly with
windspeed, the probability of dispersing a given distance would be expected to increase as
a power of windspeed—and indeed, empirical and modeling studies for many species have
found that seed dispersal distances tend to follow exponential or power relationships with
windspeed (Bullock & Clarke, 2000; Dorp et al., 1996; Hensen & Müller, 1997; Heydel et al.,
2014; Soons & Bullock, 2008; Soons et al., 2004). Studies have found horizontal windspeed
to be the dominant environmental predictor of variation in seed dispersal distance in tree
and grass seeds (Nathan et al., 2011; Nathan et al., 2001; Sinha & Davidar, 1992).

In contrast, lighter dispersers are less dependent on strong winds to achieve long-distance
dispersal, and the relative importance of release and uplift dynamics unrelated to windspeed
may be higher for them, leading to greater uncertainty under our windspeed-focused analysis.
Models incorporating these dynamics have predicted that decoupling between windspeed and
dispersal distance will be greater in low-terminal-velocity propagules (Heydel et al., 2014),
and empirical examples have found that long-distance dispersal for lightweight seeds may be
unrelated to windspeed (Tackenberg et al., 2003) or may happen at reduced frequency under
high windspeeds (Maurer et al., 2013).

One simple way to begin to account for these different relationships between windspeed
and propagule release and uplift in our connectivity model is to alter the form of the wind
conductance function, which converts instantaneous windspeeds into connectivity between
neighboring grid cells. Implementing this in a sensitivity analysis (figure S2.10), we show
that global wind facilitation patterns are relatively similar when using cubic, square, or lin-
ear functions of windspeed, but are more sensitive (as would be expected) when conductance
is treated as invariant with respect to windspeed. While the linear relationship is straight-
forward and represents a middle ground, studies on individual taxa should consider which
function makes the most sense. Conductance functions could also incorporate factors like
threshold windspeeds for seed abscission or empirical relationships between windspeed and
turbulence, for cases where those phenomena were known.

The uncertainty in our generic results will also vary by location. For locations with
relatively anisotropic wind regimes (blue-purple-red in figure 2.1 of the main manuscript)
the timing of release and uplift is less likely to cause dispersal direction to deviate from the
generic results, whereas locations with highly variable wind direction regimes (cyan-green-
yellow in the figure) have more potential for individual species responses to be decoupled
from average wind patterns, due to diurnal or seasonal phenology of dispersal. Local cli-
mate and vegetation will also affect the turbulence regimes that lift propagules during wind
dispersal (Heydel et al., 2014), with windspeed being a less dominant driver of dispersal
of light dispersal units in places where convective turbulence dominates over shear-induced
turbulence near the ground (i.e. under conditions with strong solar radiation to drive con-
vection but low windspeeds that would drive wind shear). These conditions may be most
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likely in the tropics where windspeeds are lowest (main manuscript figure 2.1) and in the
subtropics where daytime high temperatures and the depth of the planetary boundary layer
(one indicator of strong convective turbulence) are highest (von Engeln & Teixeira, 2013).

We also note that for propagules that achieve long-distance wind dispersal by uplifting
far aboveground, higher-altitude winds will be relevant in addition to the 10 m wind data
we used. A sensitivity analysis comparing several atmospheric layers (figure S2.9) shows
that winds at hundreds or thousands of meters aboveground yield reasonably similar global
patterns of climate tracking facilitation. The turbulent three-dimensional component of wind
dispersal remains an important open modeling challenge (Nathan et al., 2005), and how best
to incorporate it into wind connectivity models is a question requiring future work.

Climate variables

Our analysis focuses on mean annual temperature, for the reasons explained in the main text.
Still, it is useful to explore how much the results change when alternative climate variables, or
combinations of more than one climate variable, are used. A sensitivity analysis examining
wind facilitation patterns for several additional climate variables (figure S2.13) indicates
that wind facilitation patterns based on mean temperature remain relatively consistent when
minimum temperature of the coldest month, maximum temperature of the warmest month,
and total annual precipitation are considered in addition or instead. When precipitation
of the driest and wettest months are considered, the patterns change substantially, and our
results will therefore be less relevant for species whose climate suitability is highly dependent
on precipitation seasonality.
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Chapter 3

Isolation by wind: atmospheric
currents shape genetic differentiation,
asymmetric gene flow, and genetic
diversity across the world’s forests

3.1 Abstract

Wind disperses the pollen and seeds of many plants, but little is known about whether and
how it shapes large-scale landscape genetic patterns. We address this question by a synthesis
and reanalysis of genetic data from 1,900 populations of 103 tree species around the world,
using a novel framework for modeling long-term landscape connectivity by wind currents.
We show that wind shapes three independent aspects of landscape genetics: populations
linked by stronger winds are more genetically similar, populations linked by directionally
imbalanced winds exhibit asymmetric gene flow ratios, and downwind populations have
higher genetic diversity. (A fourth metric, directional gene flow, is shaped by directional
wind flows but is not independent of these other patterns.) Together, these phenomena
suggest that both wind strength and wind directionality play significant roles in shaping
large-scale genetic patterns across the world’s forests. In a secondary analysis focused on
isolation by distance and isolation by environment rather than wind connectivity, we show
that genes transported by wind, as compared to by animals, have higher absolute rates of
gene flow, diffuse more uniformly across space, and are more likely to swamp signals of local
adaptation. These findings have important implications for our understanding of ecology
and evolution in historical studies as well as biodiversity response to future global change.
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3.2 Introduction

Wind is a driving force in plant ecology and evolution, dispersing the seeds, pollen, or spores
of a large percentage of all plants. Strong geographic trends in wind speed and direction
have shaped major patterns in plant biogeography, such as colonization of oceanic islands
(Gillespie et al., 2012; Munoz et al., 2004) and latitudinal gradients in the prevalence of wind
versus animal pollination (Regal 1992). While wind’s role in these taxonomic and functional
diversity patterns is well established, comparatively little is known about wind’s possible
role in shaping genetic diversity patterns within species ranges. While isolated case studies
have hinted at wind’s role in shaping directional gene flow in individual species (Ahmed et
al., 2009; Born et al., 2012; Z.-F. Wang et al., 2016), others have concluded that prevailing
wind direction has no meaningful relationship with gene flow (Ashley (2010) and references
therein). It has not been shown whether wind speed and direction systematically shape
landscape genetic patterns in species that are dispersed or pollinated by wind.

One reason for this knowledge gap is that long-distance wind transport of seed and pollen
is difficult to directly observe, and is challenging to model given the chaotic variability of
weather patterns. While wind dispersal modeling has a rich history in plant ecology, studies
of long-term dispersal potential have focused mainly on temporal windspeed variability and
vertical windspeed profiles and generally ignored geographic variation in wind speed and di-
rection, while dispersal studies that do incorporate this real wind geography have generally
focused on individual weather events rather than the long climatic timescales that shape land-
scape genetics and biogeography. (Note that for brevity we use “wind dispersal” throughout
this paper as a generic term for wind transport of seeds, pollen, and spores.) Only recently
have methods emerged to combine large-scale, spatially-explicit, high-resolution wind data
with landscape connectivity algorithms to move beyond prevailing wind direction and more
rigorously model the role of long-term wind variability in biogeography (Fernández-López &
Schliep, 2018; Kling & Ackerly, 2020; Munoz et al., 2004). These wind connectivity models
use the time-integrated speed of wind diffusion between origin and destination locations as
estimates of relative dispersal potential, opening a range of important questions about the
role of wind in biogeography and spatial ecology. In this study we employ wind connectivity
modeling in landscape genetics for the first time, in a large-scale global analysis aimed at
assessing how wind geography shapes gene flow in trees.

Landscape genetic patterns have multiple facets, including rates of directional gene flow,
degrees of genetic differentiation, ratios of gene flow asymmetry, and levels of genetic di-
versity. We hypothesize that these genetic patterns are shaped by separate facets of wind
patterns, and we refer to these as the “flow”, “isolation”, “asymmetry”, and “diversity” hy-
potheses, respectively. As a useful example to illustrate these wind connectivity hypotheses
(figure 3.1), we will consider the wind-dispersed, wind-pollinated tree species Betula pendula,
or silver birch. In this example we reanalyze nuclear microsatellite data sampled from pop-
ulations across this species’ range in western Eursasia, originally collected by Tsuda et al.
(2017) for a study unrelated to wind. We apply newly developed wind connectivity models
(Kling & Ackerly, 2020) to quantify several measures of wind patterns across this region, and
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relate these to pairwise genetic measures across these populations to assess each of the four
hypotheses. Wind and genetic metrics have a natural correspondence, because both atmo-
spheric circulation and propagule dispersal can be considered processes of spatial diffusion,
and quantified as pairwise relationships among populations.

The flow hypothesis (figure 3.1a) predicts that gene flow across a species range, repre-
sented as separate rates of migration linking population pairs in each direction, should be
higher along routes with higher rates of wind flow. Wind flow, like gene flow, is a rate. It is
quantified here as the inverse of the time it takes an air parcel to diffuse from one location
to another, averaged over spatial and temporal variation in wind speed and direction. In
the birch example, winds in this region are variable but blow most frequently and strongly
toward the east-northeast; for a focal population in the center of the species range, rates
of outbound wind flow are thus highest to destinations toward the northeast, while rates
of inbound wind flow are highest from origins toward the southwest. These wind flows are
positively correlated with estimated empirical rates of directional gene flow in this species
after controlling for distance and environment, which is consistent with the flow hypothesis.

Flow patterns like these are a composite of the speed and directionality of movement,
and can be decomposed in to independent sub-patterns associated with the isolation and
asymmetry hypotheses, respectively. Genetic isolation patterns are a longstanding focus in
landscape genetics, and include common phenomena like isolation by distance (IBD) (S.
Wright, 1943) and isolation by environment (IBE) (I. J. Wang & Bradburd, 2014). Our
hypothesis of isolation by wind (figure 3.1b) posits that populations linked by higher wind
speeds will be more genetically similar, after controlling for distance and environment. We
can calculate a directionless measure of wind isolation for a given pair of populations by
averaging over pairwise wind travel times in both directions, and compare this to genetic
differentiation measures like Fst to test the isolation hypothesis. In the birch example we
see that the central focal population is more wind-isolated from the northern portion of the
species range than the southern portion. And across all population pairs of this species,
we indeed see the hypothesized positive relationship between wind connectivity and genetic
similarity.

Third, the asymmetry hypothesis (figure 3.1c) posits that population pairs linked by
winds with higher asymmetry, calculated as the ratio of wind flow in one direction versus
the other, will have higher corresponding gene flow asymmetry ratios. Asymmetric gene flow
between populations can have important evolutionary and ecological consequences (Aguilée
et al., 2016; Garcıa-Ramos & Kirkpatrick, 1997; Kawecki & Holt, 2002; Pringle et al., 2011;
Savolainen et al., 2007), and has become an increasing area of focus in landscape genetics
with the development of methods to estimate asymmetric gene flow from population genetic
data (e.g. Beerli and Felsenstein (1999), Sundqvist et al. (2016)). In the birch example, wind
flow asymmetry patterns for the focal population emphasize the prevailing northeastward
flow of wind in this region. These correlate positively with estimated gene flow asymmetry
across these populations, as expected under the asymmetry hypothesis.

Finally, the diversity hypothesis (figure 3.1d) predicts that downwind populations will
tend to have higher genetic diversity. This hypothesis is based on the idea that populations
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Figure 3.1: Examples of the four facets of landscape genetics and wind patterns explored in
this study: (a) flow, (b) isolation, (c) asymmetry, and (d) diversity. This example shows the
wind-dispersed, wind-pollinated birch Betula pendula, one of the 126 datasets reanalyzed in
this study; these genetic data were collected across the species range in western Eurasia by
Tsuda et al. (2017) at the populations shown in the maps, for a study unrelated to wind. The
schematic diagrams illustrate the four metrics. Wind connectivity landscapes are different
for every reference location, and the maps here show patterns in the three wind connectivity
metrics for one focal population (red point). The scatterplots show relationships between
the wind and genetic metrics, which are all hypothesized to be positive for wind-dispersed
genomes, with red points indicating relationships involving the red reference population
in the maps; plots show first-order relationships, while the r and p values listed indicate
the magnitude and significance of partial correlations controlling for distance and climatic
difference. Note that there are three wind metrics and four genetic metrics, since wind
asymmetry is used as a predictor for both gene flow asymmetry and genetic diversity.
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with higher rates of net immigration will accumulate genetic variation more rapidly than it
is lost due to selection or drift, an effect that has been observed in empirical and modeling
studies in river systems (Gornall et al., 1998; Lundqvist & Andersson, 2001; Morrissey & de
Kerckhove, 2009). Standing genetic diversity influences a population’s evolutionary potential
and its conservation importance, and can vary widely across a species range. We can assess
the downwind diversity hypothesis by calculating the ratio of allelic richness measures for a
given population pair, and comparing this to the same measure of wind flow asymmetry as
in the asymmetry hypothesis above. The prediction holds true in the silver birch example,
in which downwind populations tend to have higher levels of allelic richness.

To summarize, a given pair of populations is linked by a pair of directional wind flows
and a pair of directional gene flows. These can be compared directly to assess the flow
hypothesis. To assess the asymmetry hypothesis, the pairwise ratio of these wind flows is
compared to the pairwise ratio of gene flows. To assess the diversity hypothesis, this same
pairwise ratio of wind flows is instead compared to the pairwise ratio of genetic diversities.
And to assess the isolation hypothesis, the pairwise mean of wind flows is compared to
genetic similarity. It is important to note that wind asymmetry and wind connectivity are
entirely independent patterns—when pairwise directional wind flows linking populations are
converted into ratios and means, the ratio and mean are by definition uncorrelated across
population pairs. Whereas the mean emphasizes wind speed, the ratio emphasizes wind
directionality.

Wind-genetic relationships like these in any individual dataset can be instructive, but
they are also subject to numerous assumptions and uncertainties that could confound our
ability to measure any genetic effect of wind. While it must be true, at some level, that
winds shape gene flow patterns in wind-dispersed and wind-pollinated taxa, it is far from
clear that these effects will be detectable using available methods. Wind dispersal dynam-
ics and millennial metapopulation histories are far more complex than wind connectivity
models and gene flow models can hope to represent, and a variety of assumptions are thus
necessary on both the wind and genetic sides of the modeling equation. For instance, wind
dispersal takes place in three dimensions (uplift and transport at high elevations can be very
important) while wind connectivity models are based on two-dimensional near-surface wind
conditions; also, important long-distance dispersal events may occur under rare extreme con-
ditions that are poorly understood and poorly reflected by diffusion models that integrate
over wind conditions across many decades, hours, and weather patterns. On the genetic side,
inferring historic directional gene flow from static snapshots of population genetic patterns
can be attempted using a range of approaches (Beerli & Felsenstein, 1999; Sundqvist et al.,
2016; Wilson & Rannala, 2003), but all are subject to sampling uncertainty and make strong
assumptions about evolutionary processes and metapopulation dynamics, and even in con-
trived situations when these assumptions are met there is substantial irreducible uncertainty
in inferred gene flow patterns. The historical idiosyncrasies of population genetic dynam-
ics help explain why IBD and IBE, standard concepts for understanding how dispersal and
selection shape genetic differentiation among populations, often explain only a small frac-
tion of the observed variance in genetic patterns in the typical tree species. The concept of
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isolation by wind will advance our understanding of how wind patterns shape evolutionary
ecology only if and when wind connectivity models can overcome these uncertainties enough
to detect clear systematic signs of wind-genetic relationships after accounting for distance
and environment.

Macroecological approaches that test broad hypotheses across many species offer a partial
solution to this uncertainty, by averaging over the idiosyncratic metapopulation histories and
assumption violations that in any individual species may be likely to confound the signal
of the phenomenon of interest. In this study we used this approach to test whether wind
shapes large-scale genetic patterns in trees. We reanalyzed published landscape genetic data
for more than 1,900 populations of 103 tree species from around the globe 3.2a), integrating
genetic metrics and wind connectivity models with functional trait data to test each of the
four hypotheses described above.

The assembled datasets include a heterogeneous mix of nuclear and chloroplast DNA for
species with varying reproductive ecology. For each species, the expected role of wind in
shaping genetic patterns will depend on the combination of three traits: pollination syn-
drome, dispersal syndrome, and chloroplast DNA inheritance (figure 3.2b). We classify
pollination and dispersal each as either wind or non-wind, a simplification that puts mixed
wind-animal pollination or dispersal in the wind category. Chloroplast DNA is maternally
inherited and dispersed through seeds in most angiosperms but paternally inherited and dis-
persed through pollen in most conifers, which sets up important differences in the landscape
genetics of these two groups (Petit et al., 2005). By combining these three traits, we can
classify each genetic dataset as falling into one of three “wind dispersal levels” indicating
whether wind is expected to drive spatial genetic patterns fully, partially, or not at all (figure
3.2b). All partially-wind-dispersed datasets in this classification are diploid nuclear genomes
in species that receive wind-dispersed genes from just one of their two parents, while fully-
wind-dispersed or non-wind-dispersed datasets include haploid plastid genomes as well as
diploid nuclear genomes.

Focusing on different facets of this multispecies dataset, three predictions can then be
made about the ways wind should influence a given genetic metric (figure 3.2c). The first
prediction is that for fully or partially wind-influenced genomes, wind and genetic patterns
will be positively correlated after controlling for distance and environment. The second ap-
proach compares the three wind dispersal levels, predicting that increasingly wind-dispersed
genomes will exhibit increasingly strong genetic correlations with wind. The third prediction
focuses on the subset of datasets where nuclear and plastid DNA were both collected for the
same individuals and populations; in our case these all happen to be oak species, in which
plastid DNA is exclusively animal-dispersed while nuclear DNA is influenced by both wind
and animal vectors. The plastid genome in these oak populations can be used as an in-vivo
statistical control to isolate the wind-specific signal in the nuclear genome by removing the
confounding effect of animal dispersal, holding everything else constant, with the prediction
that the residual nuclear genetic signal will then be positively correlated with wind. We
test each of these predictions for each of the four landscape genetic metrics described above
(flow, isolation, asymmetry, diversity), for a total of 12 hypothesis tests.
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Figure 3.2: Distribution and wind dispersal ecology of the tree genetic datasets analyzed in
this study. (a) Population locations (points, colored by wind dispersal level) and global pre-
vailing wind direction (black arrows and white paths; a Mercator projection is used to avoid
distorting direction). (b) Schematics of relationships between seed plant genomes and wind
dispersal. The influence of wind on a particular region of the genome (nuclear or chloroplast)
is determined by species-specific differences in which dispersal unit (pollen or seed) carries
the DNA and which dispersal vector (wind or non-wind) transports each dispersal unit. The
six distinct syndromes exhibited by species in this study are shown, with example genera
listed for each (eight syndromes are theoretically possible, but animal pollination is highly
unusual in gymnosperms where chloroplast DNA tends to be paternally inherited). (c) Three
predictions about relationships between wind dispersal level and landscape genetic patterns,
each addressed using a different combination of datasets.
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While distance and environment are useful statistical controls in these models focused on
wind connectivity, they are also important beyond their roles as null models. IBD and IBE
are emergent patterns that reflect the balance between fundamental processes of selection,
migration, mutation, and drift. They are shaped by many aspects of a species’ ecology and
reproductive biology (Sexton et al., 2014), and they can in turn have important effects on
ecology, microevolution, and macroevolution (Givnish, 2010). Many prior studies have shown
that life history traits including dispersal and pollination syndromes influence levels of IBD
and IBE in plants (e.g. Sexton et al. (2014)), but most macroecological studies on this topic
have been meta-analyses of published statistics rather than syntheses and reanalyses of source
data. As a secondary question to the wind connectivity analyses described above, here we
use the same collection of landscape genetic datasets to ask how dispersal syndrome shapes
IBD and IBE. We ignore wind connectivity metrics for this question since wind connectivity
is correlated with distance and masks its full effect, and focus simply on the relationships
between distance, climate, and genetic differentiation. We ask how wind dispersal level
as defined above shapes the degree of genetic differentiation (Fst) among populations of
trees, and how it shapes the proportion of variation in Fst that is explained by distance and
environment. Based on prior studies, we expect that genomes with higher wind dispersal
levels will exhibit less differentiation at a given geographic or environmental distance. We
also expect correlations for IBD to be stronger than for IBE, which is the typical pattern in
plants (Sexton et al., 2014). What is less predictable is how these correlations, which reflect
signal-to-noise ratios rather than absolute effect sizes, will differ by wind dispersal level.

In sum, our goals in this study are threefold. First, we begin with a basic quantification
of wind connectivity patterns among populations of tree species, to provide a descriptive
assessment of the potential for variation in wind speed and direction to shape spatial genetic
patterns. Next, we use these data to test the four major hypotheses about the way wind
connectivity shapes gene flow, genetic differentiation, asymmetric gene flow, and genetic
diversity across tree species. Finally, we test how the classical IBD and IBE patterns differ in
wind- versus animal-dispersed tree genomes. These statistical tests required that we develop
a new extension of existing inference methods due to the novel structure of our dataset,
which comprises pairwise data for many species—while methods for analyzing pairwise data
and for analyzing hierarchal multispecies data are both widely used, we are not aware of
any published method for data that combines both of these characteristics. We therefore
introduce two alternative statistical tests for this purpose, each based on extending the
traditional partial Mantel test to our multispecies case, and discuss differences between
these approaches.

3.3 Results

We found usable data from 72 publications, representing 126 datasets, 102 tree species,
and 1,956 populations from around the world, with a total of 28,297 pairwise population
comparisons within datasets (figure 3.2; table S3.2). The median dataset had 11 populations.
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The data included 56 fully-wind-dispersed genomes, 36 partially-wind-dispersed genomes,
and 35 non-wind-dispersed genomes. There were 106 (21) nuclear (chloroplast) datasets,
and 113 (14) SSR (SNP) datasets.

Measures of wind conductance among populations show that wind flow rates are highly
spatially variable, and that this is a product of both strong directional asymmetry and high
geographic variation wind speed (figure 3.3). While wind travel time is correlated with
distance, wind flow speeds, which express variation in wind travel times after controlling
for distance, varied by a factor of more than 30 across the analysis. The median pair of
populations had a wind asymmetry ratio greater than 2:1, while some had ratios greater than
10:1. Pairwise mean wind diffusion speed, representing the strength of wind connectivity
after factoring out directionality, varied by a factor of more than 10 over the entire analysis
and by a factor of more than 4 across population pairs within the median individual dataset.

Each of the four hypotheses (flow, isolation, asymmetry, diversity) about how these wind
patterns affect landscape genetics was tested against three predictions, for a total of twelve
wind-genetic relationships. We used two variations of a hierarchical Mantel test (figure
S3.1), which we call the “dataset null” test and “global null” test according to whether
null distributions were evaluated separately for each dataset and then combined, or first
combined into a single null distribution for a global summary statistic and then evaluated.
The two inference methods yielded strongly correlated estimates of statistical significance
across the twelve hypothesis tests (r = 0.88), with the global null method estimating more
extreme p-values (one-sided p-values farther from 0.5) on average compared to the dataset
null method (figure S3.2).

Eleven of these twelve relationships had effects in the hypothesized direction, and the
majority of these were statistically significant (figure 3.4). For the “wind dispersers” pre-
diction that wind-dispersed genomes will have positive wind-genetic correlations, we found
positive relationships for all four genetic facets; all facets except flow were statistically sig-
nificant under both the “global null” and “dataset null” significance tests (figure 3.4 first
and second rows, respectively). For the “dispersal level comparison” prediction comparing
correlations across functional groups, there was a trend toward higher and more significant
correlations for all four genetic metrics; this trend was significant under the global null test
for all facets except flow, and under the dataset null test for all facets except diversity. For
the “genome control” comparison focused on six oak species, the median partial correlation
between wind and the nuclear signal after controlling for the plastid signal was positive for
all facets except diversity; this result was significant for the flow metric under the global null
test, and non-significant in the remaining facets.

Patterns for flow, isolation, asymmetry, and diversity were largely independent. In the
raw pairwise input data (figure S3.3a), gene flow explained 34% of variation in genetic differ-
entiation and 29% of variation in gene flow asymmetry ratios, while all other combinations
of genetic metrics had r-squared values less than 5%. In the results for each dataset, partial
correlation coefficients and Mantel p-values did not correlate strongly among most genetic
facets—with the exception of gene flow and gene flow asymmetry, r-squared values for all
combinations of genetic facets were less than 13% (figure S3.3).
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Controlling for the latitudinal trends apparent in wind dispersal syndrome (figure 3.2) did
not substantially change the estimated relationship between dispersal syndrome and wind-
genetic correlations. When absolute latitude was added to models predicting the effect of
dispersal syndrome on correlations, the estimated effect sizes decreased only slightly for each
of the landscape metrics (table S3.1), though significances did decrease as would be expected
when adding a correlated predictor to a model. The latitude effects in these bivariate models
were all positive but were extremely weak and not significant, indicating that distance from
the equator has a negligible effect on wind-genetic correlations after controlling for dispersal
syndrome.

Wind- and non-wind dispersers also differed in their degrees of genetic differentiation,
IBD, and IBE, in models with only distance and environment as predictors (figure 3.5).
Fst was substantially higher in non-wind-dispersed genomes than in fully- or partially-wind-
dispersed genomes (figure 3.5c). Median IBD was significantly positive for all wind dispersal
levels, and increased with wind dispersal level (figure 3.5a). Median IBE was lower than
IBD, and was significantly positive only in non-wind-dispersers, declining to near zero in
fully-wind-dispersed genomes (figure 3.5b).
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Figure 3.3: Variation in and relationships among wind connectivity metrics. The two plots
show different views of the same data, representing geographic distance, wind travel time,
wind speed, and wind speed ratios for 500 population pairs randomly selected across all
species in the analysis. For each population pair, line segments link the wind flow metrics
in the two directions, while points indicate the average wind speed or wind travel time.
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Figure 3.4: Partial correlations between wind and each of the four landscape genetic pat-
terns: flow, connectivity, symmetry, and diversity. The first row shows distributions of
partial correlation coefficients with overall significance based on the global null hypothesis
test. The second row shows distributions of traditional partial Mantel p-values values with
overall significance tested based on the distributions of these values; these are one-sided p-
values, with the direction set so that higher p-values correspond to more positive correlation
coefficients. Red, purple, and blue boxplots represent correlations for datasets with different
wind dispersal levels, while cyan boxplots represent correlations for the six Quercus nuclear
datasets that have corresponding chloroplast data available as a control for non-wind disper-
sal. Triangles are averages across datasets. The correlation plots hide absolute values above
0.3 to emphasize central patterns over outliers. The gray shaded regions show statistical
significance for the three tests shown in figure 3.2c, with filled points significant at p ¡ 0.1.
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Figure 3.5: Differences in genetic differentiation patterns by wind dispersal level. (a, b)
Partial correlations of geographic distance and climatic difference with Fst, in models without
wind connectivity. (c) Mean pairwise Fst. All plots illustrate variation among datasets, with
one data point per dataset per panel. Extreme outliers are omitted from plots but still used
in generating boxplots.
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3.4 Discussion

Isolation by wind

We found that real-world wind patterns deviate substantially from the assumption that dis-
tance alone is an adequate descriptor of wind dispersal potential. Directional wind diffusion
speeds between pairs of conspecific tree populations, reflecting wind accessibility after con-
trolling for distance, varied more than 30-fold across the world. This variation results in
part from highly asymmetric wind flows along many dispersal routes: wind travel between
the median pair of populations took more than twice as long in one direction as the other.
It is also a product of geographic variation in wind strength: the median species in our
analysis had fourfold variation among population pairs in pairwise mean wind speed after
controlling for directionality. These estimates help to clarify the potential for anisotropic
and spatially variable wind regimes to shape dispersal dynamics and biodiversity patterns.
River and ocean currents are strongly constrained and directional, with major evolutionary
implications in those systems (Cowen & Sponaugle, 2009; Morrissey & de Kerckhove, 2009;
Pringle et al., 2011). While the degree of asymmetry is lower for aerial dispersal due to the
temporal variability associated with weather systems and fine-scale atmospheric turbulence,
our models highlight the potential for important biological effects. Asymmetric and nonsta-
tionary propagule dispersal rates that correspond to our estimated wind flow rates can have
a strong influence on evolutionary outcomes.

Our results strongly suggest that these wind patterns do influence forest genetics. We
found evidence that wind influences gene flow, genetic isolation, asymmetric gene flow,
and genetic diversity patterns in the ways we hypothesized. For each of these distinct ge-
netic facets, partial correlations between wind and genetics were positive in wind-dispersed
genomes after controlling for distance and environment, and were higher in wind-dispersed
genomes than non-wind-dispersed genomes. Results of the genome control test (Quercus
data) also trended in the hypothesized direction, with the exception of the diversity hypoth-
esis, but these tests were mostly inconclusive due to small sample size and high variability in
effect size among species. Because we tested the influence of wind on each genetic hypothesis
in three distinct ways and found general agreement across these tests, we can have higher
confidence that the observed effects of wind are real. Taken together, these tests provide
clear evidence for the effects of wind on landscape genetics in trees.

Importantly, our results show that wind has distinct, independent effects on genetic
isolation, gene flow asymmetry, and genetic diversity (figure S3.3). Wind-genetic correlations
for wind-dispersed genomes were almost entirely uncorrelated among these three hypotheses.
(Results for flow, the fourth hypothesis, were correlated with asymmetry and isolation, as
expected given mathematical relationships among the metrics). This confirms that these are
not simply alternative measures of the same underlying pattern in the raw genetic data that
were predetermined to yield similar results, but instead represent three genuinely distinct
tests of the influence of wind on different facets of landscape genetics. It also implies that
while all three patterns are consistently influenced by differences among the life history traits
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we used to determine wind dispersal level, biogeographic or trait-based variation among
species within a given wind dispersal group does not consistently shape the overall influence
of wind. Aspects of the life history and biogeography of these species presumably do influence
their dispersal sensitivity to wind, but any such influences appear to operate independently
on these three landscape genetic metrics.

Strong latitudinal trends in wind dispersal level in our analysis (figure 3.2), which match
known patterns (Regal, 1982), mean that wind influences on genetic patterns are primarily a
temperate and subtropical phenomenon. They also raised the possibility that some unknown
factor correlated with latitude, rather than dispersal syndrome itself, could be responsible
for the observed differences in wind-genetic relationships among wind dispersal levels. But
when we compared the effects of wind dispersal level on wind-genetic correlations in models
with and without latitude, estimated effects were nearly identical (table S3.1). Latitude
coefficients in these models were also very small and not statistically significant, indicating
there were no major latitudinal trends within wind dispersal groups. We conclude that
confounding latitudinal effects are unlikely to be a concern in this study.

While the effects of wind on these genetic metrics are clear and significant, they are
not especially strong or consistent. Average partial correlations are low, and there is wide
variability among species, with the role of wind becoming clear only when data are pooled
across large numbers of taxa. While this analysis reveals that wind connectivity models are
useful for understanding landscape genetic patterns at macroecological scales, our results
imply that they still fall short for many individual species. On average across the four facets,
partial correlations for two thirds (64–69%) of fully wind-dispersed genomes had Mantel p-
values in the hypothesized direction. Given the substantial uncertainties in estimates of
both wind connectivity and genetic patterns discussed above, it is perhaps unsurprising that
a third of species did not follow predicted trends. While some irreducible uncertainty is
inevitable due to idiosyncrasies in population genetic histories, it is clear there is room for
improvement in future studies of landscape wind connectivity. Because trees tend to have
high levels of standing genetic variation within vs. among populations (Hamrick et al.,
1992; Petit & Hampe, 2006; Savolainen et al., 2007), sampling uncertainty can be high,
and so collecting data from larger numbers of populations, individuals, and/or loci could
give more power to detect subtle patterns such as wind effects. Wind connectivity models
could also be refined in a number of ways. For example, our modeled wind flow pathways
were unconstrained by landscape features (other than large water bodies) and were based
on all wind conditions during each species’ dispersal or pollination season; more realistically,
gene flow may is perhaps likely to follow pathways through inhabited patches within the
species range, and dispersal can be driven by specific weather conditions at specific times of
day (Greene, 2005; Maurer et al., 2013; S. J. Wright et al., 2008). These factors could be
accounted for given sufficient information on a focal species.

While the overall results are consistent with our core hypotheses for all four genetic facets,
other aspects of the data are unexpected. For the isolation and asymmetry analyses, the
majority of non-wind dispersers had significantly negative correlations between wind and
genetic patterns. This is surprising, as genomes in this group would be expected to have
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zero correlation with wind, and it raises the possibility of biases in the measured correlations.
These results underscore the value of comparing genomes with different wind dispersal levels
rather than only analyzing wind dispersers. The true historic effects of wind on gene flow are
obscured by uncertainty in the wind and genetic components of our model, and we expect
most of the wind and genetic uncertainty to be uncorrelated, introducing noise rather than
bias in our results. However, wind speed and direction are strongly spatially structured, and
so there is potential for correlation with non-wind drivers of gene flow, like postglacial range
expansion and animal movement. Modeling those processes is beyond the scope of this study,
but we can speculate about how they might contribute to negative correlations in non-wind
dispersers, and dampen positive correlations in wind dispersers. For the asymmetry hypoth-
esis, negative wind-genetic correlations indicate asymmetric gene flow against the prevailing
wind direction. Founder effects, such as may be common in postglacial range expansions,
can generate a bias in perceived migration rates, incorrectly estimating net migration from
the newly founded population toward the older source population (Sundqvist et al., 2016).
If prevailing winds tended to blow opposite the direction of recent range expansions, the
expected genetic signal of founder effects and wind effects would be similar and the result
could be confounded. In the northern temperate latitudes representing the large majority of
our datasets, postglacial range expansions and prevailing meridional winds driven by Hadley
cells both move in the poleward direction, and the artifacts of founder events would thus be
expected to cause negative bias in the estimated effect of wind directionality on gene flow
directionality. For the isolation hypothesis, negative relationships between genetic similarity
and wind connectivity in non-wind-dispersed species imply that genetic exchange resulting
from animal movement is higher in less windy portions of a species range, or is higher along
routes perpendicular rather than parallel to prevailing winds. This latter effect could po-
tentially occur because east-west windspeeds in most places are stronger than north-south
windspeeds, whereas seasonal migration pathways of animals, as well as range expansion
pathways between the LGM and present day, tend to be oriented in the north-south direc-
tion.

These results also imply that wind patterns are relevant to the conservation and man-
agement of forests vulnerable to multiple threats from global environmental change. With
ongoing climate change, the rate and direction of gene flow are important for transporting
adaptive alleles to both the warm and cold edges of a species range (Bontrager & Angert,
2019; Sexton et al., 2011), and the efficacy of these processes is likely to be shaped by global
wind patterns (Kling & Ackerly, 2020). With widespread habitat destruction and fragmen-
tation, isolated forest fragments will depend on long-distance wind dispersal and pollination
for maintaining genetic diversity and reducing inbreeding depression (Jump & Peñuelas,
2006; Lowe et al., 2015). And with increasing concern about engineered genes leaking from
commercial forestry plantations into wild tree populations, understanding how wind geogra-
phy shapes gene flow will be important for risk management (DiFazio et al., 2004; Small &
Antle, 2003).
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Isolation by distance and environment

Dispersal syndrome affects other aspects of species’ spatial genetic patterns beyond their
sensitivity to wind, as illustrated by our analysis of how genetic differentiation relates to
distance and environment in models without wind connectivity a predictor. Like various
prior studies (Givnish (2010) and references therein), our results show that the average level
of genetic differentiation between populations is much lower in wind-dispersed genomes than
in non-wind-dispersed genomes, implying that wind facilitates higher rates of long-distance
gene flow compared to alternative dispersal and pollination modes. Also in keeping with
prior comparisons across plant species (Sexton et al., 2014), we found that distance and
environment both explain significant portions of the variance in pairwise genetic differen-
tiation, with substantially stronger IBD than IBE overall. Perhaps more interestingly, we
found a clear interaction between wind dispersal level and the degrees of IBD and IBE.
These results are correlations rather than regression coefficients, and so represent the effects
of life history traits on the predictability of genetic differentiation rather than on the absolute
level of differentiation. Wind dispersers had higher IBD and lower IBE than genomes with
non-wind vectors, while partially-wind-dispersed genomes had intermediate values for both
phenomena, strengthening the conclusion that the relationships are meaningful. IBE was
significant for non-wind-dispersed genomes but declined to near zero in fully-wind-dispersed
genomes, which were as likely to have negative climate-Fst correlations as positive. While
the vast majority of genetic loci in our analyses were presumed to be selectively neutral and
their climatic associations don’t speak directly to local adaptation, it is common to find
IBE in neutral markers due to linkage with loci that are under selection (Sork et al., 2010).
Overall, these results imply that wind dispersal facilitates higher absolute rates of gene flow,
diffuses migrants more uniformly across space, and swamps signals of local adaptation with
higher rates of counter-gradient gene flow.

Our use of three discrete wind dispersal levels is a simplification of functional trait vari-
ation across species. One issue is that propagules can be dispersed by both wind and
non-wind vectors, making the relative contribution of wind to dispersal patterns a gradi-
ent rather than a discrete ranking; examples include wind-dispersed pine seeds with varying
levels of secondary dispersal by rodents, willows pollinated by both insects and wind, and
species pollinated by insects which are themselves subsequently transported by wind. An-
other issue is that the efficacy of long-distance wind dispersal varies enormously even among
wind-dispersed taxa, ranging from heavy winged seeds and large pollen grains that generally
disperse only short distances, to cottony seeds and small pollen grains capable of traveling
vast distances. On the one hand, the use of three discrete levels makes sense in the context
wind-genetic correlations, which measure the predictability of gene flow rather than abso-
lute rates of gene flow as noted above—functional variation in wind dispersal ability should
relate more to absolute rates, whereas predictability may simply relate to the degree of noise
contributed by non-wind dispersal vectors like animals. On the other hand, genetic patterns
reflect the balance between multiple evolutionary rates, and patterns in genomes with slower
rates of wind dispersal should be relatively more influenced by processes such as selection
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and drift, making them less predictable from wind. It would be valuable for future work
to integrate quantitative measures of wind dispersal ability into molecular macroecology
analyses.

Conclusions

Our results provide insight into the ways that wind patterns shape various aspects of land-
scape genetic patterns across populations of wind-dispersed and wind-pollinated trees. While
the marginal effects of wind are subtle after controlling for distance and climate, they are
clearly detectable using the combination of time-integrated wind connectivity models, a large
global multispecies genetic dataset, and extensions of existing statistical methods. This anal-
ysis offers a new category of evidence of the large-scale influences of wind on spatial genetic
patterns, demonstrating that wind has distinct influences on genetic diversity, genetic dif-
ferentiation, and asymmetric gene flow.

3.5 Methods

Genetic data

Our study is based on reanalysis of previously published datasets available on the Dryad
data repository. We compiled a global list of 165 tree genera, entered each genus as a
search term in Dryad, and reviewed the abstracts of all results for each genus. Microsatellite
(SSR) and single nucleotide polymorphism (SNP) datasets from landscape genetics studies
representing multiple individuals of a given species from multiple geographic locations were
downloaded. Hereafter we use the term “dataset” to refer to the data of a single type (SSR
or SNP) representing a single genome (nuclear or chloroplast) of a single species from a
single publication; some publications contained multiple datasets, which we disaggregated for
most downstream analysis. Studies focused on hybridization between species were excluded,
except in cases where populations in the hybrid zone of overlap between species ranges could
be identified and removed, retaining only the non-overlapping portions of species ranges for
analysis.

Each dataset was individually restructured into a standardized format. Because wind
connectivity cannot be computed between populations occurring in the same spatial grid
cell (see below), populations from a given genetic dataset that fell within the same grid
cell were merged prior to analysis by averaging the latitude and longitude of the constituent
populations and pooling individual genotype data into a single population. After all filtering,
cleaning, and reformatting, our final analysis was based on 126 datasets representing 1956
populations of 103 tree species, sourced from 72 original publications.
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Genetic metrics

We analyzed genetic patterns in each dataset using a fully connected lattice model of popu-
lations, in which all population pairs are connected. For each dataset, we calculated genetic
differentiation and directional migration (gene flow) for every population pair, and genetic
diversity for every population. Diversity was measured as mean allelic richness for every
population using the resampling method in the divBasic function in the R package diveRsity
(Keenan et al., 2013); to convert these diversity values into the data structure of pairwise
relationships between populations, we calculated genetic diversity ratios for each population
pair in each direction, as the ratio of allelic richness in the destination versus the origin
population. Pairwise genetic similarity was measured as 1 - Fst.

Migration was estimated via the divMigrate method (Sundvquist et al. 2016) imple-
mented in the R package diveRsity (Keenan et al., 2013), which uses allele frequency dif-
ferences between population pairs to estimate rates of migration in each direction. Note
that these rates are relative to other pairs in the same dataset, and cannot be compared
across datasets. This method was chosen for its straightforwardness and for its compu-
tational tractability given the size of our analysis, compared to computationally-intensive
model-based alternatives (e.g. Beerli and Felsenstein (1999), Wilson and Rannala (2003)).
We modified the divMigrate function in order to accommodate haplotype (chloroplast) data,
as these data are consistent with the theoretical method but not supported in the original
R package. Gene flow asymmetry was calculated for each population pair as the ratio of
outbound to inbound gene flow; reciprocal values were calculated reversing outbound and
inbound, for distance-based matrix analyses.

Traits

For each species, we compiled data on pollination and seed dispersal syndromes, the months
of the year when pollination and seed dispersal occur, and whether chloroplast DNA is
transmitted via pollen or seed. Data were sourced from TRY (Kattge et al., 2020) and
BIEN (Maitner et al., 2018) using bulk multi-species queries, and holes were filled by manual
searching on Google Scholar and Google. Based on these traits, each dataset was classified
as non-wind dispersed, partially wind dispersed, or fully wind dispersed, according to the
expected role of wind in shaping genetic patterns (figure 3.3).

Wind

We used the windscape R package (Kling, 2020b) in combination with three decades of
hourly global wind data from the Climate System Forecase Reanalysis (CFSR) (Saha et al.,
2010) to estimate wind connectivity among sites. In this framework, a connectivity graph is
constructed in which each grid cell is connected to its eight neighbors in proportion to the
frequency and strength with which wind blows in that direction, integrating over decades of
hourly wind conditions. Wind conductance over non-terrestrial cells was down-weighted by
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90%, to reflect the reduced likelihood of long-distance dispersal across large water bodies.
The most efficient route between any two points can then be identified using a least cost
path algorithm, with its “cost” quantified as the mean estimated number of hours wind
would take to diffuse to that location based on the full spatiotemporal distribution of wind
conditions across the landscape. We quantify wind flow as the inverse of this travel time,
measured in units of h-1.

We calculated wind flow in both directions for every pair of populations in each dataset.
For each population pair we used these two flow values to calculate wind flow asymmetry, i.e.
the ratio of outbound to inbound wind flow, which like gene flow asymmetry are reciprocals
that contain the same information. We also calculated wind connectivity, the mean of wind
flows in the two directions.

Wind patterns differ seasonally in many parts of the world, and for each dataset we
therefore calculated wind flow based on data only from months of the year when wind
pollination and/or dispersal is thought to occur for that genome. For datasets where wind
dispersal or pollination is relevant, wind data from only the relevant months was used.
For non-wind-dispersed datasets, and for the small minority of datasets where pollination or
dispersal phenology was unknown, wind data from all months of the year was used. This was
determined for each dataset based on the combination of genome type, plastid inheritance,
and seed and pollen dispersal syndromes.

Climate

Both to control for and test for IBD and IBE, we also calculated the pairwise geographic
distance and the pairwise climatic difference between every pair of populations. Climatic
difference was calculated based on four climate variables deemed likely to shape patterns
of local adaptation in trees: maximum temperature of the warmest month, minimum tem-
perature of the coldest month, annual actual evapotranspiration (AET, a measure of water
available for plant growth), and annual climatic water deficit (CWD, a measure of dryness
intensity). We used gridded 1 km global terrestrial climate data from CHELSA (Karger
et al., 2017) representing mean climates from 1979–2013. We derived AET and CWD from
monthly temperature and precipitation values and latitude following the methods of (T.
Wang et al., 2012), and then transformed them for normality using log(x + 1). The four
variables were then standardized using a principal component analysis across all terrestrial
grid cells outside the (ant)arctic circles, yielding four climate dimensions with equal vari-
ances. Pairwise Euclidean distances between populations were calculated in this principal
component space.

Statistical models

The steps described above generated nine pairwise matrices for each dataset, including two
asymmetric matrices with different values in the upper and lower triangles (gene flow, wind
flow), three reciprocally-symmetrical matrices with reciprocal values in the upper and lower
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triangles (gene flow ratio, genetic diversity ratio, wind flow ratio), and four symmetric ma-
trices with identical values in the upper and lower triangles (geographic distance, climatic
difference, genetic similarity, wind connectivity). Most variables were log-transformed prior
to statistical analysis, both to improve the normalcy of data distributions and so that correla-
tions would reflect fine-scale variance among nearby/similar populations as well as large-scale
variance among relatively distant populations, rather than being dominated by the latter.
(The one exception was genetic similarity, for which log transformation would have increased
skew in the distribution).

These data were used to test the four hypotheses about how wind shapes different land-
scape genetic patterns. We tested the flow hypothesis as the partial correlation between
wind flow and gene flow; the isolation hypothesis as the partial correlation of wind connec-
tivity and genetic similarity; the asymmetry hypothesis as the partial correlation between
wind flow ratio and gene flow ratio; and the diversity hypothesis as the partial correlation
between wind flow ratio and genetic diversity ratio. All of these partial correlations were
hypothesized to be positive for wind-dispersed genomes. Geographic distance and climatic
difference were included as controls in the partial correlations for the flow and isolation anal-
yses, ensuring that only residual variation not associated with these predictors was tested.
(Distance and climatic difference by definition have zero correlations with log-transformed
wind and genetic asymmetry ratios, so it was not necessary to include them as controls in
the asymmetry and diversity analyses.)

For each of these four hypotheses we tested three predictions, for a total of twelve hy-
pothesis tests. We refer to these as the “wind disperser”, “dispersal level comparison”, and
“genome control” predictions. The wind disperser prediction considers only the fully or par-
tially wind-dispersed datasets, predicting that the majority of them will have positive partial
correlations between the wind and genetic metrics. The dispersal level comparison predic-
tion considers all datasets, predicting that the partial wind-genetic correlation will increases
across the three wind dispersal levels (none, partial, full). The genome comparison predic-
tion considers only datasets from studies where partially-wind-dispersed nuclear data and
non-wind-dispersed chloroplast data were collected for the same individuals and populations,
which comprised six Quercus species, predicting that the majority of nuclear datasets will
have positive partial wind-genetic correlations after the chloroplast genetic signal is added
as a control.

All tests were conducted using partial Mantel tests, the statistical approach most widely
used to test patterns in pairwise matrix data for applications such as IBD and IBE (Sexton et
al., 2014). However, because we are testing global hypotheses about macroecological patterns
across the entire multispecies dataset rather than hypotheses about any individual species
in particular, an extension of the traditional single-species partial Mantel test is needed.
We used two alternative approaches that accommodate this hierarchical data, which we call
the “dataset null” and “global null” approaches, and tested each of our twelve hypotheses
using both approaches. Both approaches begin by using Mantel-style permutations of the
rows and columns of the genetic matrix of every dataset, to derive a null distribution of
10,000 randomized partial correlation coefficients for every dataset; they differ in how those
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randomized null values are summarized to derive a final global p-value representing the
significance of the overall hypothesis (figure S3.1).

For the global null approach (A in figure S3.1), we used the randomization data to
calculate global summary statistics across datasets separately for each random iteration, to
derive null distributions of these global test statistics that we then compared to the measured
test statistic to test the overall hypothesis. Our test statistic for the wind disperser and
genome control predictions was the median correlation coefficient across datasets. For the
dispersal level comparison prediction, our test statistic was the Spearman rank correlation
between wind dispersal level and correlation coefficient.

For the dataset null approach (B in figure S3.1), we used these randomization data to
calculate one-sided p-values separately for each specific dataset, comparing each dataset’s
actual correlation coefficient to its null distribution following the standard practice for the
partial Mantel test. These one-sided p-values contain information about both the direction
and uncertainty of the relationship for each dataset. To derive final global p-values we tested
whether this collection of independent p-values deviated significantly from null expectations.
For the wind disperser and genome control predictions discussed above, the null expectation
is that p-values above and below 0.5 are equally likely; we tested this with simple one-sided
binomial tests. For the dispersal level comparison prediction, the null expectation is that p-
values do not differ across the three wind dispersal levels; we used one-sided Spearman’s rank
correlation tests to determine whether p-values decreased as wind dispersal level increased.

Wind dispersal level is strongly geographically patterned (figure 3.2), raising the possibil-
ity that some latitude-associated phenomenon other than wind dispersal level could in fact
explain any observed relationships between wind dispersal level and wind-genetic correla-
tions. To test for this, for each of the four hypotheses, we fit a regression model predicting a
dataset’s partial wind-genetic correlation based on wind dispersal level, and a second based
on wind dispersal level and the absolute value of the mean latitude of populations, and
compared the effects of wind dispersal level between these two models. Because correlations
are bounded between -1 and 1, we rescaled them to the 0–1 range and then used logistic re-
gression. Model significance was assessed using the “global null” testing approach described
above, with logistic regression coefficients as test statistics.

Finally, we conducted a separate, secondary analysis with the same data to test how IBD
and IBE differ by wind dispersal level, ignoring wind connectivity metrics and focusing just
on relationships between distance, climatic difference, and genetic differentiation (Fst). For
each wind dispersal level we used the global null method described above to calculate whether
median partial correlations for distance and climate were greater than zero, and whether they
differed from each other. We also used the global null method to test for trends across wind
dispersal levels in partial correlation coefficients for each of these two predictors, using the
rank correlation as described above for the “dispersal level comparison” test.

All analysis was done in R (R Core Team, 2017).
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Conclusion

Through three different views of large-scale plant spatial ecology, this dissertation research
explored how the dynamics of migration and selection influence basic biodiversity patterns
and vulnerability to anthropogenic climate change. This work informs various aspects of our
understanding of basic ecology. At least as importantly, it also informs applied questions
about biodiversity conservation and land management in the face of global environmental
change.

For example, findings about spatial patterns in the importance of different climate vari-
ables to different vegetation types can help land managers assess climate change vulnerability
using the climate variables most appropriate for their local landscape. Similarly, the inte-
gration of three dimensions of climate novelty aims to help guide choices among alternative
climate adaptation strategies ranging from assisted migration to assisted regeneration to
assisted gene flow. And the work on wind identifies landscapes and populations that may
be more or less vulnerable to future climate change, which could help to guide monitoring
programs and target the systems most likely to need intensive management intervention to
resist the worst effects of climate change.

But much work remains to be done on these questions. Chapters 1 and 2 introduce new
conceptual frameworks and explore their potential implications in large modeling studies.
These analyses leverage big empirical datasets to generate a variety of novel, spatially explicit
predictions about climate vulnerability patterns, but they offer no definitive answer about
how well these predictions translate to real patterns of biotic response to climate change on
the ground. Follow-up studies helping compare and validate these predictions and translate
them into actionable forecasts for climate adaptation will be essential.

For example, chapter 1 presented a framework comparing and integrating niche novelty,
temporal novelty, and spatial novelty, and showed that these three dimensions of predicted
climate threat exhibit starkly different geographic and ecological patterns. By integrating
these predictions with observational data on emerging ecological responses to climate change
over recent decades, it should be possible to identify which of these three metrics, or which
combination of metrics, best predict biotic change in which ecological contexts. In turn,
combining these sorts of insights with additional macroecological data on species traits and
future climate change could help to reduce the uncertainty of ecological forecasts and guide
the efficient and effective application of various types of management intervention.

Similarly, chapter 2 introduced an important new question about how wind patterns may
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shape vulnerability to rapid future climate change. In future work, these predictions can be
tailored to best represent the ecology of particular species and landscapes, and can then be
compared to observations of recent or paleoecological responses to climate change to validate
and improve the wind connectivity models. Wind patterns could influence rates of biotic
response to climate change throughout a species range, including by influencing rates of
species turnover at trailing edges, rates of adaptive gene flow at the range center, and rates
of evolution and range expansion at the leading edge. All of these phenomena should be
testable given sufficient data on population trends over time, which are becoming increasingly
available thanks to open data reporting and standardized biodiversity databases. There is
much potential for future analyses like these to narrow the uncertainty in the wind-climate
change predictions presented here, helping to guide the appropriate future use of assisted
migration and assisted gene flow.

Chapter 3 provides a validation for the usefulness of these wind connectivity models
in historical landscape genetics. It also complicates the above set of questions by showing
that wind influences not just directional gene flow as explored in chapter 2 but also genetic
diversity and genetic isolation. This raises questions about how dispersal patterns interact
with patterns of habitat fragmentation, overharvesting, and other anthropogenic stressors
to shape variation in vulnerability to global environmental change. Further work should
explore how wind shapes these aspects of conservation genetics and their interactions with
climate change.

The importance of these future research agendas notwithstanding, uncertainty is no ex-
cuse for inaction. The scientific consensus is clear on the gravity of the impending threats
to biodiversity, on the increasing costs to biodiversity and humanity associated with every
additional month of delayed action against juggernauts like climate change and deforesta-
tion, and on steps that could be taken now to mitigate the worst of these effects. Stemming
the threats of global environmental change requires society’s full attention and immediate
mobilization, and there is more than enough existing ecological understanding to steer those
initiatives.
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Appendix 1: Supplementary
information for chapter 1

Name Abbreviation Definition
Bio1 mean T Annual Mean Temperature

Bio2 mean diurnal T range
Mean Diurnal Temperature Range (Mean of monthly
(max temp - min temp))

Bio3 isothermality Isothermality (Bio2 / Bio7)
Bio4 T seasonality Temperature Seasonality (standard deviation)
Bio5 maxTwrmm Max Temperature of Warmest Month
Bio6 minTcldm Min Temperature of Coldest Month
Bio7 annual T range Temperature Annual Range (Bio5 - Bio6)
Bio8 meanTwetq Mean Temperature of Wettest Quarter
Bio9 meanTdryq Mean Temperature of Driest Quarter
Bio10 meanTwrmq Mean Temperature of Warmest Quarter
Bio11 meanTcldq Mean Temperature of Coldest Quarter
Bio12 total P Annual Precipitation
Bio13 Pwetm Precipitation of Wettest Month
Bio14 Pdrym Precipitation of Driest Month
Bio15 P seasonality Precipitation Seasonality (coefficient of variation)
Bio16 Pwetq Precipitation of Wettest Quarter
Bio17 Pdryq Precipitation of Driest Quarter
Bio18 Pwrmq Precipitation of Warmest Quarter

Table S1.1: Abbreviations and definitions for the 19 bioclimatic variables used in the analysis.
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Figure S1.1: Labelled key to the six-level USNVC hierarchy. Category names are listed for
the outermost layer representing the vegetation “system types” used in this analysis, and the
innermost layer representing the coarsest-level vegetation “classes” referred to in the text.
All slices are sized according to the land area covered by a vegetation category within our
western US study area. See www.natureserveexplorer.org for detailed descriptions of each
type.
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Figure S1.2: Heatmap of variable importance matrix, with low ranks indicating variables
more important to a given type. The top four variables (yellow-orange) were used in the
novelty analyses. Data are arranged to roughly group vegetation types that are similar in
the variables that shape their distributions and roughly group variables that are similar in
the vegetation types whose distributions they shape.
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Figure S1.3: Variable selection model performance curves for each vegetation type. The
recursive feature elimination algorithm used to determine relative variable importance for
each type begins with all 19 bioclimatic variables and progresses left to right, iteratively
removing the variable that least reduces model performance as measured by area under the
receiver-operator curve (AUC) evaluated on spatially independent data. By recording the
identity of the variable removed at each step, variables are ranked in order of importance for
each type. The mean (solid line) and median (dashed line) AUC across all vegetation types
are shown in black.
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Figure S1.4: Mahalanobis distances (MD) and percentiles for empirical climate time series
versus simulated multivariate normal data. X-axis values represent the MD of an individual
year, while y-axis values represent the percentiles of those values with respect a 33-year
time series. Gray points show a random sample of actual observed values from our analysis,
summarized by the black GAM curve. Red points show the expected pattern based on
multivariate normal data (draws from randomly simulated datasets each with n = 33 points),
while the red curve shows the cumulative chi-squared distribution with 2 degrees of freedom.
The conditional means and variances are quite similar between the observed and expected
data, indicating that empirical data are sufficiently normally distributed for these statistics
to be easily interpretable.
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Figure S1.5: Vegetation climate change vulnerability across the western United States ac-
cording to three metrics of vulnerability: niche novelty, spatial novelty, and temporal novelty.
This figure presents the same results as Figure 1.4 in the main manuscript, but uses color to
depict the position of sites or vegetation types in three-dimensional novelty space. Sites in
white or black respectively have low or high vulnerability ranks for all three metrics, and sites
in color have various combinations of high and low vulnerability across the three metrics. (a)
Geographic vulnerability patterns across the western US, with grid cell values representing
the mean vulnerability of local vegetation types. (b) Mean range-wide latitude, elevation,
and vulnerability of each vegetation type. (c) Mean range-wide temperature, precipitation,
and vulnerability of each vegetation type. (d) Vulnerability as a function of a site’s position
within the geographic range of a type, averaged across all types endemic to the US. (e)
Vulnerability as a function of a site’s position within the realized climatic niche of a type,
averaged across all types endemic to the US. All vulnerability values are in quantiles relative
to other values within each panel.
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Figure S1.6: Mean distribution-wide vulnerability of the 96 vegetation types. Diagonals:
exposure values across the vegetation classification (see Figure S1.1 for a labelled key). Off-
diagonals: relationships between mean novelty values for the three metrics. Black-purple-
yellow colors represent low-medium-high novelty.
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Figure S1.7: Relationships between elevation and components of univariate temporal novelty
for each of the 19 bioclimatic variables. Color represents the correlation coefficient between
elevation and the listed climate change statistic for a given climate variable across grid
cells of the western US, while point size indicates how often the variable was among the
most important to vegetation types, and thus its influence on vulnerability results. For
all four statistics, higher values are associated with greater temporal novelty, and positive
correlations colored in blue thus represent increasing vulnerability with elevation. Exposure
magnitude is the absolute value of change in a given climate variable. Negative interannual
variability is negative one times the standard deviation across years in the baseline time
period, made negative so that higher values equate to higher predicted vulnerability. The
ratio of exposure to variability for a given grid cell is the absolute z-score.
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Figure S2.1: Global patterns of alignment between prevailing wind direction and temperature
gradients. (a) Prevailing local wind direction, that is the bearing at which wind-dispersed
organisms are expected to move on average. (b) Direction of temperature gradient descent,
that is the local direction in which organisms will need to move to offset warming climate.
(c) The difference between these two directions, with 0◦ indicating migratory tailwinds (pre-
vailing winds blow directly down the temperature gradient) and 180◦ indicating migratory
headwinds (prevailing winds blow directly up the temperature gradient).
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Figure S2.2: Global patterns of landscape overlap between windsheds and climate analogs.
Maps show the amount of climatically analogous area versus the proportion of that area that
is wind-accessible within 250 km of each focal site, in the outbound (a), and inbound (b),
directions. (Panel a presents the same data as figure 2.4c of the main text, and is repeated
here for comparison.) Color represents the bivariate relationship between these variables
(c), with green and blue indicating wind facilitation and yellow and red indicating wind
hindrance. Additional scatterplots (d–f) compare the amount of similar climate, the amount
of wind-accessible area, and the amount of wind-climate overlap in the forward versus reverse
directions. Extreme outliers are rescaled in panel f for visual purposes only.
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Figure S2.3: Global patterns of wind facilitation of climate change tracking. Maps show
wind facilitation for the landscape within 250 km of each terrestrial grid cell, in the inbound
(a), and outbound (b), directions, and with respect to major geographic gradients (c–e). In
the scatterplots, latitude represents absolute latitude.
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Figure S2.4: Global patterns of wind-climate overlap. Maps show overlap for the landscape
within 250 km of each terrestrial grid cell, in the inbound (a), and outbound (b), directions,
and with respect to major geographic gradients (c–e). In the scatterplots, latitude represents
absolute latitude.
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Figure S2.5: Global patterns of wind facilitation ‘syndromes’. Sites can be assigned continu-
ous rankings or discrete categories representing four alternative syndromes: wind facilitation,
directional hindrance, speed hindrance, or climate limitation. (a) Sites are ranked by climate
availability, wind facilitation, and directional alignment (collapsed z-axis differentiating red
from yellow) to assign relative membership in each of the four syndromes. (b) Examples
of each syndrome, with colors representing climate similarity, wind accessibility, and their
areas of overlap across the 250-km radius landscapes surrounding each central origin cell.
(c,e) Syndrome prevalence by latitude in the inbound and outbound directions, respectively;
syndromes are categorized to place 25% of global land area in each category, along the dotted
lines depicted in panel a. (d,f) Global map of syndromes in the inbound and outbound direc-
tions, respectively, with colors representing a continuous gradient among the four categories
as depicted in panel a.
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Figure S2.6: Global patterns of wind accessibility. Maps show the mean wind accessibility
of landscapes within 250 km of each terrestrial grid cell, in the inbound (a), and outbound
(b), directions, and with respect to major geographic gradients (c–e). In the scatterplots,
latitude represents absolute latitude.
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Figure S2.7: Global patterns of climate analog availability. Maps show analog availability
within 250km of each terrestrial grid cell, in the inbound (a), and outbound (b), directions,
and with respect to major geographic gradients (c–e). In the scatterplots, latitude represents
absolute latitude.
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Figure S2.8: Sensitivity of global wind facilitation patterns to season of year. Our main
analysis (y-axis values) used wind data from all months of the year. Here we compare these
to the corresponding wind facilitation values to four seasonal versions (x-axis values) for
1000 randomly selected global grid cells. Red numbers are Pearson’s correlation coefficients
of log wind facilitation values.

Figure S2.9: Sensitivity of global wind facilitation patterns to atmospheric height. Our main
analysis (y-axis values) used wind data from 10 m aboveground. Here we compare these to
the corresponding wind facilitation values for three higher layers (x-axis values) for 1000
randomly selected global grid cells. The pressure levels 1000 hpa, 850 hpa, and 700 hpa
correspond to approximately 100 m, 1500 m, and 3000 m aboveground, respectively. Red
numbers are Pearson’s correlation coefficients of log wind facilitation values.
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Figure S2.10: Sensitivity of wind facilitation patterns to the choice of wind conductance
function, which converts instantaneous windspeeds into connectivity between neighboring
grid cells. (a) Shapes of the functions compared. A linear function like the one we use in the
main analysis weights conductance in proportion to wind speed, while a constant conductance
function weights all windspeeds equally, effectively ignoring speed and considering only wind
direction; a quadratic function based on squared windspeed is proportional to aerodynamic
drag, while a cubic function of windspeed is proportional to force or energy content. Note
that all of these exponential curves appear as straight lines on the log-log axes. (b) Mean
landscape wind facilitation for 1000 randomly selected global grid cells for our main analysis
(y-axis values) versus the corresponding values for the alternative functions (x-axis values).
Red numbers are Pearson’s correlation coefficients of log wind facilitation values.
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Figure S2.11: Sensitivity of global wind facilitation patterns to the choice of wind accessi-
bility function, which converts wind-hours between two locations on a landscape into wind
accessibility. (a) Shapes of the functions compared. (b) Correlations among these functions,
comparing mean landscape wind facilitation for 1000 randomly selected global grid cells. (It
is a coincidence that the inverse function (1/h) is the same as the units for wind facilitation
(1/h).) Red numbers are Pearson’s correlation coefficients of log wind facilitation values.
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Figure S2.12: Sensitivity of global wind facilitation patterns to form and breadth of climate
similarity function, which translates the difference between the temperatures of two sites
(in degrees C) into a similarity index between 0 and 1. (a) The three functional forms
and five breadths compared, with the version used in the main analysis in red. For the
Gaussian, threshold, and triangular functions respectively, the breadth parameter represents
the standard deviation of the curve, the absolute threshold difference where similarity drops
to zero, and half the absolute difference where similarity drops to zero. (b) Correlations
between facilitation under the main analysis (y-axis) versus the other 14 parameterizations
(x-axis) for 1000 randomly selected sites globally. Red numbers are Pearson’s correlation
coefficients of log wind facilitation values.
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Figure S2.13: Sensitivity of wind facilitation patterns to climate variables used. Our main
analysis (y-axis values) was based on mean annual temperature (“temp”). Here we com-
pare these to the corresponding wind facilitation values for alternative climate variables
(x-axis values). The first row compares the main analysis to individual climate variables,
including maximum temperature of the warmest month (biovariable 5, i.e. “b5”), minimum
temperature of the coldest month (“b6”), total annual precipitation (“prec”), precipitation
of the wettest month (“b13”), and precipitation of the direst month (“b14”). The second
row compares it to combinations of two or more of these variables, which place multivariate
constraints on climate similarity by multiplying the similarity surfaces of multiple variables.
Precipitation variables were log-transformed for normality and ecological relevance prior to
analysis. Every climate variable uses a Gaussian climate similarity function; sigmas are set
to give every variable the same ratio of sigma to the global standard deviation, based on
the fixed 2 degrees C sigma value for mean annual temperature. Red numbers are Pearson’s
correlation coefficients of log wind facilitation values.
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Figure S2.14: Sensitivity of wind facilitation patterns to landscape size. Our main analysis
(y-axis values) considered a circular landscape with a radius of 250 km around each focal
pixel. Here we compare these to the corresponding wind facilitation patterns for models
using various other landscape radii (x-axis values). Red numbers are Pearson’s correlation
coefficients of log wind facilitation values.
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Figure S2.15: Changes in zonal windspeed (”uas”) between the Last Glacial Maximum
(LGM), the 20th century, and the late 21st century (RCP 8.5 emissions scenario), accord-
ing to an ensemble of global circulation models. (a-c) Winds at each time period. (d-e)
Differences between time periods. (f-g) Scatterplots comparing values between two time
periods.
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Figure S2.16: Changes in meridional windspeed (”vas”) between the Last Glacial Maximum
(LGM), the 20th century, and the late 21st century (RCP 8.5 emissions scenario), accord-
ing to an ensemble of global circulation models. (a-c) Winds at each time period. (d-e)
Differences between time periods. (f-g) Scatterplots comparing values between two time
periods.

110



Appendix 3: Supplementary
information for chapter 3

Table S3.1: Effects of including absolute latitude in logistic regression models explaining
the effect of wind dispersal level (0, .5, or 1, labeled “syndrome” below) on the partial
correlation (r) between wind and genetic metrics. Two models are reported for each of the
four genetic metrics.

metric model term estimate p
flow r ∼ syndrome syndrome 0.164 0.043
flow r ∼ syndrome+ latitude syndrome 0.162 0.096
flow r ∼ syndrome+ latitude latitude 0 0.504
isolation r ∼ syndrome syndrome 0.477 0
isolation r ∼ syndrome+ latitude syndrome 0.447 0
isolation r ∼ syndrome+ latitude latitude 0.002 0.323
asymmetry r ∼ syndrome syndrome 0.179 0.059
asymmetry r ∼ syndrome+ latitude syndrome 0.159 0.126
asymmetry r ∼ syndrome+ latitude latitude 0.001 0.417
diversity r ∼ syndrome syndrome 0.109 0.206
diversity r ∼ syndrome+ latitude syndrome 0.03 0.378
diversity r ∼ syndrome+ latitude latitude 0.005 0.207
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Table S3.2: Metadata for published landscape genetics data used in this analysis. The
reference column provides the citation for the journal article, while the URL suffix provides
the link to the data repository on Dryad—to access the data, append the listed URL suffix to
the following URL: ”https://datadryad.org/stash/dataset/doi:10.5061/dryad.”. Publications
associated with multiple datasets have multiple values listed one or more of the latter three
columns.

Reference URL
suffix

Species Gen.
reg.

Seq.
type

”Aoki, K., Tamaki, I., Nakao, K., Ueno, S.,
Kamijo, T., Setoguchi, H., ... & Tsumura,
Y. (2019). Approximate Bayesian computa-
tion analysis of EST-associated microsatellites
indicates that the broadleaved evergreen tree
Castanopsis sieboldii survived the Last Glacial
Maximum in multiple refugia in Japan. Hered-
ity, 122(3), 326-340.”

5sb1219 Castanopsis
sieboldii

nu SSR

”Bashalkhanov, S., Eckert, A. J., & Rajora, O.
P. (2013). Genetic signatures of natural selec-
tion in response to air pollution in red spruce
(P icea rubens, Pinaceae). Molecular Ecology,
22(23), 5877-5889.”

10j72 Picea rubens nu ”SSR,
SNP”

”Bezemer, N., Hopper, S. D., Krauss, S. L.,
Phillips, R. D., & Roberts, D. G. (2019). Pri-
mary pollinator exclusion has divergent con-
sequences for pollen dispersal and mating in
different populations of a bird˙pollinated tree.
Molecular Ecology, 28(22), 4883-4898.”

bcc2fqz7c Eucalyptus
caesia

nu SSR

”Bezemer, N., Krauss, S. L., Roberts, D. G., &
Hopper, S. D. (2019). Conservation of old indi-
vidual trees and small populations is integral to
maintain species’ genetic diversity of a histor-
ically fragmented woody perennial. Molecular
Ecology, 28(14), 3339-3357.”

bm8458m Eucalyptus
caesia

nu SSR

”Burgarella, C., Navascus, M., Zabal˙Aguirre,
M., Berganzo, E., Riba, M., Mayol, M., ... &
Gonzlez˙Martnez, S. C. (2012). Recent popu-
lation decline and selection shape diversity of
taxol˙related genes. Molecular Ecology, 21(12),
3006-3021.”

4j7q3s0t Taxus bac-
cata

nu SSR
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”Caseys, C., Stlting, K. N., Barbar, T.,
Gonzlez-Martnez, S. C., & Lexer, C. (2015).
Patterns of genetic diversity and differentiation
in resistance gene clusters of two hybridizing
European Populus species. Tree Genetics &
Genomes, 11(4), 81.”

2593t ”Populus
alba, Populus
tremula”

nu SSR

”Cavender˙Bares, J., Gonzlez˙Rodrguez, A.,
Eaton, D. A., Hipp, A. A., Beulke, A., &
Manos, P. S. (2015). Phylogeny and biogeog-
raphy of the American live oaks (Quercus sub-
section Virentes): a genomic and population
genetics approach. Molecular ecology, 24(14),
3668-3687.”

855pg ”Quercus
virginiana,
Quercus
geminata,
Quercus min-
ima, Quercus
fusiformis,
Quercus
oleoides,
Quercus
brandegei,
Quercus
sagraena”

nu SSR

”Chhatre, V. E., & Rajora, O. P. (2014). Ge-
netic divergence and signatures of natural selec-
tion in marginal populations of a keystone, long-
lived conifer, eastern white pine (Pinus strobus)
from northern Ontario. PloS one, 9(5), e97291.”

6pq0n Pinus strobus nu SSR

”Cisneros˙de la Cruz, D. J., Martnez˙Castillo,
J., Herrera˙Silveira, J., Yez˙Espinosa, L., Or-
tiz˙Garca, M., Us˙Santamaria, R., & Andrade,
J. L. (2018). Short˙distance barriers affect ge-
netic variability of Rhizophora mangle L. in
the Yucatan Peninsula. Ecology and Evolution,
8(22), 11083-11099.”

1578ks0 Rhizophora
mangle

nu SSR

”Cornille, A., Giraud, T., Bellard, C., Tellier,
A., Le Cam, B., Smulders, M. J. M., ... &
Gladieux, P. (2013). Postglacial recoloniza-
tion history of the European crabapple (Malus
sylvestris M ill.), a wild contributor to the do-
mesticated apple. Molecular Ecology, 22(8),
2249-2263.”

sn1m7 Malus
sylvestris

nu SSR
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”Cullingham, C. I., Cooke, J. E., Dang, S.,
Davis, C. S., Cooke, B. J., & Coltman, D. W.
(2011). Mountain pine beetle host˙range ex-
pansion threatens the boreal forest. Molecular
Ecology, 20(10), 2157-2171.”

8677 ”Pinus
banksiana,
Pinus con-
torta”

nu SSR

”De Kort, H., Vandepitte, K., Bruun, H. H.,
Closset˙Kopp, D., Honnay, O., & Mergeay, J.
(2014). Landscape genomics and a common
garden trial reveal adaptive differentiation to
temperature across Europe in the tree species
Alnus glutinosa. Molecular Ecology, 23(19),
4709-4721.”

rg82f Alnus gluti-
nosa

nu SNP

”De La Torre, A. R., Roberts, D. R., & Aitken,
S. N. (2014). Genome˙wide admixture and eco-
logical niche modelling reveal the maintenance
of species boundaries despite long history of in-
terspecific gene flow. Molecular ecology, 23(8),
2046-2059.”

7h65f Picea engel-
mannii

nu SNP

”de Lafontaine, G., Prunier, J., Grardi, S., &
Bousquet, J. (2015). Tracking the progression
of speciation: variable patterns of introgres-
sion across the genome provide insights on the
species delimitation between progenitorderiva-
tive spruces (Picea mariana˙ P. rubens). Molec-
ular ecology, 24(20), 5229-5247.”

9kb02 ”Picea mar-
iana, Picea
rubens”

nu SNP

”Delplancke, M., Alvarez, N., Benoit, L., Es-
pindola, A., I Joly, H., Neuenschwander, S., &
Arrigo, N. (2013). Evolutionary history of al-
mond tree domestication in the Mediterranean
basin. Molecular Ecology, 22(4), 1092-1104.”

g416t Prunus dulcis ”nu,
cp”

SSR

”Delplancke, M., Alvarez, N., Espndola, A.,
Joly, H., Benoit, L., Brouck, E., & Arrigo, N.
(2012). Gene flow among wild and domesti-
cated almond species: insights from chloroplast
and nuclear markers. Evolutionary Applica-
tions, 5(4), 317-329.”

5f41fq18 Prunus orien-
talis

”nu,
cp”

SSR

114



”DeWoody, J., Trewin, H., & Taylor, G. (2015).
Genetic and morphological differentiation in P
opulus nigra L.: isolation by colonization or
isolation by adaptation?. Molecular Ecology,
24(11), 2641-2655.”

kq0n5 Populus nigra nu SSR

”Di Pierro, E. A., Mosca, E., Rocchini, D.,
Binelli, G., Neale, D. B., & La Porta, N. (2016).
Climate-related adaptive genetic variation and
population structure in natural stands of Nor-
way spruce in the South-Eastern Alps. Tree Ge-
netics & Genomes, 12(2), 16.”

n818s Picea abies nu SNP

”Duncan, C. J., Worth, J. R. P., Jordan, G.
J., Jones, R. C., & Vaillancourt, R. E. (2016).
Duncan, C. J., Worth, J. R. P., Jordan, G. J.,
Jones, R. C., & Vaillancourt, R. E. (2016). Ge-
netic differentiation in spite of high gene flow
in the dominant rainforest tree of southeastern
Australia, Nothofagus cunninghamii. Heredity,
116(1), 99-106. Heredity, 116(1), 99-106.”

dn175 Nothofagus
cunninghamii

nu SSR

”Evans, L. M., Allan, G. J., DiFazio, S. P.,
Slavov, G. T., Wilder, J. A., Floate, K. D., ...
& Whitham, T. G. (2015). Geographical bar-
riers and climate influence demographic history
in narrowleaf cottonwoods. Heredity, 114(4),
387-396.”

82kv2 Populus
angustifolia

nu SSR

”Fuentes-Utrilla, P., Venturas, M.,
Hollingsworth, P. M., Squirrell, J., Collada,
C., Stone, G. N., & Gil, L. (2014). Extending
glacial refugia for a European tree: genetic
markers show that Iberian populations of white
elm are native relicts and not introductions.
Heredity, 112(2), 105-113.”

2r6m4 Ulmus laevis nu SSR

”Garca˙Verdugo, C., Forrest, A. D., Fay, M.
F., & Vargas, P. (2010). The relevance of
gene flow in metapopulation dynamics of an
oceanic island endemic, Olea europaea subsp.
guanchica. Evolution: International Journal of
Organic Evolution, 64(12), 3525-3536.”

1767 Olea eu-
ropaea

nu SSR
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”Goicoechea, P. G., Petit, R. J., & Kremer, A.
(2012). Detecting the footprints of divergent
selection in oaks with linked markers. Heredity,
109(6), 361-371.”

099s2 ”Quercus
robur, Quer-
cus petraea”

nu SSR

”Graignic, N., Tremblay, F., & Bergeron, Y.
(2016). Genetic consequences of selection cut-
ting on sugar maple (Acer saccharum Marshall).
Evolutionary Applications, 9(6), 777-790.”

37354 Acer saccha-
rum

nu SSR

”Graignic, N., Tremblay, F., & Bergeron, Y.
(2018). Influence of northern limit range on
genetic diversity and structure in a widespread
North American tree, sugar maple (Acer sac-
charum Marshall). Ecology and Evolution,
8(5), 2766-2780.”

36634 Acer saccha-
rum

nu SSR

”Gramlich, S., Sagmeister, P., Dullinger, S.,
Hadacek, F., & Hrandl, E. (2016). Evolution in
situ: hybrid origin and establishment of willows
(Salix L.) on alpine glacier forefields. Heredity,
116(6), 531-541.”

dn53j ”Salix pur-
purea, Salix
helvetica”

nu SSR

”Gugger, P. F., Ikegami, M., & Sork, V. L.
(2013). Influence of late Q uaternary climate
change on present patterns of genetic variation
in valley oak, Quercus lobata Ne. Molecular
Ecology, 22(13), 3598-3612.”

g645d Quercus
lobata

”nu,
cp”

SSR

”Hansen, O. K., Changtragoon, S., Ponoy, B.,
Kjr, E. D., Finkeldey, R., Nielsen, K. B.,
& Graudal, L. (2015). Genetic resources of
teak (Tectona grandis Linn. f.)Ñstrong genetic
structure among natural populations. Tree Ge-
netics & Genomes, 11(1), 802.”

4mg2r Tectona gran-
dis

nu SSR

”Haselhorst, M. S., & Buerkle, C. A. (2013).
Population genetic structure of Picea engelman-
nii, P. glauca and their previously unrecognized
hybrids in the central Rocky Mountains. Tree
Genetics & Genomes, 9(3), 669-681.”

c5c1q ”Picea engel-
mannii, Picea
glauca”

nu SSR

”Jennings, T. N., Knaus, B. J., Kolpak, S., &
Cronn, R. (2011). Microsatellite primers for
the Pacific Northwest endemic conifer Chamae-
cyparis lawsoniana (Cupressaceae). American
Journal of Botany, 98(11), e323-e325.”

bq002 Chamaecyparis
lawsoniana

nu SSR
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”Jiang, X. L., An, M., Zheng, S. S., Deng, M.,
& Su, Z. H. (2018). Geographical isolation and
environmental heterogeneity contribute to the
spatial genetic patterns of Quercus kerrii (Fa-
gaceae). Heredity, 120(3), 219-233.”

0r20b Quercus ker-
rii

nu SSR

”Jolivet, C., Rogge, M., & Degen, B. (2013).
Molecular and quantitative signatures of bi-
parental inbreeding depression in the self-
incompatible tree species Prunus avium. Hered-
ity, 110(5), 439-448.”

p1g31 Prunus avium nu SSR

”Keller, S. R., Olson, M. S., Silim, S.,
Schroeder, W., & Tiffin, P. (2010). Genomic
diversity, population structure, and migration
following rapid range expansion in the Balsam
Poplar, Populus balsamifera. Molecular Ecol-
ogy, 19(6), 1212-1226.”

1164 Populus bal-
samifera

nu SNP

”Kennedy, J. P., Pil, M. W., Proffitt, C. E.,
Boeger, W. A., Stanford, A. M., & Devlin,
D. J. (2016). Postglacial expansion pathways
of red mangrove, Rhizophora mangle, in the
Caribbean Basin and Florida. American Jour-
nal of Botany, 103(2), 260-276.”

609k3 Rhizophora
mangle

nu SSR

”Latutrie, M., Bergeron, Y., & Tremblay, F.
(2016). Fine-scale assessment of genetic diver-
sity of trembling aspen in northwestern North
America. BMC Evolutionary Biology, 16(1),
231.”

6q5g3 Populus
tremuloides

nu SSR

”Lepais, O., Muller, S. D., Saad-Limam, S. B.,
Benslama, M., Rhazi, L., Belouahem-Abed, D.,
... & Bacles, C. F. E. (2013). High genetic di-
versity and distinctiveness of rear-edge climate
relicts maintained by ancient tetraploidisation
for Alnus glutinosa. PLoS One, 8(9), e75029.”

3801d Alnus gluti-
nosa

nu SSR

”Lesser, M. R., Parchman, T. L., & Jackson, S.
T. (2013). Development of genetic diversity, dif-
ferentiation and structure over 500 years in four
ponderosa pine populations. Molecular Ecol-
ogy, 22(10), 2640-2652.”

pc683 Pinus pon-
derosa

nu SSR

117



”Levy, E., Byrne, M., Coates, D. J., Macdonald,
B. M., McArthur, S., & Van Leeuwen, S. (2016).
Contrasting influences of geographic range and
distribution of populations on patterns of ge-
netic diversity in two sympatric Pilbara Aca-
cias. PLoS One, 11(10), e0163995.”

5cm32 ”Acacia an-
cistrocarpa,
Acacia atkin-
siana”

nu SSR

”Liu, M., Zhang, J., Chen, Y., Compton, S.
G., & Chen, X. Y. (2013). Contrasting genetic
responses to population fragmentation in a coe-
volving fig and fig wasp across a mainlandisland
archipelago. Molecular Ecology, 22(17), 4384-
4396.”

hp6tb Ficus pumila nu SSR

”Lumibao, C. Y., & McLachlan, J. S. (2014).
Habitat differences influence genetic impacts of
human land use on the American Beech (Fagus
grandifolia). Journal of Heredity, 105(6), 887-
899.”

c1q38 Fagus grandi-
folia

nu SSR

”Martnez˙Lpez, V., Garca, C., Zapata, V., Rob-
ledano, F., & De la Ra, P. (2020). Inter-
continental long˙distance seed dispersal across
the Mediterranean Basin explains population
genetic structure of a bird˙dispersed shrub.
Molecular Ecology, 29(8), 1408-1420.”

stqjq2c0q Pistacia
lentiscus

nu SSR

”Menon, M., Bagley, J. C., Friedline, C. J.,
Whipple, A. V., Schoettle, A. W., Leal˙Senz,
A., ... & Sniezko, R. A. (2018). The role
of hybridization during ecological divergence of
southwestern white pine (Pinus strobiformis)
and limber pine (P. flexilis). Molecular Ecol-
ogy, 27(5), 1245-1260.”

f6r55 ”Pinus strob-
iformis, Pinus
flexilis”

nu SNP

”Mosca, E. L. E. N. A., Eckert, A. J., Di Pierro,
E. A., Rocchini, D., La Porta, N., Belletti, P.,
& Neale, D. B. (2012). The geographical and
environmental determinants of genetic diversity
for four alpine conifers of the European Alps.
Molecular Ecology, 21(22), 5530-5545.”

tm33d ”Abies alba,
Larix de-
cidua, Pinus
cembra”

nu SNP

118



”Ng, C. H., Lee, S. L., Tnah, L. H., Ng, K.
K., Lee, C. T., Diway, B., & Khoo, E. (2019).
Genetic diversity and demographic history of
an upper hill Dipterocarp (Shorea platyclados):
Implications for conservation. Journal of Hered-
ity, 110(7), 844-856.”

85cg1d3 Shorea platy-
clados

nu SSR

”Ortego, J., Noguerales, V., Gugger, P. F., &
Sork, V. L. (2015). Evolutionary and demo-
graphic history of the Californian scrub white
oak species complex: an integrative approach.
Molecular Ecology, 24(24), 6188-6208.”

52504 ”Quercus
berberidifo-
lia, Quercus
durata, Quer-
cus cornelius-
mulleri,
Quercus
john-tuckeri,
Quercus
pacifica”

”cp,
nu”

SSR

”Ortego, J., Riordan, E. C., Gugger, P. F., &
Sork, V. L. (2012). Influence of environmental
heterogeneity on genetic diversity and structure
in an endemic southern Californian oak. Molec-
ular Ecology, 21(13), 3210-3223.”

rd645561 Quercus
engelmannii

nu SSR

”Piotti, A., Leonardi, S., Buiteveld, J., Gebu-
rek, T., Gerber, S., Kramer, K., ... & Ven-
dramin, G. G. (2012). Comparison of pollen
gene flow among four European beech (Fagus
sylvatica L.) populations characterized by dif-
ferent management regimes. Heredity, 108(3),
322-331.”

6kt34 Fagus sylvat-
ica

nu SSR

”Polezhaeva, M. A., Lascoux, M., & Semerikov,
V. L. (2010). Cytoplasmic DNA variation and
biogeography of Larix Mill. in Northeast Asia.
Molecular Ecology, 19(6), 1239-1252.”

1191 ”Larix
kurilensis,
Larix cajan-
deri, Larix
gmelinii,
Larix
kamtschat-
ica, Larix
olgensis”

cp SSR

119



”Poudel, R. C., Mller, M., Li, D. Z., Shah, A.,
& Gao, L. M. (2014). Genetic diversity, demo-
graphical history and conservation aspects of
the endangered yew tree Taxus contorta (syn.
Taxus fuana) in Pakistan. Tree Genetics &
Genomes, 10(3), 653-665.”

3gq01 Taxus con-
torta

nu SSR

”Rellstab, C., Zoller, S., Walthert, L., Lesur,
I., Pluess, A. R., Graf, R., ... & Gugerli, F.
(2016). Signatures of local adaptation in can-
didate genes of oaks (Quercus spp.) with re-
spect to present and future climatic conditions.
Molecular Ecology, 25(23), 5907-5924.”

15512 ”Quercus
robur,
Quercus
pubescens,
Quercus
petraea”

nu SSR

”Ribeiro, P. C., Souza, M. L., Muller, L. A., El-
lis, V. A., Heuertz, M., Lemos˙Filho, J. P., &
Lovato, M. B. (2016). Climatic drivers of leaf
traits and genetic divergence in the tree Annona
crassiflora: a broad spatial survey in the Brazil-
ian savannas. Global Change Biology, 22(11),
3789-3803.”

n7dv6 Annona cras-
siflora

nu SSR

”Roberts, D. G., Forrest, C. N., Denham, A. J.,
& Ayre, D. J. (2016). Varying levels of clonality
and ploidy create barriers to gene flow and chal-
lenges for conservation of an Australian arid-
zone ecosystem engineer, Acacia loderi. Bio-
logical Journal of the Linnean Society, 118(2),
330-343.”

3tv33 Acacia loderi nu SSR

”Rodrguez-Correa, H., Oyama, K., Quesada,
M., Fuchs, E. J., & Gonzlez-Rodrguez, A.
(2018). Contrasting patterns of population his-
tory and seed-mediated gene flow in two en-
demic Costa Rican oak species. Journal of
Heredity, 109(5), 530-542.”

d4t7rc3 ”Quercus
costaricen-
sis, Quercus
bumeliodes”

cp SSR

”Rodrguez-Correa, H., Oyama, K., Quesada,
M., Fuchs, E. J., Quezada, M., Ferrufino, L.,
... & Gonzlez-Rodrguez, A. (2017). Com-
plex phylogeographic patterns indicate Central
American origin of two widespread Mesoameri-
can Quercus (Fagaceae) species. Tree Genetics
& Genomes, 13(3), 62.”

v5g0p ”Quercus in-
signis, Quer-
cus sapotifo-
lia”

cp SSR
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”Sakaguchi, S., Bowman, D. M., Prior, L. D.,
Crisp, M. D., Linde, C. C., Tsumura, Y.,
& Isagi, Y. (2013). Climate, not Aborigi-
nal landscape burning, controlled the historical
demography and distribution of fire-sensitive
conifer populations across Australia. Proceed-
ings of the Royal Society B: Biological Sciences,
280(1773), 20132182.”

6j777 ”Callitris
columellaris,
Callitris glau-
cophylla,
Callitris gra-
cilis, Callitris
intratrop-
ica, Callitris
verrucosa”

nu SSR

”Sakaguchi, S., QIU, Y. X., LIU, Y. H., QI,
X. S., KIM, S. H., Han, J., ... & Isagi, Y.
(2012). Climate oscillation during the Qua-
ternary associated with landscape heterogene-
ity promoted allopatric lineage divergence of a
temperate tree Kalopanax septemlobus (Arali-
aceae) in East Asia. Molecular Ecology, 21(15),
3823-3838.”

91mk9 Kalopanax
septemlobus

nu SSR

”Semerikov, V. L., Semerikova, S. A.,
Polezhaeva, M. A., Kosintsev, P. A., &
Lascoux, M. (2013). Southern montane popu-
lations did not contribute to the recolonization
of W est S iberian P lain by S iberian larch
(L arix sibirica): a range˙wide analysis of cy-
toplasmic markers. Molecular Ecology, 22(19),
4958-4971.”

jq712 Larix sibirica cp SSR

”Shuri, K., Saika, K., Junko, K., Michiharu,
K., Nagamitsu, T., Iwata, H., ... & Mukai,
Y. (2012). Impact of negative frequency-
dependent selection on mating pattern and ge-
netic structure: a comparative analysis of the S-
locus and nuclear SSR loci in Prunus lannesiana
var. speciosa. Heredity, 109(3), 188-198.”

7c425 Prunus lan-
nesian

nu SSR

”Soliani, C., Tsuda, Y., Bagnoli, F., Gallo, L.
A., Vendramin, G. G., & Marchelli, P. (2015).
Halfway encounters: Meeting points of colo-
nization routes among the southern beeches
Nothofagus pumilio and N. antarctica. Molecu-
lar phylogenetics and Evolution, 85, 197-207.”

r5303 ”Nothofagus
pumilio,
Nothofagus
antarctica”

nu SSR
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”Stacy, E. A., Johansen, J. B., Sakishima, T.,
Price, D. K., & Pillon, Y. (2014). Incipient radi-
ation within the dominant Hawaiian tree Met-
rosideros polymorpha. Heredity, 113(4), 334-
342.”

267kc Metrosideros
polymorpha

nu SSR

”Tamaki, I., Kawashima, N., Setsuko, S., Itaya,
A., & Tomaru, N. (2018). Morphological and
genetic divergence between two lineages of Mag-
nolia salicifolia (Magnoliaceae) in Japan. Bio-
logical Journal of the Linnean Society, 125(3),
475-490.”

fq18cd1 Magnolia sali-
cifolia

”nu,
cp”

”SSR,
SNP”

”Thompson, K. M., Culley, T. M., Zumberger,
A. M., & Lentz, D. L. (2015). Genetic variation
and structure in the neotropical tree, Manilkara
zapota (L) P. Royen (Sapotaceae) used by the
ancient Maya. Tree Genetics & Genomes, 11(3),
40.”

244b8 Manilkara za-
pota

nu SSR

”Tsuda, Y., Chen, J., Stocks, M., Kllman,
T., S¿nsteb¿, J. H., Parducci, L., ... & Vli-
ranta, M. (2016). The extent and mean-
ing of hybridization and introgression between
Siberian spruce (Picea obovata) and Norway
spruce (Picea abies): cryptic refugia as stepping
stones to the west?. Molecular Ecology, 25(12),
2773-2789.”

6bf38 ”Picea abies,
Picea obo-
vata”

nu SSR

”Tsuda, Y., Nakao, K., Ide, Y., & Tsumura, Y.
(2015). The population demography of B etula
maximowicziana, a cool˙temperate tree species
in J apan, in relation to the last glacial period:
its admixture˙like genetic structure is the re-
sult of simple population splitting not admix-
ing. Molecular Ecology, 24(7), 1403-1418.”

dj17c Betula maxi-
mowicziana

nu SSR
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”Tsuda, Y., Semerikov, V., Sebastiani, F., Ven-
dramin, G. G., & Lascoux, M. (2017). Multi-
species genetic structure and hybridization in
the Betula genus across Eurasia. Molecular
Ecology, 26(2), 589-605.”

h0h3t ”Betula nana,
Betula pub-
sescens, Be-
tula ermanii,
Betula pen-
dula, Betula
platyphylla,
Betula maxi-
mowicziana”

nu SSR

”Utomo, S., Uchiyama, K., Ueno, S., Mat-
sumoto, A., Indrioko, S., NaÕiem, M., &
Tsumura, Y. (2018). Effects of Pleistocene cli-
mate change on genetic structure and diversity
of Shorea macrophylla in Kalimantan Rainfor-
est. Tree Genetics & Genomes, 14(4), 44.”

92j7j53 Shorea
macrophylla

nu SSR

”Vergara, R., Gitzendanner, M. A., Soltis, D.
E., & Soltis, P. S. (2014). Population genetic
structure, genetic diversity, and natural history
of the South American species of Nothofagus
subgenus Lophozonia (Nothofagaceae) inferred
from nuclear microsatellite data. Ecology and
Evolution, 4(12), 2450-2471.”

h3d26 ”Nothofagus
obliqua,
Nothofa-
gus alpina,
Nothofagus
glauca”

nu SSR

”Wagner, S., Gerber, S., & Petit, R. J. (2012).
Two highly informative dinucleotide SSR mul-
tiplexes for the conifer Larix decidua (European
larch). Molecular Ecology Resources, 12(4),
717-725.”

08507r35 Larix decidua nu SSR

”Wagner, S., Liepelt, S., Gerber, S., & Petit,
R. J. (2015). Within-range translocations and
their consequences in European larch. PloS
One, 10(5), e0127516.”

h25hj Larix decidua nu SSR

”Wee, A. K., Takayama, K., Chua, J. L.,
Asakawa, T., Meenakshisundaram, S. H., Adjie,
B., ... & Salmo, S. G. (2015). Genetic differ-
entiation and phylogeography of partially sym-
patric species complex Rhizophora mucronata
Lam. and R. stylosa Griff. using SSR markers.
BMC Evolutionary Biology, 15(1), 57.”

42711 ”Rhizophora
mucronata,
Rhizophora
stylosa”

nu SSR
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”Yoder, J. B., Smith, C. I., Rowley, D. J., Flatz,
R., Godsoe, W., Drummond, C., & Pellmyr,
O. (2013). Effects of gene flow on phenotype
matching between two varieties of Joshua tree
(Yucca brevifolia; Agavaceae) and their polli-
nators. Journal of Evolutionary Biology, 26(6),
1220-1233.”

369q9 Yucca brevi-
folia

nu SSR

”Zeng, Y. F., Liao, W. J., Petit, R. J., & Zhag,
D. Y. (2011). Geographic variation in the struc-
ture of oak hybrid zones provides insights into
the dynamics of speciation. Molecular Ecology,
20(23), 4995-5011.”

mb4mv6pm”Quercus
liaotungen-
sis, Quercus
mongolica”

”nu,
cp”

SSR
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Figure S3.1: Schematic of two alternative approaches for calculating a global p-value from
multispecies Mantel randomization data. Both approaches begin by using a Mantel-style
randomization to calculate a large number of null partial correlation values for each dataset,
but take different routes to deriving a final global p-value from these randomizations. The
“global null” approach (A) first summarizes across the correlations for each randomization,
deriving a separate global-level test statistic for each random iteration, and then compares
the observed global test statistic to this null distribution to calculate a global p-value. The
“dataset null” approach (B) instead first summarizes down the null values to derive a sepa-
rate, traditional Mantel p-value for each dataset, and then uses a secondary test to summarize
across these p-values to calculate a global p-value.
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Figure S3.2: Comparison of significance estimated by the global null versus specific null
methods, across the 12 hypothesis tests. r = 0.88.
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(a) (b) (c)

Figure S3.3: Relationships among the four landscape genetic facets, for wind-dispersed
genomes. R-squared values are listed in red. (a) Correlations among pairwise genetic metrics
in input data; plots show values for 1000 random population pairs across all datasets, while
the listed r2 values are the median of separate correlations was calculated for each dataset.
(b) Correlations among partial wind-genetic correlation coefficients. (c) Correlations among
Mantel p-values.
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