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ABSTRACT OF THE THESIS

Comparison of Algorithms for Concealing Packet lassm the
Transmission of Compressed Video

by

Maria Jose Bustamante

Master of Science in Electrical Engineering (Sigmad Image Processing)

University of California, San Diego, 2010

Professor Pamela C. Cosman, Chair

Information loss in video tends to reduce its vispaality since some glitches
or artifacts can be detected by humans. Over tisé feav years, great efforts have
been made to reduce packet loss and its visibilityideos. Forward error correction
(FEC) methods can be used at the encoder to preaeket loss. Error concealment
methods can be used at the decoder to reducedidity of lost packets if the error
correction algorithms have failed. One way to pretbe decrease of quality in videos
due to packet loss is to tag packets at the enamErding to their priority levels. A
problem with this prioritization method is that igally the encoder has no

information about what kind of error concealmergoaithm the decoder uses. This



thesis presents the experiment that we performedder to determine to what extent
the encoder prediction of packet importance is pedelent of the error concealment
method used at the decoder. In this experiment, different types of packet loss
were introduced into nine different videos. Eacssloversion of each video was then
decoded using five types of error concealment nusthA Visual Quality Metric was

then used to rate the concealed videos. Results #iat for each type of loss, the
error concealment methods did not differ signifibtgnthus indicating that it is

possible to create a packet priority tagging athamithat is largely independent of the

error concealment method used at the decoder.



1. INTRODUCTION

Packet loss in video transmission has been a probiece the implementation
of networks and compression algorithms. Packets fegquently dropped in a
congested network causing the appearance of ghitohartifacts in a video. Several
aspects of packet loss have been studied, whigderiilom priority tagging for packet
dropping at the encoder to error concealment dlyos at the decoder.

Despite the vast amount of research that has beea it the field of packet
loss, there is still a lot of room for improvemémtits different aspects. An interesting
aspect of packet loss is error concealment (ECicwis used to reduce the visibility
of packet loss in a video. There are many differeathods for error concealment that
operate in the spatial, temporal, frequency domammsdifferent combinations of
domains [1].

The authors of [2] present a novel post-processimgpe error concealment
algorithm. The proposed approach is based on nmgdboundary segments in the
current frame to the boundary in the previous fraand reconstructing the missing
boundary pieces using motion compensation. Thisagmh has good subjective
performance; however, it has a high computationaimexity.

Kwok and Sun [3] proposed a spatial interpolatitgoathm that uses spatially
correlated edge information and performs directiamirpolation to conceal the lost
block. This algorithm performs well with blocks thaontain edges in different
directions. However, when multiple edges are presea single block, the algorithm

is not as effective.



Orientation-adaptive interpolation is presented[4h This technique uses
sequential recovery in such a way that previoustpvered pixels are used to recover
other missing pixels. The orientation-adaptive riptéation algorithm used is derived
from a pixel-wise (instead of block-wise) statiatienodel. This algorithm performs
well on smooth-textured blocks. Nevertheless, fghtdetail blocks, this concealment
technique introduces blurring artifacts and disourity.

Countless other error concealment techniques thastrange from hybrid and
adaptive methods [5, 6], to second generation ecarcealment [7]. Different
methods produce different results, but they allehthve same goal: to improve the
quality of the video in such a way that the vieveres not perceive or barely
perceives packet loss.

Previous research done by our group [8, 9] invohNmdnan subjective
experiments in which packets were lost in a vidad were then concealed at the
decoder by a specific concealment method. Viewess indicated whether or not they
could see the packet losses, which appear asegitchvideos. If the concealment was
good enough, the viewers would not notice theatiand would not respond to it. On
the other hand, if the concealment was not goodigimothen the viewers would see
the glitch and respond by hitting the space bae gbal of this experiment was to
produce a model which could predict, for each padke probability that that packet
would be noticed by a viewer if it were lost. Tlesults of this research were therefore
dependent on the concealment algorithm.

In the second phase of our error concealment relseae wanted to examine

how much effect the error concealment has on thmiltee In general, when



transmitting a video over a network, the encodeesdmot know what error
concealment strategy the decoder is going to ueecr@ate a prediction model for
packet loss visibility that is independent of thveoe concealment algorithm at the
decoder, we need to analyze different results nbthivhen the decoder uses distinct
error concealment algorithms.

This thesis describes the second phase of ourrobspeaoject. We used five
different error concealment algorithms to decod#ews with four different types of
packet loss. A computable quality metric (VQM) hen used to evaluate the decoded
videos. VQM (Visual Quality Metric) assigns a scdeethe entire video or to a
segment of video, such as a group of pictures (G&ppposed to an individual slice
or frame. The score has been shown to correlatewittl how humans perceive the
quality of the video [10].

It should be noted that the purpose of this reseproject is not to create an
error concealment algorithm that surpasses thetgual already existing ones, but
rather to implement and compare already existimggprahms and categorize them
according to their perceived quality. If all algbrns result in comparable quality,
then that indicates that we can create a packetifmation algorithm at the encoder
independent of the error concealment method uste atecoder.

This thesis is organized as follows: Section 2 diess the experiment setup.
Section 3 presents the results and experimentapaosons. Finally, Section 4 is the

conclusion.



2. EXPERIMENT SETUP

This research project consisted of five steps: ddkpt loss simulation, 2)
decoding, 3) segmentation, 4) yuv to avi conversamd 5) VQM. Figure 1 presents
the diagram showing the steps involved in procgsaisingle video in this project. A

total of nine different original videos were usadhis experiment.

Original H.264 Packet Loss Decoding Lossy
Video Encoding Simulation with Error ”| Video
Concealment

A 4
A 4
A 4

A 4 A 4
Segmentation Segmentation

A 4 A 4
yuv to avi yuv to avi

VQM comparison
for each loss type <
for each error concealment metho

\ 4

[®N

Figure 1: Stepsinvolved in thisresearch project.

The videos were encoded and decoded using the KA¥64video coding
standard. The JM12.1 decoder from HHI was used féowr error concealment
algorithms and was modified accordingly [11]. THéntpeg decoder was used for the
remaining error concealment algorithm [12]. Thesshuods are described in Section

2.2.



All frames in each video to be tested were dividedlices. A slice consisted
of one horizontal row of macroblocks (MB). Each mwddock had a fixed size of
sixteen by sixteen pixels in the luma componend aight by eight pixels in the
chroma components.

The videos were divided into groups of pictures FBA GOP is a collection
of frames in which the first frame is an | (intradeal) frame, and the remaining frames
are P and B frames ordered in a set pattern. Tétealind last group of pictures (GOP)
of each video were not used for placing errors Kpatosses), but all other GOPs
contained introduced errors. The settings for deeoder and encoder used in our

experiment are listed in Table 2. The details efulueos used are listed in Table 3.

Table 1: Settings used by the decoders.

Decoders 1. HHIJM 12.1
2. FFmpeg
Resolution 720 x 480
Bit rate 2.1 Mbps
Frame Rate 30 fps
Type Progressive
GOP sequence IBBPBBPBBPBBPBB
1. Intra EC
Error 2. Default EC
Concealment 3. Motion Compensated EC
Methods 4. Zero Motion EC
5. FFmpeg EC




Table 2: Videosused in the experiment.

Video Name Number of frames GOPs used
Sony_golf telus world_skins 2538 2 to 168
Philips_formulal 2780 210184
Philips_airshow 2976 2 to 197
Sony_indanapolis_racing 3551 210 235
Sony beach_soccer_world_cup 3961 2 t0 263
JVC stories_of _life 4411 2 to 293
Pioneer_hawaiian_style 5300 2 to 352
JVC _new_york 5661 2 to 376
Hitachi_symphony of the Earth 8056 2 t0 536

2.1 Step 1: Packet L oss Simulation

To simulate packet loss, we created four diffetgpes of error patterns in the
video. The dropping patterns were not combined @ingle video; that is, four lossy

versions of each video were created, one for eattierp. Only full (not partial) slice

losses were simulated; that is, the loss spanreeflithwidth of a frame.

In order to calculate a VQM score, the number afrfes in the original video
must be equal to the number of frames in the les$g0; therefore, the first slice of
each frame could be not dropped since it contdiasheader information and loss of

that slice would entail loss of the frame. The foyres of loss are described below.

2.1.1. Single Slice (SS):

Idea: A single slice is dropped in one frame per GOR indeo.

Implementation: One frame per GOP is chosen randomly, and one &ither

than the first slice) is randomly dropped from tfiatme.



2.1.2Whole Frame (WF):

Idea: A single entire frame is dropped per GOP.

Implementation: One frame per GOP is chosen randomly, and akslexcept
for the first slice are dropped. Because the 8t&te is retained, the decoder will be
aware that there is a frame, but it will have toaal almost the entire frame since it
only retained the first slice. No | frames werepjred since most error concealment

methods use some kind of spatial interpolatiorotaceal the loss in an | frame.

2.1.3. Multiple Slices Single Frame (M SSF):

Idea: Multiple slices are dropped in one frame per GOP.

Implementation: One frame per GOP is chosen randomly, and segécals
are dropped in the chosen frame. A minimum of tlWees and a maximum of ten

slices are dropped per frame. Both the numberiaésind the choice of which slices

are random.

2.1.4. Multiple Slices M ultiple Frames (M SM F):

Idea: A slice is dropped in different frames per GOP.

Implementation: Several frames are randomly selected per GOPaastlide is
dropped in each selected frame. A minimum of twames and a maximum of five
frames are chosen per GOP. The number of framebasen randomly, as are the

specific frames and the slice within the frame.



2.2 Step 2: Decoding

A lossy version of each video was decoded usind edcthe five error
concealment algorithms. The five error concealmmeathods are described in detail

below.

2.2.1. Intra-frame Error Conceal ment

This error concealment algorithm is an implemeontatf the one patented by
WebTV Networks, Inc. [13]. This is an intra-framea@ concealment which means
that it uses spatial interpolation of pixels withive same frame to cover the loss. This
algorithm selectively rotates, weights, and addsoumipted slices to conceal lost
slices.

Specifically, if lost slices are detected, the akmochecks each slice in the
frame to find which slices have been lost. It isrttdetermined if the frame lost the
first or last slice. When packet loss in either filngt or last slices is detected, only the
slice below or above is selected, respectivelyhdf lost slice is not the first or last
slice in the frame, both the slices above and betoare selected to help with the
concealment of the lost slice. The slice aboveldkeslice will be referred to as slice
A, and the slice below will be referred to as sBce

After the decoder has selected the slices thatb&illised for concealment, the
selected slice(s) are flipped toward the lost dlesulting in slices A’ and B’. That is,
the last pixel row in A becomes the first pixel réw The second-to-last pixel row in
A becomes the second pixel row in A’, and so onluhe first pixel row in A

becomes the last pixel row in A’. Similarly, thest pixel row in B becomes the last



pixel row B’. The second pixel row in B becomes #iaeond-to-last pixel row in B’,
and so on until the last pixel row in B becomesfitst pixel row in B’.

After the flipping process, each pixel row in A’caB’ is weighted by a
number from zero to one resulting in slices A” @d The weighting is done in such
a way that there is a smooth transition betweenldbeslice and the slices above
and/or below, so pixels closer to the edges gdtdrnigveights than pixels farther away
from the edges. When only the first or last slisdast (i.e. only the slice above or
below is used for concealment), the weighting isaum throughout all pixel rows in
the slice.

The final step in this error concealment algoritiento add the weighted
flipped slices (i.e. A” and B”). Since there imly one slice that is used for error
concealment when the loss is in the first or léisesthe final step is the weighting
process, and that single slice replaces the It sl

It should be noted that since this algorithm usdgermation from the same
frame to conceal loss, videos with whole frame [mm#d not use this intra-frame type

of concealment since all slices (except for th&t Btice) are lost in whole frame loss.

2.2.2. Default IM12.1 Error Concealment

For | frames: This method performs a pixel-basdérpolation of intact or
concealed neighboring macroblocks. It uses a wethhtrerage according to distance
for the interpolation [11].

For P and B frames: It conceals the missing ldaging either the “by copy”

or the “by trial” method. If the average motion t@cof the correctly received
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macroblocks is less than a set threshold, concedlimg copy is used; otherwise,
concealment by trial is used. Concealment by capywimply zero motion error
concealment (described below). Concealment by ¢dateals a given macroblock by
using the motion vector of one intact or conceaheijhboring macroblock. The
selected motion vector is the one that gives the#b pixel difference at the edges of

the concealed macroblock compared to the surrogndacroblocks [11].

2.2.3. Motion Compensated Error Concealment

The Motion Compensated Error Concealment (MCEC)hogktestimates a
motion vector to conceal a lost macroblock [14]clcenacroblock can have from one
to sixteen motion vectors depending on the levehofion compensation used, which
can range from the macroblock level to the smaHeadt block level. A set of motion
vectors from the macroblocks that surround thenwstroblock is created. The motion
vectors for a specific macroblock reference difféfeames, but only the frame that is
referenced the most in the whole set of motion arscis selected for concealment.
The median of motion vectors in the set that rédethe selected reference frame is
calculated. The estimated motion vector to usecfamcealment is the calculated

median of motion vectors.

2.2.4. Zero Motion Error Concealment
For | frames: Concealment was performed as in &fault mode (pixel-based

interpolation).
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For P and B frames: Zero Motion Error ConcealmetiIEC) conceals a
given macroblock by copying from the reference fatine pixel area that is at the
same spatial location as the lost macroblock [Qi]ly | and P frames are used as

reference frames for concealment.

2.2.5. FFmpeg Error Concealment

In FFmpeg error concealment [12], the first stepoisletermine how many
macroblocks are intact (not lossy). If the numbeintact macroblocks is greater than
a set threshold, then a type of Intra error comoeat is performed. Otherwise, a type
of Inter error concealment is performed.

For Intra-error concealment, the FFmpeg decodes dqeocess called FillDC.
In this process, for each 8x8 block in the luma ponent, or each 16x16 block in the
chroma components, the decoder looks at the faectibns surrounding the block
(top, bottom, left, right) to find uncorrupted bksc It then finds the pixel average of
each uncorrupted neighboring block. Finally, iteska weighted average of the
uncorrupted averaged blocks and the result isltekthat is used for concealment.

For Inter-error concealment, the decoding is doifferently for I, P, and B
frames. For | and P frames, several possible motemtors are calculated for each
damaged macroblock based on motion vectors of herglg undamaged and
concealed macroblocks. Several methods are ussaddolate possible motion vectors,
including median and mean of surrounding motiontmse and zero-motion. The
motion vector that produces the most continuousegdgetween the concealed

macroblock and the neighboring macroblocks is setedor concealment. For B
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frames, the decoder uses a forward weighted veesidra backward weighted version

of the motion vector of the collocated nearestfBremce frame.

2.3 Step 3: Segmentation

After the lossy versions of the nine videos wereoded using each of the five
error concealment methods, each decoded video lvesis Segmented into groups of
pictures (GOPs). As indicated in Table 2, each @@#ists of fifteen frames and has
sequence IBBPBBPBBPBBPBB. All but the first and I8©Ps of each video were

used for this research experiment.

2.4 Step 4: yuv to avi Conversion

Once all the videos were segmented into GOPs, @& was then converted
from yuv format to avi format. This conversion wescessary because VQM can only

process videos in avi format.

2.5 Step 5: Visual Quality Metric (VOM)

The last step in this research project was to assigcore to each GOP of each
processed video using VQM, which compares the maigiossless video and a
processed version of the video. Scores range frenm to one, where a lower score
means higher quality. A score of zero indicatesdifterence between the original
lossless video and the processed video [10].

Each original video was also segmented into GORsn each lossy GOP was

compared with the corresponding original GOP ud@M, which assigned a score to
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the lossy GOP. Scores varied depending on the tgbpelwss and the types of
concealment method, as well as the underlying vioedent. A total of 2596 GOPs

per error type per error concealment algorithm veerapared using VQM.



3.RESULTS

To help the reader visualize what lossy and coeceakrsions of a frame
would look like, Figures 2 to 8 display the decodeime with no packet loss, the
decoded frame with an unconcealed packet losstl@doncealed frames using the
five different error concealment methods implemdritethis experiment. The frame
displayed in Figures 2-8 is a P frame from a vittead has very little motion. Figures
9 to 15 also display the decoded frame with no eildss, the decoded frame with an
unconcealed packet loss, and concealed frames ubiagfive different error
concealment methods of a video. In contrast torég to 8, Figures 9 to 15 display

a P frame of a fast moving video.

Figure 2: Decoded lossless frame of slow motion video

14
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Figure 3: Singledlicelossin frame of slow motion video.

Figure 4: Frame of slow motion video decoded using Intra EC method.
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Figure5: Frame of slow motion video decoded using Default EC method.

Figure 6: Frame of slow motion video decoded using M CEC method.
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Figure 7: Frame of slow motion video decoded using ZM EC method.

Figure 8: Frame of slow motion video decoded using FFmpeg EC method.
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Figure 11: Frame of fast motion video decoded using Intra EC method.
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Figure 12: Frame of fast motion video decoded using Default EC

method.



Flgure 14: Frame of fast motion V|de0 decoded using ZM EC method

20
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Figure 15: Frame of fast motion video decoded using FFmpeg E

From the images above, it is obvious that for stoation videos, inter-frame
error concealment methods (Default EC, MCEC, ZME&d FFmpeg) are
significantly better perceptually than the intraffre error concealment method. On
the other hand, for fast motion videos, the int@rfe error concealment method is
better perceptually than the inter-frame error eahment methods.

After decoding all lossy videos with the differearror concealment methods,
VQM scores were collected according to loss typeis tforming four categories:
Single Slice, Whole Frame, Multiple Slices Singleafie, and Multiple Slices
Multiple Frames. For each loss type, the five erconcealment methods were

compared. Figures 16 through 19 show the resultthéfour different loss types. The
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y-axis shows the VQM score. In each figure whatladted is the mean score together
with the 95% confidence interval for each particidaror concealment method. As
mentioned before, lower values are better. A diffiee of 0.1 points or less between
two VQM scores is considered insignificant and thissially imperceptible by most
humans.

Single slice loss is shown in Figure 16. Obsentimg graph, we can see that
for the single slice loss case, MCEC did the besicealment, but in general, all
scores are fairly low (good). The 95% confidenderwvals for some of the methods
are non-overlapping. For example, Default EC idebethan FFmpeg and Intra EC
because the confidence bars are non-overlappirtgit 81 not better than ZMEC or
MCEC because the confidence bars overlap. Evergththe cases where confidence
intervals do not overlap are considered statidyicgibnificant, they are still visually

insignificant because the differences in VQM scamessubstantially less than 0.1.
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Figure 16: VQM scor es showing mean and 95% confidence intervalsfor the case
of Single Sliceloss.

Whole frame loss is shown in Figure 17. Due to fédet that in the whole
frame loss type an entire frame (except for thet Btice) is lost, it is impossible to use
the Intra EC since there is not enough informatmailable within the frame to
conceal the loss. Therefore, only the four remgiit€ algorithms were used.

In the whole frame loss case, DefEC can only usectimceal by copy method
since there are no surrounding macroblocks fromrevb@ get motion vectors, thus,
DefEC simply copies the reference frame, whicthessame method as ZMEC. In the
graph in Figure 17, we can see that the means tE@and ZMEC are identical, as

expected for the whole frame case. For the cas¢QEC, since only the first slice is
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available, the second slice uses estimated motaatoks from the first slice of the
same frame. For the remaining slices, however, ¢my reference frame is used,
resulting in a method identical to ZMEC for slicksee and beyond. Since for the
whole frame case, the difference between MCEC avif@ is extremely small, their

means resulted to be almost identical (0.0002 ppiat seen in the graph.
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Figure 17: VQM scor es showing mean and 95% confidenceintervalsfor the case
of Whole Frame loss.
Multiple slices single frame loss is shown in Figd8. The Intra EC method
got the worst score, without even overlapping tB& onfidence interval with any

other EC method used for this type of loss. Theoravhy the Intra EC method did
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worse than the other methods is that since mulsjes are lost in the same frame,

Intra EC used already concealed (imperfect) slioesonceal the loss in other slices

resulting in lower quality concealment than whemggerfect slices.
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Figure 18: VQM scor es showing mean and 95% confidenceintervalsfor the case

of Multiple Slices Single Frame loss.

Finally, multiple slices multiple frames loss isogin in Figure 19. Observing

the graph, we can see that the FFmpeg method gotvtiist score, which can be

explained by the fact that (for B frames) FFmpegsusiore than one reference frame

to conceal the loss, and in this particular typdosk, several frames per GOP are

lossy, thus FFmpeg had to use already concealgue(fect) frames to conceal the
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loss in other frames resulting in lower quality cealment than when using perfect

frames.
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Figure 19: VQM scor es showing mean and 95% confidenceintervalsfor the case
of Multiple Slices M ultiple Frames|oss.

It is important to note that in all cases the tatdierence in VQM scores is
very small. There is no difference greater thanpihts between error concealment
algorithms in each drop type, indicating that tifeedence in the final videos decoded
with the five error concealment algorithms we usedour experiment is hard to

perceive by most people.



4. CONCLUSION

From our results, we can conclude that, for theorepatterns chosen,
concealing the loss using any of the five errorceatment methods would give
perceptually very similar results. This conclusguggests that, if either an encoder-
based model or a network-based model of packet riaapce is being used to drop
packets, and the model was developed using onehedet error concealment
algorithms, the visual results would be similainifact the decoder were using one of
the other methods for error concealment. The resydpear to be rather insensitive to
the choice of error concealment algorithm sugggdtuat using the error concealment
methods presented in this thesis, we could cregiacket-prioritization algorithm at
the encoder that is independent of the decoder.

There are several limitations to this study. Thestr@bvious one is that the
VQM evaluation assigns a single score to the e@@d (as opposed to each frame or
each slice). So it does not tell us whether, fameple, certain single slice losses, with
certain characteristics, are noticeably better ealsdl by one algorithm than by
another. What the VQM evaluation tells us is methbt the GOP, when subjected to
losses of the single slice variety, and concealed bertain algorithm, is substantially
the same in visual performance on the averageras sther algorithm.

A second minor limitation with the study is thaty ase of implementing the
VQM comparison, we did not handle the case wheeefilist slice in the frame is
dropped. If the first slice were dropped, the decoslould not be aware of the fact

that a frame is missing, and the displayed outméoswould be shorter in length than

27
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the original input video. We considered a wholerfeadrop to be the case where the
first slice is received and the rest of the framost.

A third limitation with the study is that the errpatterns covered from single
slice losses up to whole frame losses (that is, whele frame per GOP), but not
beyond. A different subgroup within our researcbugr is putting emphasis on high
loss rates, where many frames might need to bepdbper GOP. It would be of
interest to study this case.

In future work, we could try to improve the whokarhe drop case so that in
practice the entire frame loss includes the filises We could also try more types of
losses, for example several whole frames per GORdicated above. Finally, we can
try to implement other different whole frame losse concealment algorithms, since

the ones used in this experiment resulted in sirbiédoavior for the whole frame loss

type.
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