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Abstract of the Dissertation

Improved Resource Allocation Mechanisms in

Heterogeneous Mobile Data Networks

by

Pooya Monajemi

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2013

Professor John D. Villasenor, Chair

Femtocells, also sometimes referred to using the term “Home NodeB” (HNB), are

low-power, low-cost cellular base stations utilizing a high speed internet connection

as the backhaul. The recent hike in interest for femtocells in the market calls for

a study of their impact on quality of service and possible mechanisms in resource

allocation devised to address the problems that arise from their deployment.

The work presented concentrates on three aspects of the resource allocation

problem. Firstly, the access policies in heterogeneous networks consisting of macro

and femto base stations are considered with the aim to ensure acceptable quality

of service provided to all users while improving for some including the owners of

the device. Access policies are studied that lie between the two extremes of fully

open access and fully closed to exclusive owners of the device.

The second aspect under study is packet scheduling mechanisms. While works

exist on intra-cellular scheduling mechanisms as well as centralized inter-cellular

schemes that provide a globally near- optimal scheduling, the body of work on

global and uncoordinated scheduling mechanism is small, which is explored in this

work.

The third part of the study focuses on hand-off minimization over a network
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of moving mobile stations. We aim to find optimal handoff sequences in a series

of predicted possible paths in front of a moving mobile station. A graph-based

algorithm is explored in the third part of the study.
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CHAPTER 1

Introduction

Allocation of time, frequency, and code has consistently been an important part

of any cellular network design and implementation. With the advent of newer

devices such as femtocells, relays, and repeaters into the cellular field, the problem

of resource allocation has intensified in both complexity as well as criticality. The

homogeneity of a network consisting only of standard macro base stations and user

equipments (UE’s, also referred to as mobile stations) is no longer a given, and any

feasible resource allocation scheme must address the complexities, limitations, and

opportunities introduced by the devices described above. In this work we aim to

study the behavior of the heterogeneous cellular systems in addition to designing

improved resources allocation mechanisms for such networks.

Femtocells, which are also sometimes referred to using the term “Home NodeB”

(HNB), are the main focus of this study of heterogeneous networks due to their

more complex nature. These low-power, low-cost cellular base stations are de-

signed to serve a very small area, such as a home or office environment. There

are a number of economic factors that argue strongly in favor of femtocells, in-

cluding the capacity improvements that are enabled by allowing mobile stations

to transmit at very low power to a femtocell that in turn utilizes a high speed

internet connection as the backhaul. There is high interest in femtocells among

carriers, equipment manufacturers, and other participants in the cellular indus-

try, and many analysts expect that femtocells will significantly impact the cellular

landscape over the next several years.
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Figure 1.1: A heterogeneous network consisting of macrocells and femtocells

The work presented concentrates on three aspects of the resource allocation

problem. Firstly, the access policies in heterogeneous networks consisting of macro

and femto base stations will determine how the UE-BS associations will be decided.

Any desirable access policy needs to ensure acceptable quality of service provided

to all users while improving the service to a portion who have a better opportunity

to take advantage of the femtocell base stations, as well as the owners of the device

who compromise internet bandwidth. A correct design of the access policy scheme

is a crucial step in the implementation of femtocells, where it can make all the

difference between economic feasibility and failure of such implementations. In

the work access policies are studied that lie between the two extremes of fully

open access and fully closed to exclusive owners of the device.

The second aspect under study will be packet scheduling mechanisms, where

the successful transmission and reception of individual packets, as well as achieving

higher data rates are sought through managing the timing of users being served in

each cell. A great body of works exists on localized scheduling mechanisms that

work within a cell, as well as global schemes that provide a globally near- optimal

scheduling using centralized decision making. Femtocell networks however suffer

from a relatively slow and delayed connection to the provider’s networks that

makes such coordination attempts difficult to achieve. Therefore a need for a

global and uncoordinated scheduling mechanism is felt, which is explored in this

work.
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The third part of the study focuses on hand-off minimization over a network

of moving mobile stations that can be associated to either femto-cells or macro-

base stations. Considering the heavy cost of a handoff (which in case of CDMA

networks can only be a hard handoff) it is undesirable for a moving mobile station

to associate with a local femtocell that can only momentarily provide service.

Therefore we aim to find optimal handoff sequences in a series of predicted possible

paths in front of a moving mobile station. A graph-based algorithm is explored

in the third part of the study.

In the chapters that follow, simulation tool development has been discussed in

Ch. 2, a study of femtocell access policies has been presented in Ch. 3, scheduling

has been explored in Ch. 4, and handoff is presented in Ch. 5 . Conclusions and

future prospects are presented in Ch. 6.
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CHAPTER 2

Simulation

2.1 Introduction

An essential part of this work a on resource allocation, while not the core part, is

development of effective, realistic, and precise simulation tools that can be used in

understanding the behavior of complex cellular environments including macro and

femtocells, and supporting a mix of circuit-switched legacy voice traffic. While we

do not intend to simulate every minute detail of the communication systems under

study, a level of accuracy is required in order for the study to be of interest to

any entity that is part of the decision making process for the upcoming protocols.

This level of accuracy has meant that while we do not simulate the physical

layer signaling in detail and simulate at the “system level”, we do attempt to use

realistic models for information sources, link loss, transmit powers, etc.

The systems under study are in two categories. In particular, both the CDMA-

based 3G system and the OFDMA-based 4G LTE systems are of interest. Two

different simulation platforms are developed to study each. Realism, modular

design, flexibility, and computational feasibility have been considered. The latter

goal has meant that the tools were developed in C/C++ rather than Matlab in

order to improve the simulation speeds. In the following sections the 3G and the

4G simulation tools are described separately.
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Figure 2.1: The HSDPA High speed downlink control, high speed downlink data,

and high speed uplink control, and the HSUPA high speed uplink data channels

2.2 WCDMA-HSPA Simulation

Proper modeling of the HSPA channels requires a dynamic simulator in which the

network behavior is evolved over a series of time slots. The simulation environment

utilized in the work performed here has been constructed by starting with a static

simulator for legacyWCDMA circuit-switched voice communications developed by

Laiho and Wacker [LW01]. In this simulator a set of iterative downlink and uplink

computations are performed that simulate the feedback power control schemes in

effect in the WCDMA system. Convergence of the computations to a stable

condition then provides a near-optimal solution to the transmit powers in the

interference-limited CDMA system.

Building on top of this tool, a dynamic simulator was created to enable han-

dling of packet data. The changes included 1) the addition of mechanisms to

handle the high speed downlink control, uplink control, and downlink data chan-

nels for HSDPA and high speed uplink data for HSUPA (see Fig. 2.1), and 2)

the addition of the time slotted structure and scheduling methods to introduce

5



Compute loading, BS sensitivity

Compute MS transmit powers for WCDMA network

Compute MS transmit powers for HSUPA
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Compute interference values

Compute Required BS link powers for WCDMA 

downlink

Compute Required BS link powers for HS downlink 

control channels

Assign remaining BS power to high speed downlink data 

channel

Iterate?

Figure 2.2: Computations performed in each iteration of the augmented simulation

dynamism.

The addition of high speed channels into the iterative sets of equations resulted

in the flow shown in Fig. 2.2.

2.2.1 High Speed Downlink Control Channel

The high speed downlink control channel (HS-SCCH) uses a downlink data rate

of 18.5 kbps in accordance with [Speb]. The Eb/N0 requirement of this channel

is set to be 12 dB. The computed power in the base station is compared to the

link power limitation (as is done in the legacy channel model) to check for base

station link outages. It is also summed with legacy powers to find the total base

6



station power. This quantity is compared with the maximum total base station

power limitation to identify potential outages and is subsequently used in the

computation of interference levels.

2.2.2 High Speed Uplink Control Channel

The high speed uplink control channel (HS-DPCCH) is used to transmit acknowl-

edgements (ACK) and channel quality indicator (CQI) information during the

first 0.67 msec and remaining 1.33 msec of each 2 msec subframe respectively.

The uplink data rate is 15 kbps for both the ACK and the CQI. The Eb/N0 re-

quirement of the channel during ACK is estimated from [Spea] to be 6.9 dB for

a 1% error rate, and the Eb/N0 requirement of the channel during CQI is set to

3.9 dB. The computed power in the mobile station is added to the legacy channel

powers and compared to the maximum mobile station transmit power limitation.

2.2.3 Modeling the High Speed Downlink Data Channel

The high speed downlink data channel (HS-PDSCH) differs from conventional

WCDMA channels in that it utilizes adaptive modulation and coding (AMC) as

opposed to the power control mechanisms. Instead of computing an optimum

power level, the base station maximizes the transmission data rate for a given

HS-PDSCH channel power level by selecting an appropriate modulation scheme

(QPSK vs. 16-QAM), coding rate, and number of multicode channels utilized

(out of 15 total) based on the available power, link loss data, and interference at

the receivers.

There are many possible design choices regarding how many high speed down-

link data channels are used at one time. These choices involve a large number of

tradeoffs, some obvious, and others much less so, that impact the overall effec-

tiveness of the high speed data delivery. In [BBR99], it has been proposed that

7



the optimal number of mobile stations per time interval is one, and that is the

approach that has been used in the experimental results presented here, though

this is obviously an area of interest for further exploration.

The HS-PDSCH channel power is modeled as a power assignment in the base

station. This power level is chosen as the lower of the available base station

power and 30% of the total base station power. Adaptive Modulation and Coding

(AMC) is then used to calculate the optimal high speed downlink bit rate.

2.2.4 Modeling the High Speed Uplink Data Channel

In HSUPA transmissions, power is allocated to the high speed uplink data channel

(E-DPDCH) using a loading-aware approach based on the current load on the base

station serving the UE in question. The amount of additional UE transmit power

that would be required to overload the base station at the time slot in question is

determined. After allowing 3dB of headroom, a certain amount of power is allo-

cated to E-DPDCH (only if the UE is able to fulfill this power allocation without

surpassing its own overall transmit power limitation). If the UE is not able to

meet the allocated transmit power, a fraction of the difference between maximum

UE transmit power capability and target power allocation is used. Scheduling is

coordinated so that one UE is sending uplink data at a time to any given base

station. The instantaneous uplink data rate calculation is based on the received

signal-to-interference-noise ratio (SINR) at the serving base station.

2.2.5 Time Slotted Simulator Implementation for HSPA

Here we mainly focus on the HSDPA aspects of the time slotted simulation. Simi-

lar concepts can be extended to the HSUPA, however they were not implemented

in the simulation tool for HSUPA in the same level of detail since we are mostly

interested in the uplink control channels and the downlink control channels would

8
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Figure 2.3: High speed downlink control, high speed downlink data, and high

speed uplink control channel timing for the time slotted simulator implementation

(HSDPA)

not be very relevant to the performance.

The high speed downlink control, uplink control, and downlink data channels

are active during different stages of high speed transmission. High speed downlink

control information, which is necessary for signaling the transport format and the

multicode information used for decoding high speed downlink data, is sent first.

Downlink data then arrives through the high speed downlink data channel. After

data has been received and processed, the mobile station sends ACK and CQI

messages that are then used by the base station for the next transmission.

Time is considered in 667 µsec slots and each of the three channels is either

included or excluded from calculations in each time slot. Each time slot is inde-

pendently simulated using the augmented static simulator to identify the optimum

power levels at each point in time. The downlink control signals are sent in the

first 3 slots, the high speed downlink packet is sent in 9 slots, the uplink ACK

utilizes 1 slot, and the uplink CQI data spans 2 slots (Fig. 2.3). The time between

high speed downlink control and high speed downlink data is set to be 3 slots to

allow the mobile station to process the downlink control data, and the time be-

tween receiving the high speed downlink data and sending the high speed uplink

control is set to be 6 slots to allow for propagation delay and processing on the

mobile station.

A scheduler performs the task of choosing the high speed users at each base

9



station for each packet, and determines the channels that are active for each slot.

To reflect the assignment of multicodes to exactly one mobile station at a time,

only one mobile station can be the high speed user per base station. For the

simulation, a round robin scheduler is used wherein all mobile stations connected

to a given base station that desire high speed downlink data take turns being the

high speed user. In order to avoid synchronous transmission of ACK signals in

all base stations, a random offset of between 0 and 8 time slots is introduced at

each base station. All users are assumed to have voice channels active at all times

and to be always ready for receiving high speed data. They are also assumed to

be capable of receiving and processing all available AMC combinations and any

number of multicodes (up to 15).

For the results described here, the simulation duration spans 3000 time slots,

which is equivalent to 2 seconds. During this period mobile stations are assumed

to have constant link loss. A given high speed packet transmission is classified as

a failure when the mobile station is put to outage in any of the time slots except

CQI.

2.3 OFDMA-4GLTE Simulation

Due to the differences between the physical layers of the LTE systems and the

WCDMA systems, it was necessary to develop a completely new simulation tool

to address the LTE system specifications. A generic system schematic is shown in

Fig. 2.4, that contains both the link-level and the system-level simulation layers.

Being interested only in the system-level aspects, we use a tabulated version of

a set of independent link-layer simulation results to be used in the system-level

simulation phase in an abstracted manner.

The generic flow of the LTE simulation tool is shown in Fig. 2.5, where each

iteration corresponds to one time slot in the scenario being simulated. Multiple

10



Figure 2.4: LTE simulation schematic, including both link-level and system-level

object types are present:

1. UE handles generation of uplink and downlink data requests, which can

be performed in a full buffer manner or as a Poisson process. Data rates

achievable on both uplink and downlink are also computed by the UE using

one of two possible methods of Shannon channel capacity and link-level

simulation table lookup. The UE also handles motion if enabled.

2. BS handles scheduling, which can be implemented using various schemes.

Round robin, proportionally fair, and simulated annealing variants are sup-

ported (see ch. 4).

3. RNC, or the Radio Network Controller, handles the BS/UE associations.

In the case of simulated annealing, the RNC also handles the accumulation

of collision rates and signaling the decisions.

4. Channel simulates the OFDM channel by independently fading a set of
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Figure 2.5: System-level LTE simulation flow chart

multiple rays with different delays and gains. Combination of these rays will

provide channel gains for each subchannel frequency used in the OFDMA

scheduling scheme.

For each time slot each of the objects are updated and their results made

available to the rest of the entities in the simulation.
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CHAPTER 3

Femtocell Access Policy

3.1 Introduction

One of the most interesting open technical questions concerns how best to opti-

mize the performance of networks including femtocells in light of the interactions

between femtocells and UEs that may be near, but not communicating with, the

femtocell. Like WiFi access points, femtocells can be operated in a closed sub-

scriber group (CSG) manner (also called “closed access”), in which only UEs with

proper authorization can connect, or under an open access policy, in which UEs

outside the CSG are permitted to connect to the femtocell. If an UE is very

near to a femtocell but unable to connect to it, it will need to connect to a reg-

ular (“macro”) base station that may be hundreds of meters away. This creates

the potential for a “loud neighbor” effect, in which the strong signal from this

UE contributes significantly to the noise environment in the neighborhood of the

femtocell.

At the highest level, the open/closed issue is one which balances the benefits of

interference reduction against the costs of femtocell resource sharing. Awareness

of these issues has led to the recent introduction in the standardization process

of “hybrid” femtocells [Rel], in which some portion of the femtocell resources are

reserved for the exclusive use of the CSG, while the remaining resources are open.

One way to circumvent this problem is to use a separate, dedicated channel

for the femtocells at a different frequency from that employed by the macro base

13



stations in a network. However, in many cases this will not be possible because

a single carrier may not own enough spectrum. For example, in many regions

carriers have licensed three 5-MHz frequency bands, and in order to maximize

revenue, will fully utilize this spectrum for traditional macro cellular services. To

the extent that femtocells are added in such in environment, they will have to

operate in a co-channel manner, sharing the same spectrum as the macrocells and

thereby creating a potential for the interference effects described above. In dense

urban areas, this effect can be significant. For example, in office complexes and

apartment buildings in an urban core, there can easily be several hundred people

within a few tens of meters of a given location. Even after adjusting for multiple

carriers, frequency bands, and the expected use patterns of individual UE users,

there can easily be significant numbers of active UEs near to, and at the same

frequency as, a given femtocell.

The issue of how best to manage co-channel femtocells has been given sig-

nificant attention in the 3GPP industry group, with particular attention to the

performance under the two scenarios of open or closed access. These studies have

explored issues including downlink capacity for networks with open vs. closed

access [Nor07], the effect of the number femtocells on the capacity of a macro-

cell [Nok07], and examinations of interference impacts involving various combina-

tions of femtocells and macrocells [Ora07]. The conclusion from these studies is

that a closed co-channel femtocell can lead to significant interference problems for

all parties, particularly if the femtocell does not adaptively change its transmit

power in order to minimize its interference on existing networks [TR2].

The goal of this chapter is to explore some of the subtleties involved in open

access, and in particular to examine the tradeoffs associated with different levels

of open access. The underlying premise of this chapter is that the value of a

femtocell both to its owner and to the overall network will be maximized if the

level of open access is adaptively controlled as a function of factors including the

14



instantaneous load on the femtocell. While a closed femtocell can be problematic

as noted above, in an environment with a high density of UEs a completely open

femtocell can also suffer problems, because it will potentially force the sharing

of limited femtocell wireless bandwidth and internet backhaul capacity among

significant numbers of UEs,with obvious detrimental consequences to the service

level available to the owner of the femtocell.

The remainder of this chapter is organized as follows. We explore the impact

of access policy choice in HSDPA-dominated networks in Section 3.2. Next in

Section 3.3 we direct attention to the interrelationship between traffic type, access

policy, and performance. Conclusions are offered in Section 3.4.

3.2 HSDPA Results

There is clearly an enormous range of scenarios that could be considered using

the modeling environment described in Chapter 2.In the interest of clarity and

brevity, we limit consideration here to one specific scenario that is very effective

at illustrating tradeoffs in femtocell access policy.

We have considered a scenario in which we define a number of randomly dis-

tributed “indoor” and “outdoor” environments with macrocells, femtocells, mo-

bile stations. An “indoor” environment is a circular region 20 m in diameter

surrounded by walls that attenuate all signals traversing them by 15 dB. Inside

each indoor environment are two indoor users. All other locations on the map are

“outdoor” environments. This is shown in Fig. 3.1, which contains 32 “indoor”

environments designated by circles (indoor environments that include a femtocell)

and an additional 32 indoor environments designated by squares (indoor environ-

ments with no femtocell). There are also 21 macrocell base stations, designated

by lines, each serving a single 120-degree sector. Finally, there are 456 mobile

stations designated by dots.
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Figure 3.1: Positions of UEs, indoor environments, femtocell locations, and macro

base stations.

The two users inside each femtocell are within the closed subscriber group

of that femtocell, and are referred to as the “CSG UEs”. In addition, there

are clusters of eight UEs that are near to but outside the walls of the indoor

environments containing the femtocells, and for which the common pilot channel

(CPICH) signal received from the femtocell is stronger than that received from the

macro base station. UEs that fall into this category are referred to as “neighbors”,

as they could potentially connect to the femtocell under an open access scenario.

The service results are shown in Fig. 3.2. Different positions on the horizontal

axis represent different policies for femtocell access. At the left end of the axis,

the case with no femtocells is considered. In this case all of the UEs, including the

two UEs that will later be part of the CSG, connect (or attempt to connect) to the

macro base stations. The next position on the horizontal axis is labeled 2CSG,

and considers that performance when the femtocells are present and the access is

closed so that only the two CSG mobiles can utilize them. As one moves further to

the right on the axis, successively larger numbers of neighbors are granted access

to the femtocells.

The vertical axis gives the number of UEs associated with the macro and fem-
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tocell that are served and in outage. For example, when there are no femtocells,

406 of the 456 UEs receive service using the macro base station. When the fem-

tocells are present and limited to the fully closed (“2CSG”) approach, 212 UEs

are served by the macro base stations and 177 UEs are not served, while 67 UEs

are served by the femtocells. Thus, it can be seen that in this scenario, introduc-

ing femtocells with a closed access policy results in a decrease in service. This is

due to the interference that the femtocells and the femtocell users are generating,

which is sufficiently harmful to the macrocell users to cause outages. However, as

the femtocell is opened up to allow more users, the overall service improves. It

can be seen that allowing 6 neighbors into the femtocells results in similar service

to the macrocell-only scenario, and that opening up access policy further results

in even better service.

The throughput results are shown in Fig. 3.3. Just as in Fig. 3.2, different

positions on the horizontal access represent different policies for femtocell access.

The vertical axis gives the average throughput for those UEs connecting to the

macrocell (dark bars), the femtocell (light bars), and the average over all mobiles

in the system (solid line with triangles).

Notably, in the fully closed approach, the average femtocell UE throughput

is maximum at 3.17 Mbps. As the access policy is changed toward a more open

policy, the average femtocell UE throughput decreases. This is because the fem-

tocell needs to share its bandwidth among the neighbors that receive access to

the femtocell. Moreover, as more users are allowed into the femtocell, the number

of users served per each macrocell decreases, so the throughput enjoyed by the

macrocell users increases.

The optimal operating point for this scenario is dependent on perspective.

From the standpoint of the femtocell owner, a closed access policy is optimal,

because all CSG UEs are successfully able to connect and their throughput is

maximized. From the standpoint of those users in the system who are not using
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the femtocell, a fully open approach (in which all eight neighbors are granted

access) is optimal, because in this case the femtocell is providing maximal relief

to the load on the macrocell, thereby enabling those UEs still using the macro

base station to receive higher throughput. A limited access policy of allowing 6

neighbors into the femtocell results in similar service levels to the macrocell-only

scenario, but with a significantly improved throughput.

In sum, allowing access to six neighbors maintains the same level of outage

performance while improving throughput performance for all the UEs relative to

a system with no femtocell or a fully closed femtocell. In the particular scenario

explored in Fig. 3.1, the presence of the femtocell is a win-win - the femtocell

owners benefit, as do the other UEs, even those not utilizing the femtocell. In other

simulations, we have found that the choice of optimum operating point depends

very strongly on the specific scenario, and in addition on the metric chosen for

defining “optimum”. For example, additional scenarios have shown benefits of

a limited access policy at different optimal operating points, allowing 5, 6, or 7

neighboring users. More important however than the specific results for any one

scenario is the general result that the performance of different access policies is

highly dependent on the specifics of the scenario, and that all participants in the

system have a strong incentive to make sure that access strategy is well managed.

3.3 Mixed-Traffic Results

HSDPA and HSUPA are different in many respects, and it stands to reason that

access policy decisions will impact them differently. In addition, the way in which

the overall network responds to access policy choices depends in part on the spe-

cific mix of traffic types on the network. To examine this, we here explore the

relationship between access policy and service quality across a broader range of

traffic types to determine optimal network performance (in terms of service and
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Figure 3.2: Service as a function of different femtocell access policies, ranging

from no femtocell, a fully closed femtocell (“2CSG” label), and successively more

open access as one moves to the right on the horizontal axis.

throughput) for a given scenario.

Fig. 3.4 provides information about the system configuration used in the ex-

periments. Similar to the scenarios in Section 3.2, the system contains a total of

21 macro base stations located at 7 sectorized sites, 456 UEs, and 32 femtocells.

There are 32 indoor environments with femtocells, with each femtocell associated

with two CSG UEs also located indoors (though potentially separated from the

femtocell by one or more indoor walls). In addition there are 8 neighboring UEs

near each femtocell, separated from the femtocell by an indoor/outdoor transi-

tion wall, and located at a distance from the femtocell of less than 100 meters.

There are also 32 indoor environments, each containing 2 UEs in which there is no

femtocell present. Finally, there are 72 outdoor UEs. Signal loss through indoor

and indoor/outdoor transition walls is modeled using a histogram-based wall loss

model.

One of the challenges in modeling highly complex networks with hundreds of

UEs lies in efficiently presenting performance data. We believe that packet success

19



0.00

0.50

1.00

1.50

2.00

2.50

3.00

3.50

No 
Fem

toce
ll

2C
SG

2C
SG + 

1 n
eig

hb
or

2C
SG +

 2
 neig

hbo
rs

2C
SG +

 3
 neig

hbo
rs

2C
SG +

 4
 neig

hb
or

s

2C
SG +

 5
 neig

hb
or

s

2C
SG +

 6
 ne

igh
bo

rs

2C
SG +

 7
 ne

ighb
or

s

2C
SG +

 8
 ne

ighb
or

s

A
ve

ra
g

e 
M

S
 T

h
ro

u
g

h
p

u
t[

M
b

p
s]

Average macrocell MS throughput [Mbps] 

Average femtocell MS throughput [Mbps]

Average MS throughput (macro+femto) [Mbps]

 

Figure 3.3: Average throughput as a function of different femtocell access policies,

ranging from no femtocell (e.g. the femtocell is not present or is powered down) at

the left end of the axis, a fully closed femtocell (“2CSG” label), in which only the

two UEs that are members of the CSG are allowed to connect), and successively

more open access as one moves to the right on the horizontal axis.

rates (PSR) are a useful metric because they directly indicate an important aspect

of performance, and because they can be used to derive information about the per-

formance of applications such as media transmissions. Fig. 3.5 shows a conceptual

example of how PSR information can be conveyed in an intuitive visual fashion.

This figure is a complimentary cumulative distribution function (CCDF) for the

PSR, with the vertical axis indicating the fraction of UEs and the horizontal axis

providing the minimum PSR rate for the associated fraction of users.Accordingly,

“good” performance is exemplified by the upper curve in Fig. 3.5 which shows the

curve passing through (fraction of UEs=0.9, PSR=95%), meaning that 90% of

the UEs have a PSR of at least 95%. The middle curve illustrates a system with

“medium” performance; in this case the passage of the curve through (fraction of

UEs=0.6, PSR=50%) means that 60% of the UEs have a PSR of at least 50%,

and thus conversely, that 40% of the UEs have a PSR of less than 50%. Finally,

the lower curve illustrates a system with “poor performance”. In this example,
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Figure 3.4: System configuration.

the curve passes through fraction of UEs=0.1, PSR=5%), which means that 90%

of the UEs have a PSR of below 5%.

Fig. 3.6 illustrates the PSR complimentary cumulative distribution function

for UEs connected to the femtocells. Three curves are shown, corresponding re-

spectively to a fully closed access policy (curve labeled “CSG”), an access policy in

which the CSG plus four neighbors are granted access (“CSG+4”), and an access

policy in which the CSG plus eight neighbors are granted access (“CSG+8”). This

figure, and in particular the negative slope of the CSG and CSG+4 curves indicates

a wide range of HSUPA packet success rates for UEs served by femtocells when

there are other nearby UEs performing HSUPA transmissions to a macro base

station and not to the femtocell. Under such a scenario, the uplink interference

generated by other cells (in other words by the neighboring UEs not connected

to the femtocell) changes significantly from time slot to time slot, often result-

ing in interference with HSUPA transmissions involving the femtocell-associated

UEs. When the access is opened to allow all neighbors to utilize the femtocell

(CSG+8 curve) there is a marked improvement in PSR. This is due to the reduced

interference levels from other (non-femtocell) cells. Most fundamentally, when an

femtocell allows a formerly excluded UE to connect to it, the femtocell can then

exert scheduling control over the UE HSUPA transmissions. This benefit of al-

lowing the femtocell to directly manage transmissions in its vicinity in many cases
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Figure 3.5: An example plot showing how packet success rate can be conveyed

using a complimentary cumulative distribution function (CCDF). A point on the

plot indicates that the associated fraction of UEs (vertical axis) experience a PSR

of at least the value indicated by the horizontal axis. Three illustrative curves are

shown. For example, the “good” illustrates a system in which 90% of the UEs

experience PSRs of greater than 95%.

will be well worth the price paid in resource sharing.

Fig. 3.7 shows the PSR for UEs connected to the macro base station. Curves for

the three access policy scenarios “CSG”, “CSG+4”, and “CSG+8” are again given,

as well as a curve “no femtocell” corresponding to the case where there are no

femtocells present. In contrast with the UEs connected to the femtocell in Fig. 3.6,

in Fig. 3.7 there is much less improvement in the PSR as a function of femtocell

access policy change. The most significant change occurs in PSR improvement in

the transition from a system with no femtocells to one with femtocells, regardless

of access policy. This is due to the overall reduction in interference experienced

by the UEs connected to the macro base station when other UEs are “offloaded”

onto the femtocell, and thus perform transmissions using lower power. It is also

worth commenting on why going from CSG only to CSG+8 has a lower impact

in Fig. 3.7 than in Fig. 3.6, because both macro base stations and femtocells

impose scheduling control over their respective UEs. The impact is not symmetric
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Figure 3.6: HSUPA packet success rates for UEs connected to the femtocells.

Three curves are shown, corresponding to completely closed access (“CSG”), al-

lowing the four neighboring UEs to connect (“CSG+4”), and allowing all eight

neighboring UEs to connect (“CSG+8”). Performance improves significantly once

all neighbors are allowed access, as this enables the femtocell to exert scheduling

control over HSUPA transmissions.

because UEs associated with a femtocell transmit with much lower power than

UEs associated with a macro base station. Thus, the HSUPA transmissions of

femtocell UEs have a much lower impact on macro base station UEs than the

other way around.

It is also important to recognize that (in both Fig. 3.7 and Fig. 3.6) the set

of UEs represented by the curves expands or contracts as access policies change.

Thus, for example, there are more total UEs represented by the “CSG” curve in

Fig. 3.7 than by the “CSG+8” curve, since the act of opening access has moved

some UEs off of the macro base station and onto the femtocell. A UE that

remains connected to the macro base station across all access policies will have

a proportionally larger impact on the overall packet success rates in Fig. 3.7 as

the access is progressively opened. A converse effect occurs with Fig. 3.6. While

these effects do not impact the specific observations above, there are scenarios

and circumstances under which this is a factor, as discussed below.
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Figure 3.7: HSUPA packet success rates for UEs connected to the macro base

station. Four curves are shown, corresponding to a system with no femtocells

(“no femtocell”), completely closed access (“CSG”), allowing the four neighboring

UEs to connect (“CSG+4”), and allowing all eight neighboring UEs to connect

(“CSG+8”) In contrast with the femtocell case in Fig. 3.7, the PSR for UEs

connected to the macro base station shows a much less significant improvement

with femtocell access policy changes, though going from “no femtocell” to any

femtocell scenario does give some improvement, due to reduced interference levels.

Fig. 3.8 shows the PSR performance for HSDPA for UEs connected to the

femtocell. Unsurprisingly given the proximity of the femtocells to the UEs, the

PSR rates are very high regardless of access policy. In contrast with HSUPA, in

which interference from macro-connected UEs impeded transmissions of femtocell-

connected UEs, with HSDPA UEs connected to the macro base station do not

generally cause large enough downlink out-of-cell interference to disrupt downlink

transmissions from the femtocell to the UEs connected to it. This is in part due to

the fact that HSDPA downlink power in a transmission from a macro base station

to a UE is independent of the served UE location with respect to femtocells in

the system. By contrast, the loading on the femtocell is impacted by HSUPA

transmissions from nearby, macro-connected UEs.

Fig. 3.9 shows the performance for HSDPA for UEs connected to the macro
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Figure 3.8: HSDPA packet success rates for UEs connected to the femtocells.

base station. One of the most notable features of this figure is the reduction in

PSRs in going from a system with no femtocells to the “CSG” case. This is due to

two factors. First, as discussed earlier, the system includes 32 femtocells having

8 neighbor UEs each. Thus, there are a total of 256 UEs that are very near to,

but in the case of “CSG” operation, excluded from access to femtocells. When

the femtocells are turned on under a “CSG” access policy, the potential gain in

PSR enabled by lower transmission power of the two CSG UEs now connected

to the femtocell is more than outweighed by the interference experienced by the

neighbor UEs due to the femtocell transmissions. As access is opened up, more

of these neighbors are connected to the femtocell, thus the fraction of overall

macro base station UEs that are also non-femtocell-connected femtocell neighbors

is reduced, and the overall PSRs rise. Even in the “CSG=8” case, however, when

all neighbors have been admitted to the femtocells, the PSR remains lower than

it was with no femtocells. This is because there are some macro-connected, non-

neighbor UEs that, due to distance to the macro base station and/or location

in poor propagation environments, have poor PSR regardless of femtocell access

policy. These UEs constitute a higher proportion of the macro-connected UEs as
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Figure 3.9: HSDPA packet success rates for UEs connected to the macro base

station.

access policy is opened, and thus have a larger impact on the PSR computation.
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Figure 3.10: HSDPA throughput for UEs in the HSDPA-dominant scenario. The

dark/red bars correspond to macro-connected UEs; the light/blue bars correspond

to femtocell-connected UEs.

Figures 3.10 through 3.13 present throughput results. These figures show

HSDPA and HSUPA throughputs for two different scenarios: HSDPA dominant,

and HSUPA dominant. In the HSDPA dominant scenario, 90% of the UEs are

engaged in HSDPA only, while the remaining 10% are simultaneously using all of

HSDPA, HSUPA, and voice. In the HSUPA dominant scenario, 90% of the UEs
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Figure 3.11: HSDPA throughput for UEs in the HSUPA-dominant scenario. The

dark/red bars correspond to macro-connected UEs; the light/blue bars correspond

to femtocell-connected UEs.

are engaged in HSUPA only, while the remaining 10% are simultaneously using

all of HSDPA, HSUPA, and voice. In the two scenarios studied, the UEs engaging

in each type of service are chosen randomly in accordance with the probabilities

given above. While typical relative usage patterns of different traffic types will

obviously vary, exploring these heavily HSUPA- or HSDPA- dominant extremes

helps to focus on the specific interaction of traffic type, access policy, and network

performance.

Fig. 3.10 considers the HSDPA throughput in the HSDPA dominant scenario.

The vertical axis gives the average (per UE) throughput for those UEs connecting

to the macro base stations (dark bars), and to the femtocell (light bars). Different

positions on the horizontal axis represent different policies for femtocell access.

At the left end of the axis, the case with no femtocells is considered. In this

case all of the UEs, including the two UEs that will later be part of the CSG,

connect (or attempt to connect) to the macro base stations. The next position

on the horizontal axis is labeled 2CSG, and considers that performance when the

femtocells are present and the access is closed so that only the two CSG mobiles

can utilize them. As one moves further to the right on the axis, successively larger
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Figure 3.12: HSUPA throughput for UEs in the HSDPA-dominant scenario. The

dark/red bars correspond to macro-connected UEs; the light/blue bars correspond

to femtocell-connected UEs.

numbers of neighbors are granted access to the femtocells.

As the access policy is changed toward a more open policy, the average femtocell-

connected UE throughput decreases. This is because the femtocell needs to share

its bandwidth among increasing numbers of neighbors. At the same time, as more

users are allowed onto the femtocell, the number of UEs served per each macrocell

decreases, so the throughput enjoyed by the macrocell-connected UEs increases.

Fig. 3.11 considers the HSDPA throughput in the HSUPA-dominant scenario.

Unsurprisingly, the overall throughput rates are significantly higher than for the

HSDPA-dominant case in Fig. 3.10, because in the HSUPA-dominant scenario

there are fewer UEs competing for downlink data bandwidth, and downlink in-

terference levels are lower. In addition, the decrease in femtocell-connected UE

throughput with increasingly open access is significantly less pronounced than

in Fig. 3.10 because, again, there are fewer downlink demands on the femtocell,

so the resource sharing that accompanies open access imposes a smaller per-UE

penalty.

Fig. 3.12 considers the HSUPA throughput in an HSDPA dominant scenario.

Fig. 3.13 considers the HSUPA throughput in an HSUPA dominant scenario. Both
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Figure 3.13: HSUPA throughput for UEs in the HSUPA-dominant scenario. The

dark/red bars correspond to macro-connected UEs; the light/blue bars correspond

to femtocell-connected UEs.

of these figures show that the HSUPA throughput increases with more open access,

as contrasted with the decrease observed in HSDPA throughput in Figs. 3.10

and 3.11. This indicates that, for HSUPA throughput, while more open access

means that each femtocell shares its resources among a larger group of UEs, with

respect to HSUPA, this potential disadvantage is more than outweighed by the

increased ability of the femtocell to control the scheduling of UEs in its vicinity.

Interestingly, of the four throughput plots in Figs. 3.10 through 3.13, Fig. 3.12

is the only plot in which macro-connected UEs experience a small decrease in

average throughput as the femtocell access becomes more open. In fact, each UE

that remains connected to the macro base station experiences a relatively small

increase in HSUPA throughput with increasingly open access. This small increase

is due to a modest decrease in uplink interference levels because with more open

access there is a smaller load on the macro base stations (the decrease is modest

because the fraction of overall UEs using HSUPA is only 10%). Despite this,

the plot shows an overall decrease in macro UE HSUPA throughput because more

open access moves increasing numbers of neighboring, high-rate HSUPA UEs onto

the femtocell. The loss of these UEs from the pool of macro-connected UEs used
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in computing the averages shown in the plot outweighs the improved interference

effects noted above. Nevertheless, while the plot is therefore accurate, it does

not explicitly convey the fact that from the standpoint of any specific UE using

HSUPA in this scenario, the throughput will generally improve with more open

access.

3.4 Conclusions

We have examined the impact of femtocell access policy as it relates to network

traffic type as well as to the type of base station (femtocell or macro) to which

the UEs are connected. It was shown that completely closed access can disrupt

service because of the interference generated by UEs that are near to, but prohib-

ited from attempting to connect to, a femtocell. Completely open access can also

be problematic due to the loss in data rate arising from sharing limited femtocell

bandwidth among potentially large numbers of users. Rather than completely or

closing or opening access, better performance can be achieved by opening the fem-

tocell to the best operating point for a given set of goals concerning connectivity

and throughput.

In particular, for HSUPA, more open access provides the femtocell with in-

creased opportunities to exert control over the scheduling of HSUPA transmis-

sions for UEs in its vicinity, thus reducing the amount of interference from nearby

UEs not connected to the femtocell and leading to higher overall packet success

rates. femtocell access policy has a much less significant impact on the PSR of

UEs connected to the macro base station, as the UEs connected to the femtocell

transmit with much lower power and thus provide less interference.
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CHAPTER 4

Scheduling

4.1 Introduction

The present chapter focuses on the scheduling of data packets–specifically in the

uplink–in a heterogeneous cellular network consisting of both macrocells and fem-

tocells. The significance of this problem in the case of such networks is the lim-

itations in the connectivity between the femtocells and the provider’s network.

Such limitations can include high latencies and relatively low data rates, which

make operations such as soft hand-offs and fast synchronization impossible to

achieve. Hence, what is needed is a scheduling approach that utilizes minimal

data overhead and has low latency requirements.

Scheduling in general has been widely studied in topics such as task assign-

ment problems in operations research (see for example [TGS94]), or scheduling

of parallel applications in multiprocessor networks [ELA94]. In[CK88] a taxon-

omy of various scheduling algorithms is presented. In the field of cellular packet

data networks several studies have been performed. A fairness criterion intro-

duced by [Kel97] referred to as proportionally fair scheduling is a well known

and widely deployed mechanism. In [KW04] it is shown that proportionally fair

scheduling converges under various conditions to the solution of a log-sum opti-

mization criterion. In [BLR09], [WOE05], and [SWM08] generalized versions of

the proportionally fair optimization criteria are considered.

The uplink scheduling algorithm presented here is based on simulated anneal-
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ing, which was first proposed as an optimization method in [KGV83]. Simulated

annealing is an iterative optimization technique that has proven to be effective in

solving general combinatorial optimization problems. In previous work, simulated

annealing has been applied in a wide range of applications including scheduling

in parallel systems [LB91], [KGR95], [MS08].

In this chapter, we present a unique application of simulated annealing in the

context of uplink packet scheduling in a cellular network. In addition, we intro-

duce an augmented version of simulated annealing that takes specific interference

information into account in the optimization process, and present results that

support its utility in the developed system framework. We first establish a foun-

dation for the analysis of the optimization and provide necessary conditions on

convergence of the proposed algorithm. Our work demonstrates that the use of

simulated annealing and augmented simulated annealing with interference aware-

ness for block scheduling improves the QoS experienced by disadvantaged users

in a cellular network with minimal signaling overhead.

Our work demonstrates that, in scenarios with Doppler frequencies within the

low to normal range, an interference aware scheduling such as the augmented sim-

ulated annealing can provide a better QoS experienced by disadvantaged users

in a cellular network as compared to a channel aware scheduling, while maintain-

ing minimal signaling overhead. By contrast, in high Doppler frequency scenarios,

channel-aware scheduling becomes more effective than interference-aware schedul-

ing. This is because the high mobility ensures that random statistical variations

in instantaneous channel quality will create windows of opportunity for higher

rate transmission. Exploiting these windows gives more throughput improvement

than an approach based purely on interference monitoring.

The rest of the chapter is organized as follows: in Section 4.2 the system

framework is defined and the scheduling algorithm is proposed. In Section 4.3

we provide necessary conditions for the convergence of the proposed algorithm.
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In Section 4.4 simulation results are presented, and conclusions are presented in

Section 4.5.

4.2 System Framework

We consider uplink packet scheduling in a time division multiple access cellular

system in which there are N BSs with un users registered to each BS n ∈ [1, N ].

We define block scheduling as a scheme in which scheduling is performed in pre-

determined blocks consisting of L time slots. Within each time slot one UE

is scheduled. The UEs within the block schedule of a particular BS are not

necessarily unique. It is further assumed that these scheduling blocks are repeated

in time for the duration of the study.

We assume that a particular UE connects to a BS based on the strongest re-

ceived pilot signal power. We further assume that all UEs are in fixed positions for

the duration of the optimization, and the UE-BS associations are static. The UEs

in this multicellular system are characterized based on two traits: 1) their strength

of connectivity to their own serving BS (strongly-connected or weakly-connected

UEs, referred to as “strong” or “weak” UEs respectively); and 2) the levels of

interference generated to neighboring BSs (“interfering” or “non-interfering” rel-

ative to a particular BS). The strength of connectivity is based on the link loss

experienced between the UE and its associated BS, referred to as the weakness

threshold. Similarly, the interference characterization is based on the ratio be-

tween the interferer’s linkloss to its associated BS and its linkloss to another BS,

referred to as the interference threshold. A “collision” occurs when a weakly con-

nected UE is scheduled concurrently with an interfering UE from a neighboring

cell. Therefore, the block schedule of a particular BS is compared to those of all

the remaining N − 1 BSs on a per time slot basis to determine the occurrence of

collisions.
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We consider three scheduling schemes: round robin (RR) scheduling, block

scheduling with simulated annealing (BS-SA), and block scheduling with aug-

mented simulated annealing (BS-ASA). We proceed by first describing the simu-

lated annealing algorithm, and then describing the BS-SA and BS-ASA algorithms

as its derivatives in the context of uplink packet scheduling.

INITIALIZE

repeat

PERTURB(state i → state j, ∆Cij)

if ∆Cij <= 0 then

ACCEPT

else

if exp(−∆Cij/T ) > random[0, 1] then

ACCEPT

else

REJECT

end if

end if

until equilibrium is approached sufficiently closely.

Figure 4.1: Pseudo-code describing the simulated annealing algorithm.

4.2.1 Simulated Annealing

Simulated annealing is a generic iterative optimization method where random

mutations in a state variable occur at each iteration. The algorithm is summarized

in the pseudo-code given in Fig. 4.1 [LA87].

At the end of the iteration, the simulated annealing algorithm compares the

mutated state to the current state and probabilistically decides whether to transi-

tion to this state or remain in the previous state. If the cost of the mutated state
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is lower than that of the current state, then a transition to the mutated state

occurs. Otherwise, the mutation is accepted with a probability given by e−
∆C
T

(referred to as the acceptance probability [LA87]), where ∆C is the difference in

cost between the mutated state and the previous state and T is the temperature,

which is used as a control parameter. The mechanism of accepting cost-increasing

mutations is implemented to avoid convergence to a local minimum.

4.2.2 Block Scheduling with Simulated Annealing (BS-SA)

Applying the simulated annealing algorithm to block scheduling, we derive the

BS-SA scheme. The system state we consider in BS-SA is the combined block

schedule for all N BSs in the system. It is assumed that every BS uses block

scheduling with the same block size of L, where L ≫ max (u1, ..., uN), and the

block schedules on the BSs are synchronized. The cost function considered is the

total number of collisions per block.

The mutated state is one in which two time slots in the block schedule for every

BS are randomly switched. A central entity (such as the radio network controller)

receives information on the number of collisions each BS experiences after every

block and assesses the difference in the collision rates between the mutated state

and the current state. It will then compute the acceptance probability for the

mutated state and send a message to each BS to determine whether the BS should

accept the mutation or not.

Note that under this scheme the overhead signaling imposed on the BS for each

scheduling block is minimal and includes only a collision measurement transmitted

to the network and an accept/reject signal received back. Possible latencies in the

arrival of the accept/reject notifications from the central network come at an

insignificant cost: the BS can simply continue its current schedule into the next

block for a few time slots until the arrival of the notification. The expected number
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of differences between the old and the new schedules in these time slots is small.

It is worthy of mention that one could also consider the application of simulated

annealing in which only one switch in the entire system state is applied at each

iteration. Such a scheme would significantly reduce the optimization speed and is

prohibitively slow, and hence is not considered by the authors.

4.2.3 Block Scheduling with Augmented Simulated Annealing (BS-

ASA)

While the collision information is utilized at the decision making stage of the BS-

SA, this data is disregarded at the mutation stage where switches are performed

between any two randomly chosen slots. Block scheduling with augmented simu-

lated annealing (BS-ASA) is a modified version of the BS-SA in which the collision

information is used in choosing the time slots that will be switched. Explicitly,

the mutated state considered is a random switch between every time slot in the

block schedule in which a single collision occurs with another randomly chosen

time slot in the block. A faster convergence rate for this algorithm is expected

and is observed in the simulation results presented in Section 4.4.

4.3 Convergence Analysis

In this section we establish an analytical framework related to the convergence

of both the BS-SA and BS-ASA algorithms. Our attention will be focused on

the homogeneous algorithm in which the temperature, T , is kept constant. The

optimization process is modeled as a Markov chain where we define the state of

the system to be the collection of all the individual block schedules (as mentioned

previously in Section 4.2):

ik =
N∪

n=1

ik
n
, (4.1)
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where ik
n
=

[
Mk

n,1
,Mk

n,2
, · · ·,Mk

n,L

]
, N is the number of BSs, ikn is BS n’s block

schedule at the kth iteration, and the UE scheduled at index l of BS n’s block

schedule at the kth iteration is denoted as Mk
n,l, and l ∈ [1, L] . It is noted here

that the state space R is not the set of all permutations of the UEs in the state

vector, but only the subset of those permutations in which the UE-BS associations

have been kept the same. The resulting total state space size is then (L!)N . The

transition probability matrix of the optimization process as described in [LA87]

is:

Pij (k) =


GijAij (k) , i ̸= j,

1−
∑
l ̸=i

GilAil (k) , i = j,
(4.2)

where Gij is the probability of state j being generated from state i, and Aij (k)

is the probability of the generated state j being accepted from state i. In the

conventional simulated annealing algorithm, where all mutations are equally likely,

Gij is given by:

Gi,j =

 0, for j /∈ Ri,

1
|Ri| , for j ∈ Ri,

(4.3)

where Ri is the set of all states accessible from state i in one random mutation (the

neighbor set). The admittance probability matrix as a function of the temperature

is given by:

Aij (k) =

 1, C (j) < C (i) ,

e−
C(j)−C(i)

T (k) , C (j) > C (i) .
(4.4)

Convergence of this process to steady state will be conditioned on irreducibility

and aperiodicity of the underlying Markov chain. This is explored in the following

subsections.

4.3.1 Aperiodicity

To establish aperiodicity in a Markov chain it is sufficient and convenient to simply

prove that there is a non-zero probability of staying in a state, i.e. ∃i : Pi→i > 0.

37



Formally we can prove the existence of such a state as follows.

Proof. Let the process begin in a globally optimal state, i1opt ∈ Ropt, where Ropt

is the set of all globally optimal states. After a single iteration of switches on an

optimal state, a new state is generated. Such a state can be generated according

to two cases. In the first case, a non-optimal state i2 that is cost-increasing is

considered. Then the original state i1opt proves aperiodicity due to a non-zero

probability of rejected admission for Pi1o→i2 = e−
∆C
T < 1 where ∆C = C (i2) −

C (i1o) > 0 and T > 0.

In the second case, the second state can be another optimal state i2opt ∈ Ropt.

Then, assuming irreducibility and Ropt ̸= R, after enough iterations we will arrive

at a non-optimal state ik, in which case the optimal state ikopt proves aperiodicity.

4.3.2 Irreducibility

We now focus on conditions under which irreducibility can be achieved. Irre-

ducibility of a Markov chain is guaranteed if ∀i, j ∈ R, ∃k ∈ : P k
i,j > 0, i.e. there

is a possible path between any two states in the chain. Obviously at T = 0 this

condition is not met since no cost-increasing mutations are admitted therefore we

study only the cases in which T > 0. The analysis is performed separately for

the conventional simulated annealing and the augmented version presented in this

chapter.

4.3.2.1 Irreducibility for BS-SA

In the case of conventional simulated annealing, if we allow only one BS to mutate

at each iteration then irreducibility is guaranteed: there will always be a set of

mutations that connect any two arbitrary states. Such an algorithm is very slow

38



in convergence, hence we consider the cases where each BS performs a mutation

at each step. If a mutation is forced at each BS, irreducibility is not guaranteed.

For a counter example consider the set of two BSs, BS1 and BS2, i.e. N = 2, each

of which is connected to an independent set of three UEs indexed 1, 2, and 3,

u1 = u2 = 3. Let the state vector be [v̄1; v̄2], where v̄1 and v̄2 represent the block

schedule for BS1 and BS2, respectively. Fig. 4.2 represents the state transition

graph for a BS with a block schedule for L = 3. Suppose we start from an initial

state of [3,2,1; 3,2,1], and target an end state of [1,2,3; 1,3,2]. Here BS1 will

need an odd number of transitions to arrive at its target, while BS2 will need an

even number of such transitions and hence the target state will never be achieved

simultaneously for both BSs. In order to overcome this obstacle we will need to

allow for idle transitions at BSs, in which case each BS can perform the number

of required mutations to arrive at the target and stay idle afterwards while others

arrive at their target states.

123 213

312

132231

321

Figure 4.2: State diagram for a BS with 3 associated UEs.

4.3.2.2 Irreducibility for BS-ASA

The BS-SA algorithm will not provide for irreducibility in general. For example,

consider a BS that has no interfering UEs connected to its neighboring BSs. In

such a case no mutations will be performed on this BS schedule, since no collisions
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are detected. With respect to performance, this will be acceptable only if the UEs

connected to this BS are not interferers to their neighbors. Where interferers exist,

however, the schedule of the interferers is of concern to the network and needs to

be flexible.

We consider two cases in which such irreducibility is guaranteed. The first

case considers combining BS-SA and BS-ASA and allowing for random mutations

performed independently of the collisions. Here, again, all mutations are possible

and therefore there exists a path between any two states.

The second case is a model in which the interference is not perfectly known, and

is only detected by the BS that receives the uplink data. Furthermore, detection

of such interference is performed by the BS on all upcoming data, regardless of

whether the UE from which the data is being received is weak or strong. In this

case, once again, any UE can be detected as being under interference from the

neighborhood, and can possibly be mutated in its schedule.

While in both cases mentioned above, irreducibility comes at the cost of slower

convergence, in the second case the lack of perfect knowledge incurs the extra cost

of instability at the global optimum: any false detections can bring the system

out of the global optimum after it is reached.

4.4 Simulation

In this section we present the collision rates for the algorithms presented in Sec-

tion 4.2. A scenario featuring 14 BSs and 200 UEs is studied on a 4000 meter by

4000 meter 2D map. Constant, full buffer uplink traffic is considered for each UE.

An ideal channel is assumed and a simplified path loss model is used. A block

length of L = 200 time slots is used and a weak distance threshold of 600m is

set along with an interference threshold of 1.3. Note that under a static scenario

distance translates to a constant link loss. Simulation results are shown in Fig. 4.3
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as collision rates per slot. A temperature of T = 0 is used with both BS-SA and

BS-ASA. With RR showing the expected constant collision rate, we observe slug-

gish improvement in the collision rates under the BS-SA algorithm as compared

to the BS-ASA. For both the BS-SA and BS-ASA algorithms a temperature of

zero means that there is no guaranteed irreducibility, however the convergence to

a zero collision rate is still possible. What is further observed is that disregarding

the collision information when making the random switches in the block schedule

is shown to be extremely costly to the performance of the optimization, to the

point that it renders the BS-SA method impractical for implementation for cellu-

lar environments because of its extremely slow rate of convergence as observed in

Fig. 4.3.
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Figure 4.3: Weak UE collision rates for RR, BS-SA, and BS-ASA algorithms.

From the perspective of a network operator, an optimization algorithm must be

fast enough to cope with the variations in the scenarios, such as hand offs and deep

fades. Considering that such events occur in the order of magnitude of once every

few seconds, the optimization must be likely to convergence to almost-optimal

solutions in similar lengths of time with high probability. In our study, the BS-
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ASA optimization was reiterated numerous times for the same scenario described

above. After 1000 independent runs the cumulative distribution function (CDF)

for convergence to various collision rates was extracted as a function of the number

of time slots and plotted in Fig. 4.4. The BS-ASA is shown capable of achieving a

10% collision rate with 90% probability after 4000 time slots, which proves to be

a feasible performance criterion for cellular networks. Fig. 4.4 also illustrates the

CDF for collision rates of achieving less than 5% and 0% collision rates serving as

additional performance criteria.
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Figure 4.4: CDFs for convergence of BS-ASA for three different target collision

rates.

In order to assess the performance of the BS-ASA under imperfect collision

detection, the same simulation was performed using multiple pairs of false alarm

and misdetection probabilities for weak UE’s, noted as Pfa and Pmd respectively.

Results, as shown in Fig. 4.5, show that the algorithm is far more vulnerable to

false alarm rates than to misdetection rates, hence the collision detection scheme

must be designed biased towards misdetections. This bias is due to the fact

that the number of collisions is a small fraction of the total number of packets
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scheduled, and hence a small fraction of false alarms on the non-collision slots can

have the same effect as a large fraction of misdetections on the collision slots.
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Figure 4.5: CDFs for convergence of BS-ASA to 10% collision rate for various

weak UE false alarm and misdetection probabilities.

In order to compare the performance between BS-ASA and PF scheduling

schemes, it is notable that the proportionally fair algorithm as defined in [KW04]

assumes perfect knowledge of both the channel state and the interference level

at the time of transmission. While the former can be attained with a reasonable

level of accuracy, the interference levels are difficult to predict in a network with

highly dynamic behavior and low inter-BS coordination. Therefore we implement

a channel-aware version of the PF algorithm to be compared against BS-ASA.

Shown in Fig. 4.6 are plots comparing the performance of the two schemes under

four different Doppler conditions. We observe that under the small Doppler fre-

quencies where channel variation levels are low, the interference aware BS-ASA

scheduling shows superior results, while in the highest Doppler frequency the chan-

nel variations become more important to take advantage of, giving the superiority

to the PF scheduling.
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Figure 4.6: BS-ASA and PF throughput gains relative to RR for weak UE’s for

different Doppler scenarios.

4.5 Conclusion

In this chapter we propose the use of an augmented version of simulated annealing

for scheduling in heterogeneous networks. An analytical framework is provided for

the modeling of such algorithms, along with the analysis of necessary conditions

for convergence of the algorithms to optimum. Simulation results are provided

to demonstrate the advantages of the BS-ASA to the conventional BS-SA, and

establish feasibility for implementation of such algorithms in femtocell networks.

Furthermore, results are provided showing the trade-off between channel aware-

ness and interference awareness in scheduling under different mobility conditions.

44



CHAPTER 5

HandOff Management

5.1 Introduction

This chapter addresses the issue of hand off management, which has been classi-

cally approached in multiple different ways. The state of the art approaches have

mostly focused on issues such as continuity of service, load balancing between

base stations, and providing minimum QoS requirements. Here we aim to address

a specific issue that arises in the context of femtocell deployments, which is the

possibility of large and unnecessary overhead in a network where femtocells are

densely deployed. We propose a predictive algorithm with the aim of minimizing

the number of hand offs in such scenarios. This performance measure is used to

compare the proposed algorithm against a primitive method for managing the

hand-offs in mobile networks, namely connecting at any time to the base station

perceived with higher power by the mobile station.

Work in predictive algorithms for mobile networks is not extensive. In many

of the studies prediction is used as a means to pre-allocate resources on base

stations prior to the arrival of a mobile station into the cell [?], [?], [?]. In

the proposed approach the predictive algorithm is executed in the mobile station,

assuming necessary information has been communicated between the network and

the mobile station that allows for computation to be performed. Additionally,

the mobile station’s positioning ability can facilitate the prediction of the user

trajectory. Our technique is aided by real world data about road topology, road-
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traffic statistics and vehicle speeds.

An important measure of call quality is minimal call drop probability. Incor-

porated in the model is a minimum receive power requirement, which is added

as additional constraints to the algorithm to ensure that any subsequent handoffs

will be providing the minimum QoS requirement with a high probability.

The theoretical framework of our algorithm is based on Markov model. This

model is applied to a statistical traffic model incorporating road information in a

scenario. The prediction framework is explained in Section 5.2. This is followed by

simulation results provided in Section 5.3 followed by conclusions in Section 5.4.

5.2 System Framework

Presented in this section is the framework for the predictive handoff minimization

algorithm. The objective is minimizing the number of hand-offs while maintaining

the QoS requirement.

Assumed in the model is the knowledge of road topography in the scenario, as

well as road traffic speeds and transition probabilities at intersections (ie. turn

likelihoods).

In Fig. 5.1 a simple scenario is shown where the path followed by the mobile

station is known and indicated by the arrow. A, B, C and D are the areas under the

coverage of certain base stations where the QoS is satisfied. In the overlapping

areas, the QoS is satisfied by more than one base station. We define a tile as

an area on the map where an exclusive set of base stations can meet the QoS

requirement.

First the path is divided into N segments, each of them associated with one

tile. In Fig. 5.1 we have 6 segments along the mobile station path. With the

conventional hand-off technique of choosing the most powerful signal, the base
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Figure 5.1: Sample mobile station path through a multi-base station scenario

station sequence would be as follows: A-B-A-C-D-C, while the optimal assignment

for minimizing the number of base station changes would be A-A-A-C-C-C. In the

following passages, first a continuous model is presented in Section 5.2.1, followed

by a discretized version of the algorithm in Section 5.2.2. An additional constraint

added for ensuring QoS is discussed in Section 5.2.3.

5.2.1 Mathematical formulation, Continuous case

We can model the motion of the mobile station as a continuous-time Markov

process. Hence, the probability density of the future paths is predicted given its

recent history of locations and speeds as:

f(x(τ, t < τ < t+ T )) = f(x(τ, t < τ < t+ T )|x(τ ′, t− Tp < τ ′ < t))

We define the objective as to find the base station k∗ that minimizes the

expected number of handoffs looking forward:

k∗ = argmin
k∈B

{ E
p∈ϕ

[Θ(ropt(p|r1 = k))]}
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In the above equation B is the set of all base stations, p represents one path, ϕ

is the set of all predicted paths for the future Tf seconds, Θ indicates the number

of hand-offs in a given sequence of base station assignments r, and ropt(p|r1 = k)

is the optimal sequence of base station assignments conditioned on the first base

station being k:

ropt(p|r1 = k) = argmin
r∈Rp|r1=k

{Θ(r1 = k, r2, . . . , rNp)}

Where Rp represents the set of permissible base station assignments for path

p:

Rp = {r|rn ∈ Γpn ,∀n : 1 ≤ n ≤ Np}

Np represents the number of segments in path p, and Γpn is the set of base

stations meeting the QoS target for the nth segment of path p.

In the following section a discretized version of the above formulation is pre-

sented.

5.2.2 Discrete Approach

Under the discrete formulation a state graph is generated demonstrating the possi-

ble tiles in which a mobile station can be located in discrete times looking forward.

Shown in Fig. 5.2 is the state graph generated using the Markov model, with

each node representing the presence of the mobile station in a tile, and each arrow

representing a tile crossing event (or lack of it) in ∆T seconds with a known

probability. For all states there is a non-zero probability of staying in the same

tile (no transition). The depth of the graph or number of stages in each branch

theoretically determines the tradeoff between better accuracy of prediction and

computational complexity.

The model is now as follows:
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Figure 5.2: Tile graph based on Markov model (discrete time)

k∗ = argmax
k∈B

{ E
p∈ϕ

[I(ropt1 (p) = k)]}

Where B is the set of all base stations, p represents one path along the graph,

Φ is the set of all predicted paths over the graph with a length of Tf/∆T , I is the

indicator function, and ropt1 (p) is the first base station in the optimal sequence of

base station assignments for path p:

ropt(p) = argmin
r∈Rp

{Θ(r1, r2, . . . , rNp)}

Where Rp represents the set of permissible base station assignments for path

p :

Rp = {r|rn ∈ Γpn ,∀n : 1 ≤ n ≤ Np}

Np represents the number of nodes in path p, and Γpn is the set of base stations

meeting the QoS target for the nth node of path p.

5.2.3 Presence Constraint

We introduce an additional constraint to ensure the support of QoS requirement

after the mobile station is handed over to a new base station. Referred to hereafter

as the presence constraint, it measures the probability of a base station being
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Figure 5.3: Macrocell only Scenario

supported in the next step of the prediction. A threshold is used on this measure to

ensure the likely support of the QoS after transition. This constraint is formulated

as follows:

Where PQoS is the probability of meeting the QoS target in terms of presence,I

represents the indicator function, Γ is the set of base stations that meet the QoS

target in a given path segment, and p1 is the first segment of the path p.

5.3 Results

The predictive hand off algorithm was simulated in a series of scenarios. One

such scenario has been displayed in Fig. 5.3, wherein the black dots represent

base stations and the blue ones mobile stations. The scenario contains 400 mobile

stations and 45 base stations, distributed almost uniformly throughout.

During the simulations multiple parameters have been varied to observe the
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behavior of the system under different configurations. The parameters include

the coverage radius, the prediction depth, and the density of Femto base stations

deployed (0 in Fig. 5.3). Each simulation has been run over 600000 time slots

representing 10 minutes of real time traffic. The simulations use the Okumura-

Hata link loss model.

5.3.1 Varying the Coverage Radius

There are trade-offs involved in minimizing the number of hand-offs in the cellular

network. One drawback is that when a mobile station is connected to a base

station other than the one with smallest link loss, it will likely experience smaller

data rates (assuming similar loading on the base stations). The solution lies in

tuning the minimum coverage radius for the base stations - or equivalently, the

minimum received power. We have simulated four different coverage radii using

both the predictive algorithm and instantaneous largest pilot strength. Results

are presented in Fig. 5.4.

As the coverage radius is raised, the number of hand-offs decrease since the

mobile station is allowed to stay for a longer time under the coverage of the same

base station, decreasing the number of hand-offs. The number of handoffs under

the predictive algorithm is also lower than the instantaneous pilot case for every

radius.

Additionally, the throughput is observed to decrease using the predictive algo-

rithm, diminishing further as the coverage radius is increased. This trend is due

to the fact that if the coverage radius is bigger, we are allowing communications

over longer distances with less power, lowering the QoS threshold.
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Figure 5.4: Average number of hand-offs and throughput as a function of coverage

radius. (predictive algorithm depth 2)
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Figure 5.5: Average number of hand-offs and throughput as a function of algo-

rithm depth. (coverage radius 2.1 km)

5.3.2 Varying the Depth

We can simulate for different depths of the predictive algorithm. The average

number of handoffs and the throughput are shown in Fig. 5.5 as a function of

the depth. The number of handoffs is reduced as the depth of the algorithm is

increased, due to the better accuracy in the prediction. On the other hand, the

throughput increases with the depth, which means that increasing the depth we

obtain better results: fewer handoffs and more throughput.
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Figure 5.6: Scenario with 54 additional Femto base stations

5.3.3 Including the Femto Base Stations

In this stage we include femto base stations in our simulation, modeled as base

stations working at smaller power and, as a result, with a lower coverage radius.

We have distributed the femto base stations uniformly in the same scenario, and

have simulated using different densities of base stations. For example, in Fig. 5.6

the scenario with 54 femto base stations is shown.

Using the simulations we aim to prove that the predictive algorithm keeps the

mobile stations attached to the Macro base stations, avoiding unnecessary hand-

offs to short-term femtocells. It is known that under a maximum instantaneous

pilot scheme the mobile station is going to switch to a femtocell as soon as its

power is the highest reachable. With the small coverage radius of the Femto base

stations however it is a waste of energy, signaling, and time slots to switch to

them just for a short period when the mobile station is able to be served by a

nearby macro base station for the entire time. The average number of handoffs
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Figure 5.7: Average number of hand-offs and throughput as a function of the

number of Femto base stations. (coverage radius 2.1 km)

and the throughput are shown in Fig. 5.7. The results for the predictive case are

consistent, showing that the deployment of the femto base stations has introduced

no further handoffs and users have been continually served by the macro base sta-

tions. That is while the number of handoffs and the throughput increase for the

instantaneous pilot scheme.

5.4 Conclusion

Presented in this chapter was a predictive algorithm for minimizing the number

of hand-offs in mobile wireless networks. Noting that the aim is to avoid unnec-

essary handoffs to a small-radius femtocell we have presented results that have
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confirmed the functionality of the algorithm in such scenarios by using traffic and

motion information. The average number of handoffs in femtocell deployments

was shown to be almost equivalent to those of macrocell-only scenarios, which

can be a positive aspect in ensuring continuous coverage with minimal handoff

disruption for moving mobile station. The tradeoff in such a decision is the in-

stantaneously achievable data rates, which enjoy larger values when the mobile

station is connected to a close-by femtocell. The trade-off curves have been de-

rived from simulations, however it is notable that signaling overhead for handoffs

have been omitted from the results. In a real-world scenario the users are ex-

pected to suffer from intermitted connections, which can be highly undesirable

for certain services, most notably voice. Many improvements are possible in this

model including higher-order Markov models of the traffic, inclusion of service type

in decision making, and integration of access mechanisms discussed in previous

chapters.
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CHAPTER 6

Conclusions

Developments in simulation for 3G and 4G cellular networks, studies on femto-

cell access policy, and a novel simulated annealing-based scheduling scheme were

presented in this work.

Two system-level simulators for 3G and 4G systems were described in Ch. 2.

These tools were built with a few goals in mind that include agility, ease of use

and analysis, and speed. Particular attention was paid to flexibility in choos-

ing between various schemes in each aspect of the simulation and removing any

dependencies on a specific mechanism that cannot be replaced in future. The sim-

ulation tools were the main platform through which all of the algorithms discussed

in forthcoming chapters were implemented, tested, and analyzed.

In Ch. 3 access policies to femtocell were studied and it was argued that in

a network of both femtocells and macro base stations a limited access policy

can provide benefits relative to a completely closed or completely open access

policy. The problem, posed solely from the viewpoint of network performance, was

explored in a spectrum of possible implementation strategies. For example, and in

particular, it was noted that the Closed Subscriber Group can in fact benefit from

opening limited access to nearby users, who otherwise can detrimentally impact

the instantaneous link quality of the CSG users.

One must note however that the overall problem involves business cases and

economic incentives that cannot be fully expanded in this work. It is however

hoped that any implementation decisions will be based on informed and educated
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sources that include network impacts.

The BS-ASA scheduling scheme was proposed in Ch. 4 as a candidate for

implementation in heterogeneous networks in which quick synchronization be-

tween base stations is not feasible. An analytical framework was provided for

the modeling of such algorithms, along with the analysis of necessary conditions

for convergence of the algorithms to optimum. The simulation tools described

in Ch. 2 were used to produce results that demonstrate the feasibility of this

scheme, along with comparisons to a localized approach. The convergence time

of the system was shown to be sufficiently small in normal deployments. Fur-

thermore, results are provided showing the tradeoff between channel-based and

interference-based approaches in scheduling under different mobility conditions.

From the perspective of weakly connected mobile stations, it was observed that

an interference-based approach can be beneficial compared to a channel-based one

at lower Doppler frequencies while a channel-based approach can gain the higher

edge at higher Doppler frequencies by introducing deeper fades that can be taken

advantage of in a channel-aware scheduling scheme.

Presented in Ch. 5 was a predictive algorithm for minimizing the number of

hand-offs in mobile wireless networks. The predictive algorithms, implemented in

its discrete time variant has been shown to be capable of avoiding unnecessary

handoffs to small-area femtocells thereby reducing the amount of signaling and

possible disruptions in service. The tradeoff against throughput has been demon-

strated, showing that choosing a maximum instantaneous pilot power for handoff

decisions could provide greater instantaneous data rates. The final decision mak-

ing on the level of hand offs however includes factors such as service types, access

policy, and signaling overhead that has not been accounted for in the throughput

study.

There are many paths for further studies in the field of resource allocation

for heterogeneous networks. Service types and queue lengths can be taken into
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account in scheduling, access, and handoff schemes. In scheduling, a mixture

of channel-aware and interference-aware approaches can be proposed based on

the weak-strong-interfering UE distributions. Such a scheme can use Bayesian

approaches when deciding between the approaches. Furthermore users catego-

rizations can be improved by taking into account service types as well as link

quality. Finally, in handoff decisions, the sensitivity of the service to delay and

disruption and its data rate requirements can be taken into account when making

a predictive handoff decision.

It is hoped that this body of work as well as future advances can impact the

quality of femtocell deployments, generating a strong business and scientific case

for greater attention to these capable and agile devices.
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