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Close Does Count: Evidence of a Proximity
Effect in Inference from Causal Knowledge

Russell C. Burnett (rburnett@msce.huji.ac.il)
School of Education, The Hebrew University of Jatem
Jerusalem 91905, Israel

Abstract years been applied to the psychology of learningmex
] ) ) o causal systems (e.g., Gopnik et al., 2004; Steyvers
Two studies are reported in which participants drew Tenenbaum, Wagenmakers, & Blum, 2003). The central
inferences about variables in systems of causatioeiships. principle in this framework is known as toausal Markov
Previous work has shown that such inferences direeirced condition, and it can be interpreted as saying just when

by information about variables that, on a normatieeount . .
of causal reasoning, should be irrelevant. Thegmtestudies variables in causal systems are relevant to onéhanand

tested two hypotheses about how relevance is assigm when they are not. Formally, the causal Markov oo
these normatively irrelevant variables. Though Itsswere says that a variable is independent of all varmilat are
mixed, they suggest that greater relevance is ragigo not its descendants in causal structure, conditionaits
variables that are closer in known causal structorghe immediate cause(s). For the current example, theanms
variable about which an inference is being made. that liver damage is independent of virus X (a

) . } nondescendant in causal structure) if the presabsehce

Though the learning of causal relationships fromof the enzyme deficiency (the immediate cause érli
correlational evidence has received a fair amouht Odamage) is known. Since it is known whether théepahas
attention from psychologists, the use of causaledge to  the enzyme deficiency, the presence or absencieusf X is
make inferences and predictions has not. This reague to  jrrelevant to an inference about liver damage.
the fact that until recently most studies have $aclion how This kind of conditional independence—independerfce o
learners detect the existence or strength of a ataustyg variables just when the state of a third is wne-is
relationship between just two dichotomous variables often called “screening off.” We say, for examghet virus
single cause and a single effect, each either prese X is screened off from liver damage by the enzyme
absent. Drawing inferences or predictions from Keolge  deficiency. Indirectly related variables in caushhins are
of a single causal relationship is presumably ghtéorward  screened off from one another by mediating varigbbeit
in the sense that each variable is predictive efaffier: An  this is not the only form that screening off caketaFor
effect is more likely present when its cause issené, and  instance, the causal Markov condition also implibat
vice versa. o ) _variables with a single common cause are screefidtbm

This paper deals with inferences about variables imne another by that cause. To modify the curreatrgpte, if
complex causal systems, that is, systems of causglwere known that virus X causes, by separate augisms,
relationships among three or more variables. Suclyoth the enzyme deficiency and liver damage, theayrae
inferences are often less straightforward thanrémfees deficiency would be irrelevant to an inference abioter
from single causal relationships, in that it is méways so  damage given information about the virus. This fooi
clear whether or under what conditions variableg arscreening off—screening off by a common cause—was
relevant to one another. Suppose, for example alifictor  described by Reichenbach (1956).

knows that virus X causes a certain enzyme defigien  Rehder and Burnett (2005) asked participants tavdra
which'in turn causes liver damage. That is, the@tdmows  inferences like the ones just described and founmat t
this three-variable causal chain: . greatest relevance was indeed assigned to varidblsed
virus X — enzyme deficiency— liver damage . relevant by the causal Markov condition. However,
Suppose this doctor sees a patient for whom both thinferences were also influenced by variables thetprding
presence or absence of the virus and the preserd®sence o the causal Markov condition, should have beeaesed
of the enzyme deficiency are known, and the dootast  off from the variable about which inferences wemting
make an inference about whether this patient ids&tfor  made. This was found for causal systems with sévera
liver damage. In this case virus X and enzyme @efy  (ifferent structures, including the chain and comrsause

can be calledobserved variables, and liver damage an structures. When making inferences about a variable
unobserved variable. To what extent would (or should) chain, participants implicitly assigned relevance t

information about each of the two observed var@bleingirectly related variables even when the state aof

influence the doctor’s inference? mediating variable was known. When making inference
Previous work suggests that such inferences atly jpat  apout one of multiple effects of a single causetigipants

not fully explained by a normative or rational thetical  assigned relevance to the other effects even wherstate

frameWOfk, VariOUSly known as causal BayeSian nekwo of the common cause was known (for a related f@(ﬁee

theory or graphical causal model theory (Pearl, 0200 walsh & Sloman, 2004). This phenomenon was termed

Spirtes, Glymour, & Scheines, 2000), which hasenent  nonindependence, since relevance was assigned in violation
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of the independencies specified by the Markov diorli

The aim of the current study is to clarifipw relevance,
or inferential support, is assigned to normativetyeened-
off variables—that is, to clarify the form that
nonindependence naturally takes.

Unifor mity ver sus Proximity
Here it is proposed that nonindependence has anedti

basis, and from this rational basis are derived twQ,,

hypotheses about how inferential support is assigioe
normatively screened-off variables.

The causal Markov condition holds only if a causaldel
is complete, in the sense that there is no unknoeynmon
cause of any combination of known variables (a
assumption that Spirtes et al., 2000, call *“caus
sufficiency”) and no unknown causal path betweey taro
known variables. If a model fails to satisfy thesaditions,
then variables may be relevant to one another iysvilaat
violate the Markov condition. Consider again thectdo
who knows

virus X — enzyme deficiency— liver damage .

If, unbeknownst to the doctor, there is a commomseaof
virus X and liver damage, or a relationship betweiens X

deficiency, then the virus and liver damage maydbevant
to one another even when the presence/absenceeof
enzyme deficiency is known. This is important bessau
natural causal knowledge tends to be surprisingl
incomplete (Keil, 2003; Rozenblit & Keil, 2002).deed, as
Hausman and Woodward (1999) have noted, it is ofte
incomplete in just the ways that invalidate the kbar
condition (see also Cartwright, 1999). Nonindepe&icde
then, can be seen as a rational way of compenshting
mismatch between an assumption of graphical cansdel
theory and a characteristic of natural causal kadgé. On
this account, reasoners assign inferential suppaote
liberally than predicted by the causal Markov cdiodi so

as to allow for incompleteness in their knowledfeausal
systems.

One way to allow for incompleteness would be tcosa
as if from an augmented causal model in which glsin
hidden common cause underlies all of the variablethe
known model. This method would assign inferentigdgsort
to variables in the following way. Since all of thariables
that are normatively screened off from one anothethe

aj

)

i
)PI’

The theory that people reason as if from an augsdent
model with a single common cause was proposed bgéte
and Burnett (2005) in a context where a causal mode
represents relationships among features of a categb
objects. In this context, the theory is nicely dstet with
psychological essentialism, or people’s tendencyuigpose
that a category’s features arise from a single demyse
(Medin & Ortony, 1989).

A more precise method of allowing for incompletenes
ould be possible if there were some regularitytlie
relationship between causal knowledge and the dausal
structure of the world—that is, if causal knowledgere
more likely to be incomplete in some ways thanthmecs. In
this case, inferential support could be assigned
ormatively screened-off variables according to irthe
robabilities of being related to the variable imegtion in
some unknown way. One strong possibility is thab tw
variables are more likely to be related by an umkmo
common cause or an unknown path if they are clmsene
another in a known causal model. If this is rigien a
reasoner who knows the model in Figure 1 would et te
suppose (explicitly or implicitly) thaB and D are more
likely to be related in some unknown way thanAmndD,
and to assign greater inferential supporBtthan toA in an
fhference aboub. This would constitute a proximity effect
the assignment of inferential support, and tijeothesis
at inference naturally works in this way can ladled the
oximity hypothesis.

The current experiments were designed to distifguis
between the wuniform hypothesis and the proximity

to

Rypothesis.

Experiment 1

In Experiment 1 participants learned causal systems
developed by Rehder and Hastie (2001), with theincha
structure shown in Figure 1. Consider an infereafoeutD
given knowledge of the states Af B, andC. The uniform
hypothesis predicts th&tandB provide equal support 10,

so that inferences are sensitive to whether neitbree, or
both of them are present. This prediction is shawRigure
2a, where the horizontal axis (disregarding thedsHa
region for now) represents the states of variablemd B
(00 =A absent and® absent; 01 A absent andB present;
and so on). The proximity hypothesis predicts th&teon
shown in Figure 2b: Botih andB provide support, buB

known model are related in just the same way in therovides greater support than
augmented model (via the hidden common cause), they Causal knowledge supports inferences from effect to

should, all else equal, provide equal degrees fefréntial
support to one another. That is, the relevanceiopart that
is assigned to normatively screened-off variablesukl be
distributed uniformly over these variables; this ¢e called
the uniform hypothesis. It predicts, for example, that a
reasoner who knows the model in Figure 1 and makes
inference aboubD given information aboud, B, andC will
assign equal support # and B (in addition, of course, to
the support assigned 6, which is the one normatively
relevant variable in this inference).
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cause (as in medical diagnosis), as well as froosedo
effect. In addition to inferences abd} participants made
inferences aboutA given knowledge ofB, C, and D.
Predictions are shown by relabeling the axes infei@ as
shown in the shaded region. HeBeis the normatively
relevant variable, and the proximity hypothesisdpoes that
C provides greater support thBn

A—»B—» C-P»D

Figure 1: Causal chain used in the current experisne



(a) Uniform hypothesis (b) Proximity hypothesis

Present

U
I

Absent

Inference abouA (strength)
Inference aboub (strength)

00 01 10 11 00 01 10 11
Values ofA andB

00 10 01 11 00 10 01 11
Values ofC andD

C observed present
C observed absent

o

B observed present
B observed absent

(o]

Figure 2: Predictions for Experiment 1.

learning phase, the participant had to pass a em-it
Method multiple-choice test on the variables, relationshiand
Participants Participants were 18 introductory psychology mechanisms. To correctly answer the questions atymut
students at Northwestern University who receivedrse three causal relationships, the participant hadute out
credit. other possible relationships among the four vagsbl

Consequently, by the conclusion of this phase, the

Stimuli- Stimuli were adopted from Rehder and Hastieparticipant had learned that the four variablesewetated
(2001). They consisted of six causal systems, @aiththe just the ways shown in Figure 1.

chain structure shown in Figure 1. These systems we The inference phase involved a series of 32 instit
various domains: ~ biology, astronomy, chemistry,which three variables were observed and one was
automobile engineering, and computer design. Onéh®f nopserved (e.g., a description of shrimp with ghHevel
two biological systems, for example, was said tstein @ of neurotransmitter, a long flight response, a ralrsieep
kind of shrimp: A was the level of the neurotransmitter cycle, and unknown body weight). On each item, the
acetylcholine in a shrimp (high or normaB, was the participant was asked to make an inference aboet th
duration of the shrimp’s flight response (long ermal),C  nopserved variable by positioning a slider ontmgascale.
was the rate of the shrimp’s sleep cycle (accaderalr  The scale was said to represent probability or idente;
normal), andD was the shrimp’s body weight (high or one end represented certainty that the featureu@stipn
normal). The non-‘normal” values (e.g., high, long,was absent (e.g., normal body weight), and theroghel
accelera}ted) were the ones related to one ano_;heallusal represented certainty that it was present (e.gh hiody
mechanisms (e.g., a high level of acetylcholineseaua weight). Ratings were recorded in the range [0]1@Bere
long flight response). We call these valpessent, and the g = absent, and 100 = present (though participaater
“normal” valuesabsent. saw these numbers). The series of instances ccedpaits

Procedure Participants were assigned at random and g2 Possible items in which three variables wereeoles
equal numbers to the six causal systems. The empeti (€ach either present or absent) and one was uneliser
was administered by computer and involved two plage |tems were presented in a different random orderefich
learning phase, in which the participant learnedualthe ~ Participant.

assigned causal system, and an inference phasajdh the There was a third phase, administered just befofjeisd
participant made inferences about unobserved Vasdb a  after the inference phase, in which participantiggd the
series of instances. degree to which each of the 32 instances was a good

In the learning phase, the participant read sewerglens €xample of the learned causal system, but this epligs
of information about the four variables and thes¢hcausal ~irelevant to present purposes and will not beutised.
relationships. This information included the medbars . .
behind the causal relationships; for example, tiershrimp ~ R€Sults and Discussion
system, an accelerated sleep cycle was said t@ eabggh  Inferences abouA andD are shown in Figure 3. Inferences
body weight because shrimp feed after waking, and aboutB andC are less useful for distinguishing between the
shrimp that sleeps and therefore wakes more ofitreat  uniform and proximity hypotheses, since they ineolv
more. In addition to verbal descriptions of the smu normatively screened-off variables at only one atlise
system, the participant was presented with a geaphi from the variable in question. Consequently these'inbe
depiction like Figure 1 (but with values like “atesated reported or analyzed.
sleep cycle” instead of variables). In order to ptete the
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Inferences aboud Inferences abouA

100
o 801
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% 60 ® Cobserved present ® Bobserved present
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‘= 40
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0
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Figure 3: Results, Experiment 1.

As expected, inferences were based heavily on thm whichA is presentB is absentC is present, and the state
normatively relevant variableC(in inferences aboud, B in of D is to be inferred. Whe@@ was absent, mean inference
inferences aboud). The nonindependence effect was alsoratings were equal (to 21) when jéstvas present (in 100x)
clearly evident: Inferences were influenced by reively  and when jusB was present (in 010x); that is, uniform
screened-off variables, as reflected in the upweadds in  support was assigned foandB. But whenC was present,
Figure 3. These observations were confirmed by dtibopp  there was some evidence of a proximity effect. Miedimgs
each participant’s ratings to a regression analyitis three  given to 011x and 101x (84 and 77, respectivelffeid in
predictors representing the states of the obsevaeidbles the expected direction, and this difference wasgmatly
(1 = present, or -1 = absent). In inferences aliputhe reliable, t(17) = 2.097,p = .05. For finer resolution,
mean weight assigned @(29.9) was greater than the mean participants were grouped according to whether teeye a
weights assigned tA (7.4),t(17) = 5.458p < .001, andB  higher rating to 011x than to 101x (consistent with

(9.2), t(17) = 5,573, p < .001. In evidence of proximity), equal ratings to the two items, or aég rating
nonindependence, the mean weights assignedl amd B to 011x than to 101x. The numbers of participant® \iell
were greater than zert{17) = 4.901p < .001, and(17) = into these three groups were 11, 3, and 4, respdgti

7.013,p < .001, respectively. Likewise, in inferences abou which sugzgests a reliable tendency for proximitgdzh
A, the mean weight oB (26.7) was greater than the meaninferencey(2) = 6.333p < .05. In contrast, the numbers of
weights onC (11.6),t(17) = 5.078,p < .001, andD (8.8), participants whose responses fit these patterns Wheas
t(17) = 4.796,p < .001, and the weights dd andD were  absent were 5, 7, and 6.
greater than zer#(17) = 8.160p < .001, and(17) = 4.689, Inferences abouA show a similar pattern. Overall, the
p < .001. average weight o (11.6) was not reliably greater than the

On distinguishing between the uniform and proxymit average weight o (8.8),t(17) = 1.603p = .13, though
hypotheses, the results were mixed. First considesgain the direction of the difference was consisteith a
inferences abouD. In these inferences the mean weightproximity effect. The numbers of participants wissigned
assigned tdB (9.2) was not reliably greater than the meangreater weight t&C, equal weights t&€ andD, and greater
weight assigned té\ (7.4),t(17) = 1.204,p = .25, though weight toD were 10, 3, and 5, respectively, which is again
these means did differ in the expected directiaor. finer  suggestive of a tendency toward proximity-basedrarice,
resolution, participants were grouped accordingvhether  %%(2) = 4.333,p = .11. WhenB was present, the mean
they assigned greater weightBahan toA (consistent with  ratings given to x101 and x110 were 76 and t17) =
proximity), equal weight to the two, or greater glgitoA  1.47,p = .16, and the numbers of participants whose gatin
than toB. The numbers of participants who gave these threef these items were in the order predicted by pnibyi
orderings of weights were 10, 3, and 5, respedtivehis is  equal, and in the opposite order were 8, 4, and 6,
suggestive of a proximity effect, though a chi-sguest on  respectivelyy’(2) = 1.333p = .51. WherB was absent, the
these frequencies falls short of reliabilif§(2) = 4.333p = mean ratings given to x001 and x010 were 23 and 29,
.11. In sum, these overall analyses reveal sonteree of respectively,t(17) = 0.77,p = .45, and the numbers of
a proximity effect, but this evidence is not stitely  participants who ratings of these items were in dhaer
significant. predicted by proximity, equal, and in the oppositeler

On the other hand, the relative degrees of supposvere 10, 3, and 5%(2) = 4.333p = .11.
assigned tA andB seem to depend somewhat on whether In sum, all differences between means were in the
C, the normatively relevant variable, was preserdlsent. direction predicted by proximity, and proximity-cistent
To see this, let each stimulus be named by itsegatin the  orderings of ratings and weights were most frequersll
four variables such that, for example, 101x indisan item cases; however, most differences fell short o&wlity.
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It should be noted in retrospect that the powetdtect a

- ! iy Table 1: Numbers of choices consistent with protgmi
proximity effect was low. Given 18 participants atite

observed variance, the power to detect a differeimce Neighbor Neighbor
weights of 2.0 was around .2. A study with great@mple Variable in question present absent
size and a longer causal chain (so that normatseigened- D 8/10 9/11

off variables are at more than two distances frdra t A 8/10 8/11
variable in question) is p_Ianne_d. Meanwhile, Expent 2 Note. Neighbor isC in inferences aboub, B in inferences
approaches the problem in a different way. abOoUtA.

Experiment 2 was either observed present (x110 versus x101bserged

Experiment 1 provided some suggestive evidenceppart ~ 2PSent (x010 versus x001). Whether (in problems
of the proximity hypothesis. To distinguish morengofully ~ conceming D) or B (in problems concerningh) was

; . - bserved present or observed absent was countecbdla
between the uniform and proximity hypotheses, pigdints 0 " :
in Experiment 2 were asked to make forced choiagizer across participants and inference problems, andriher of

than ratings on a continuous scale. In each footmice € two problems was counterbalanced across pefits.

problem, one variable was unobserved, and two nivetp ~ VWhether the choice predicted by the proximity model
screened-off variables were pitted against eactroffhese ~aPPeared on the left or on the right varied rangoml
two variables were at different distances from the : :
unobserved variable in question, and so the prayimi ReSl_JItS and Discussion ] o
hypothesis made a clear prediction on each problma. Choice data are presented in Table 1. (One paatitiis not
uniform hypothesis, in contrast, predicted no pesiee for represented in these counts because she declirdbose,
either choice. saying that both choices on each problem were Bqual
The same causal systems as in Experiment 1 weck uséikely to have the unobserved variable present—panese
Half of the problems involved inferences abéuthe initial ~ consistent with the causal Markov condition.) Olettzere
variable in the chain), and half were abdut(the final ~Was a strong tendency to choose in accordance twéh
variable). In half of the items the immediate néighof the ~ Proximity hypothesis. In inferences abolt 17 of 21
variable in questionH in problems concerning, or C in  choices were consistent with pfOlel_tXf,(l) =8.05,p <
problems concerning) was observed present, and in half it -01. In inferences abod, 16 of 21 choices were consistent
was observed absent. This was to test the posgibised ~ With proximity, x°(1) = 5.76,p < .05. There was no evidence
in Experiment 1, that proximity-based inferencenisre  that this tendency depended either on whether the
likely when the screening-off variable is presewirt when —normatively relevant variable was present or absentn

it is absent. whether inferential support was derived from upsineor
downstream in the causal chain (i.e., whether anfee was
Method about A or D). Dividing the data on either of these

the dimensions yields nearly equal numbers of proximity

consistent choices.

Justifications fell into three main categories:

Stimuli The experiment was run as a paper-and-pencil task. (1) Proximity. For example, in an inference abdyta
Each causal system was described on a cover pageich  participant who based his choice Grrather tharD wrote
the same way as in the learning phase of Experithénith  that “[D] is a more distant emergent property Af fhan is
both verbal description and graphical depiction)taghed [C].” On an analogous item another participant wréé)]
to this cover page were two inference problems.hEacmore closely linked to].”
problem involved descriptions of two configuration$ (2) Theories about hidden causal structure. Several
values on three observed variables. The stateeofatwrth  justifications involved explicit reasoning aboutdtiéen
variable was said to be unknown, and the particivea8 common causes and hidden paths. For example, one
asked to indicate in which of the two configuratiothe participant theorized that a shrimp’s quantity dfet
unobserved variable was more likely to be preséot.  neurotransmitter acetylcholind)(and body weight§) had
example, a participant might be given the twoa common cause, the amount of choline-rich algéenday
configurations 101x and 011x and the question “Wha¢  the shrimp. (The choline-rich algae was mentionedhie
these shrimp do you think is more likely to havghhbody  cover story.) Another participant, who had learabdut a
weight [variableD]?” The instructions were to check one of causal system involving characteristics of a certand of
the two options and to provide a justification. molecule, inferred a hidden path between a molé&sule
ir§tructure B) and its reactivity D). “The pyramid
structure...seems to contain more overall energy,tss i
possibly more prone to react.”

(3) Consistency with known causal relationshipsr Fo
example: “Since we’re seeing some obvious causal
violations, I'll use the same reasoning as befdte system
with the most causal violations is more likely thow
another violation.” This justification implies, faxample,

Participants Participants were 22 members of
Northwestern University community.

Procedure Participants were assigned at random and
roughly equal numbers to the six causal systemghEa
participant made forced choices on two differeriéri@nce
problems. One concerned the final variable in tharc ©),
and in this problenC was either observed present (011x
versus 101x) or observed absent (010x versus 1dw).
other concerned the initial variable in the chdij (vhereB
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that 011x is more likely to hav® present than is 101x, features of objects, and it is an open questionthérethe
because 011x shows just one violation of known a&laus proximity effect is stronger for other sorts of salisystems.
structure, whereas 101x shows two. It might be argued that the tendency to choose in
Overall, 35 of the 37 interpretable justificationgre in  accordance with proximity in Experiment 2 was atifaat
these three categories; 17 involved proximity, Adolved  of the forced-choice procedure. Participants mayeha
theories, and 7 involved consistency with knownsehu chosen proximity only because it was more appedliag
relationships. Of the theories about hidden castsatture, its opposite. Justifications provide evidence asfaithis
8 involved specific hidden paths, 2 involved spedifidden interpretation, in that they tended to imply sesi@aasoning
common causes, and 1 was a general appeal to tldout causal principles (e.gD‘is a more distant emergent
possibility of hidden relationships. Notably, thetbeories property of A”). Still, further empirical work will be
supported proximity-inconsistent choices (6 timas)often informative. One possibility is that inferences maabs in
as proximity-consistent choices (5 times). Moreamtgntly  Experiment 1 will reveal the proximity effect moctearly
for present purposes, the most frequent kind dfficstion  when they involve longer causal chains and otherwisre
was an explicit appeal to structural proximity. elaborate causal structures.
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