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DESIGN OF A VERY LARGE STORAGE SYSTEM Paper No. 087

- by Samuel J, Penny, Robert Fink, and Margaret Alston-Garnjost
Lawrence R_adiation Laboratory,‘ . U{niver._s_ity_ o_f’_Cali_fo'r-n’ia

Berkeley, »C alifornia

- The Mass Storage System (MSS), built around the IBM 1360 photo -
digital store, offers the users of the CDC 6600 computer complex at the
Lawrence R‘ad1at1on Laboratory—fBerkeley, a facility for the storage, |
manageme‘rrt,ﬂ,"and retrieval of very large volumes ‘of data. The system
is capable of storing 3X 10'11 bits of data on-line to'the computer,
Maximum'aocess time is 5 sve.condvs. 'Offalrne _ar'ehival étorage is
unlimited.arrd'data can be moved ‘bac,k on—line within a short time. An
aotornated'da'ta,-management system desigrieci to handie these large‘_,,..w-'
amounts of dafa offers many new b_enevfi.ts and poSsibilities. Relia_ble
on-line data oases of a very large size open the way to ne§v and
interesting apphcatmns as well as new ways to approach existing

problems. |

- (word count 107)
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by Samuel J. Penny, Robert. Fink, and Margaret Alstbn-—Garnjost
Lawrence Radiation Laboratory, University of California

‘Berkeley, California 94720

INTRODUCTICN

The ’Ma‘s‘_s Sto-rége System (MSS) is a dé,fa—rrianagément sysfem for
the on-line storage and fetriey.a-l': of very large imoﬁnts of per.rha'nent
data., . The MSS uses #nIBM’iSéO phoio -digital stoi‘agé system (called

1 bi_ts as its data storage

the chipstore) with an on-line capacity of 3% 10
and retrieval equipment, It also uses a CDC 854 disk pack for the
storage of control tables and indices. Both these devices are attached

to a CDC 6600 digital computer at the Lawrence Radiation Laboratory—

Berkeley. ~

. . . o
Work done under auspices of the U. S. Atomic Energy Commission

Plané for the MSS began in 1963 with a search for an alternative
to magnetig tape as data storage for analyses in the field of high energy
physics. A contract was signe.d with IBM in 41965 for the »chipstore, and
it was delivered in March of 1968. The associated'sqftwafe on the 6600
- was designed, produced, and tested by LRL pe-rsonnei, and the Mass
Storage Syétem was made available as a productioh facility in July.of 1969.
This paper is concerned with the design effort that was made in

developing the Mass Storage System. The important design decisions,
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and some ‘of.,’t_hev'reasons béhind those deci‘si.ons,' are discussed. Brief
de-scriptioné of A_th.e hardware and software illu'straté:fhé final result of

this effort, - =

CHOICE OF THE HARDWARE

By 19 6‘_3 the analysis of nuclear pa;i'ticié ".i'ntei'.'a.ic.:.tiohs had become
a very larg‘e‘ é.pplication on the digital computers at V.I%RvI\_,——Berk:exléy.
More thén hv_a'.lf._the available’time., on the IBM 7094'C.Oﬁputér .w‘as being
used for ’thié'analysié, and the éffort was ekpandi‘nlg. ‘Much of 'thé
problem Wé.é p'urely data manipulation -- sorting, _fhe.lf.ging, scanning,
and indexingvl_'alr‘g‘e tape files -- and single expéx.'i'nﬁ.e.ni:{éfprbduced t'ape.
libraries of hundreds of fe'elé each. | |

The pfablems of handling 1arg§ tape librvar‘_ie:s_ had become well -
known to th¢ éxperifﬁenters; Tapes were idst; the_.}} "de.v_feloped bad spo'ts;
the wrong ?ape_é were used; keeping track of Whaf daté._were on wha;t té;pe
became a mal.j.c.)r effort,” All these problems degraded the quality of the
data and ‘rn_ad.e the experi-ments' more expensive, A“_:d,efinite need existed
for a new aéprdach.

The stﬁdy of the problem began with establishment of a set of
»critéria for a lar(ge—capavcityron—line storage devicé‘; '.a,nd members of
.the LRL staff étarted investigating commerically available equipment.
The basic crlterla. useci were: |

(a) The Storage device shovuld'be on-line to the central computing

facility. -
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(b) It should have an on-line capac1ty of at least 2. 5)( 10° 1 bits

'(equlvalent to 2000 reels of tape)

(c) Acce_ss _tlme to data in the storage device should be no more than
a few secondé.« |

(d) The data—i‘eading transfer rate shoul&- be at leé.st as fast as
magnetw tape | | |

(e) The dev1ce should have random- accesé capablhty

(f) The storage medlum of the dev1ce should be of archlval quahty,
»lasj:mg 5 years at least.

(g) Thve'st(.)rage medium need not be rewritable. '_

(h) The fr_equenéy of unrecoverable read er.rvorsi should be fnuch lower
than on mégnétic tape. |

(i) Data should be easiiy movable between the on-liﬁé storage‘dévice
and shelf st_c}faée. |

(j} The 'dev_ice hardware should be reliable and not subjéct to excessive
failures and-doWn time.

(k) Finally, the storage device should be economically worthwhile
and within our budget.

Sever.al deVicés_ were proposed to the Labofa’ﬁory by various vendors..
After caréful sfudy, ‘including computer éimﬁiation of the hardwéré and
sc’ie_nt.ific evavll_iations of the technologies, the decision wa.s made to enter
into a contract with IBM for delivery, invfiszéal yeaf 1968,"va the 1360

photo-digital storage sysfem. This contract was signed in June of 1965,

-3-



Penny, LARGE STORAGE SYSTEM . Paper No. 087

The rn'ajor'-_'ai)_plication contemplated at fhat time is-described in Ref. 1. -
It was clear fha.t .oné;of t}.ie. ma_]or .problems in .th‘é. d_esig’nmojf the |
associated éoftware would be the storage and maiﬁtenaﬁc_e of c':.ontrol
tables and indices to the data. U_nle_s-s indexing was handled automatically
b}* the soft@é.?e, the sf'oragel sys_i:éfn would quicklyv’.be‘come more of a
problem thaﬁ viyt‘wak,s worth.lr lsrotectibﬁ of thé:iﬁdicéé was se.en fo ije
equaliy importarit', for the sbystévm would be dépende"nt on them to physi_
cally iqcate 'tﬁe data. It was decideci that é. magﬁetic\disk péck drive,
with its _rerﬁov'able pack, wés thé rﬁoét suitable dev'icé._fqr thé storage of
the MSS tables and indices. | | | | |

A CDC 854 disk pack drix}e was purchased for this purpose.
DESCRIPTION OF THE HARDWARE

1360 Photo-digital storage 'system

The IBM 1360 chipstore is an input#-outpuf de\:ric.:.‘e composed of a
storage file containing 2250 boxes of silver haiide film chips, a chi_p 
recorder—d'eveloper, and a_néhip reader. Figure 1 's.hox.ws_the genefal
arrangement of the chipstore hardwa;re_ and its relation.to the CDC 660'0
computer, iR.e'feren'ces.'Z thfough 5 describe the hardware in detail.

A brief summary is given below.: |

A‘chif_) is 35 by 70 mm ’,inv-sizé a.-nd‘ holds 4.7 ;rlxvillion bits of data as

: wéll as add;essihg and error-éorféction or er.ror'-detveCtion éddes. | Data

from the 6600 computer are recorded on the chip in a vacuum with an

b
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electron bearr;,‘ taking a.bc;utv18 sec per chii). The aﬁtomatic filrh ciéve_l-
oper unit c_ovmvplétevs the processing of a chiﬁ v}ithiﬁ 25 nﬁin; it overlaps
the developing of eight chips so that its pfof_:e.ésihg rate is :compara.ble
to that of the vrécordér. ' |

Up to 32 chips are svtovred togev’ther in a'plasti‘c .bo.x. Figure 2 shows
a recorded filr'n.chip and the box in wh1ch it is kept. - These boxes are |
transportedvbefween the»rbecoi"devr‘-deve.loper, the box storage file, and
the chip re'ad:é,r été;tion by means of an éii' 'blow.er system. F_TranSport
times bets)ve'en‘ mo&ules on the Berkeley system average around 3 sec.

Undéf the command of the 6600 computer _the. chipstore transports
a box frorh 'Vtiie storage file to the reader, picks ouf a chip, and p'ositions
it for reading., The chip is read with a spot of light ge'hera;ted by a
cathode —rba','jr tube and detected by a photomultiplier tube at an effecti_:ve
data rate of 2 million bits vperbbsec"ond. The error correction-detection
codes are checked for validity as the data are read, and if the data are
incorrect, an éxtensive reread and error-correction scheme is used to
try to rvepr.voduce the correct data. The data are then sent to the 6600
across a. high—'s'peed data channel. Chip pick and store times are less
than 0.5 sec. o | . |

’I‘he‘box storage file on th-e; Berkeley 1360 system has a capacity
of 2250 boxes. This represents an on-line data capacity of 2750 full
reels of nﬁé.ghetic tape .(at 800 BPI); 1360 sv}stems at other sites Have _

additional file modules, giving them an on-line capacity three or more
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, firhes as grest é.s at Berkeley.‘

A manual entry station on the chips'tsré a'lllov;(s‘boXés of chips to
be taken oﬁt of 1::he system or to be réinserted.b " By kseping the .surre'ntly |
un1.1vsed data iﬁ véff -li'ne storage and retaining oniy. the active data in the
~ file, the potént_ial size of the data base that can be built in the MSS is

equivalent t.c:> tens of thousands of magnetic tapes.

A process control computer is built into the chipstore hardware,
" This small computer is responsible for contrqlling' all hardware actions
as well as diagnosing malfunctions, It also do_es the detailed scheduling
of events on the device. Communication between the chipst'oi'e and the
host computer goes 'throu'gh this processor. This relieves the ho.st of
‘the responsibility of commanding the hardware invdeta.il, and H(_)ffers a

great deal of flexibility.

854 Disk pack drive

The CDC 854 disk pack drive holds a removable 10-surface disk
pack, The 'ps.'ck has a typical access tir.nevof 90 msés, ~and.a data transfe'r
rate of about 1:million bits per sec.. Its storage capacity is 48 million bits...‘_ .

MSS uses this pack for the storage of all its tsbles' and indices to
the data that have been written into the 1360 chipstore. A disk pack was '’ |
chosen for 'this function to insure the integrity of the MSS tables. "i‘he
854 has a proven record of hardware aﬁd vda'.ta reliability. Also; since
fhe pack is.removable, the drive can be repaired and serviced without

threat to the tables.
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6600 Cbmpufer compléx

The cbhi;}_‘s't,ore is connécfed to oné.of th; CDC _660_0.co_fnputez"s at
LRL thrdugh a hig_h—épeed data channel. The 6600 beppute_r has 131 072
words of 60-bit central cbre memory (CM), a céntral processor unit
(CPU) opérating at a 100-nsec cycle 'ra;te,' ahd 10 per_ipﬁeral prdcessor
units (PPU)."'.i Each PPU contains 4096 words éf 12 -bit core memory
and operate’é a-t.;. a 'l-mseq cycle rate. The PPU's control the data channel
connections to the e_xte.rn‘al inpgt—output_equipment, and act as the inter-
face between jobs residing in CM and the external world,

The .o;;‘e.r'ating Systvem on the 6600 is multipr‘(_)grammedfo _a.llo-w
sevéral' jébé' to reside in CM at ohcé a.md‘share the use of the CPU, Two
of the PPU';s ac,f as the syééém monitor and 'ope-rator interface _fo;‘ the
systerﬁ, and thbse reméiﬁing aré.a'.vailabvle‘ 'to procvéss task request..s from
the monitor é.nd execute jvobs. The MSS, ckqmpose.d' of Both CPU and PPU

progran’is, has been built as a subsystem to this operating system.
CHOICE OF THE MASS S_’I'ORAGE SYSTEM SOFTWARE

Design obj ectives

_Having vmade the commitme_ht on h'a;rdWaré, the Laboratory was
' fac‘ed with designing a.nci implem_ehting the associated soft\%/are.- The
- basic problem wa‘s to produce a software system on the CDC .6_600' com-
puter that, ﬁsing the IBM 1360 chipstore, would l_ead to the greatest

increase irv_1‘the productive capacity of scientists at the Laboratory. In.
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.additio.zl,. it Wé.s necessary tha,t.tl‘le -sy$tem Be one fhat _the scientisfs
woﬁld a‘cce“prt ‘and usé, and to which they would be vyiiling to entrﬁst their B
data. It WOul'd.' be. 'requi'rred to be of rhbdula.r désign and b"open-ended, "o
allowing ex_pan_sioh and atv:'l.ji.lstﬁient, _to‘ne\;v' techhiqués that the s_ci‘entis.tvs
might devéibp for their data analyéié. : |

Overall study of the problem yiélded t_hi'ee frir_nary objectives.
Most irhpoftar;t‘ was to increase th.e' feliabilify ‘of the vdé.ta stor'agé, both
by. reducin'g.the number of data-read errors and by .protecting the data |
from being lost or destroyed; In_uc"h time énd effort :could'l')e saved if this"
objéctive were met. The second objective was to increase the ﬁtil_ization .
of the w}-ml.e' computer complex, The third was to pfovide facilities for
new, rhore e._fficient épproac"he:s to data analys.is. in the futtire.

The problem was divided into three technical désign aire»as:v ‘the
interaétioﬁ between the software and the hardware, the inte réctiOn
between the user and the software, ‘and the structure of the stored data.

In the area of software-hardware intera.vctl:ionr, fhe design objyectivesI
were to maximize protection‘of the user data, inte fvleave the alctio’ns for
several jobs' on the'hardware,' reduce the need for olpératoi' intefve'ntioh,
and realize ndaximum utilization of the har&ware. This was the approxi-‘ ,
mate order of importance. |

Objectivgs in the area of user interaction with tﬁe MSS i,nciuded _
. mé.king that‘ interaction easy for the user, offering him a flexible data-

read capability, and supplying him with a protected environment for
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his daté. Ease of data manipulation was of high valﬁé, but vnot at-the
expense of data protection. A;flexible read'mechani‘sm v;;aé neceséary,
since if'thexiv..ise'rs could not read their data ffom the MSS, they would
seek other devices. This flexibﬂity was to include readiﬁg data from
the chipstbr.e‘ at rates up to its ha.'ll'dware‘ limif, haVir_xg randdm é;ccess
to the data uhd'ér usér céhi:rol, possibly intermiking. défé from the chip-
store, magnetic tapes, and sysfem disk files, anci being able to'r.eacvl
volumes of.-'da’é_!a ranging in size frorﬁ av_singllé wora to thé-equivalent Qf
rna'ny réels of 'fape.

The problem of data structures for the MSS was primarily one ;)f
finding a ffamework into which existing daté._could _bé', f__(v)rnvlatte’d and which
met the requirements of system and user interaction. This included the
ability to hé,nd’lve variable -length data records and ‘fvi.les and to access
these data in a random fashion. It was decided th'at'avprovisiovn to let
the user referenée his data by name and to let the system dynamically
allocate storage space was very imp'ortant. It was also important to
have flexible on-line—off-line data-transfer facility so that inactive data

could be moved out of the way.

Software design decisions

Several important design decisions were made that have had a
strong effect on the nature of the final system. Some of these decisions

are listed here.
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Each Box used. féﬂr data storage is givén' a uﬁique identification
ﬁumber, and this number appears on a label attachved"to the box. A film
chip c_ontainiﬁg data is gi&env a unique home address, consisting of the
identificatioh‘ number of the Box in which it is to re side and the slot in
that box whgare:‘it is to be kept. Control words writfen at the beginﬁing
of the chip and at various places throughout the data contain this addre..ss
‘(along with thevloéatibn of the co'r.1frol word on the chip), and this ihfor-

“ mation can bé éhecked by the system to guarantee c.'orr.ect positioning
for retrieval.:jof. the data. .vIt is also use.d to aid in recovefy procedures
for identiinng boxes ‘and'chi.ps. This control inférmation can be used
to help reconstruct the MSS.table’s if they are destrojréd. o

The cbntrol words are written in context with thbei data to define the - ':
record and file structure of ‘the.'dat'a. dn the éhips. “The' user is allowed
to give the address of any control word (such as the one at the beginning 1
of a recprd) to specify what data are to be read. This scheme meets the
‘design objective of allowing random access to data in the chipstore.

Data tc;v_be written into the chipstore are effectively staged. The
user must hé,ve prepared the data he wishes to be recorded in the record
and file structure he desires in some priér operation. He then initiates
the execution of a system function that puts the source data into chip |
format, causeé its recording on film chips, waits for the chips to be
| developed, does a read check of the data, and then .updates the MSS

tables.

-10-
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Data read from the chipstore are normally sent directiy to the user's
program, though system ut111ty functlons are prov1ded for copylng data
from the ‘chlpstore to tape or disk, If the user desires, he may include a
system read subroutme w1th his obJect program that w111 take data directly
from the chlpstore and supply thern to his executlng program ‘This meth-
od was chose_n to meet the ob_]ect1ves of h1gh data-transfer rates and to
provide the .tabi'lity. to read'gigantic files of data.

To aid the user in the access and managementof- his data in the MSS,
it was decfded-to create a data-management control language oriented to.
apphcatlons on the chlpstore A user can label his da.ta with names of
his own choos1ng and reference the. data by those names, A,two-level
hierarchy of identific.ation'is used, that.of data set and subset. The data
-s.et is a collection of named subsets, in which each subset is some struc-
ture of user data. 'The control language is,.notv lim;ted to manipulating |
only data from the chipstore; it can also be used t.o."'wo_rk with magnetic |

.tape or system disk files,

Twov more decisions have greatly simplified the overall problem of
data management in the MSS. The first was to allocate most of the on-line
storage spaoe 'on the chipstore in blocks to the scientists engaged in data
analysis of current expe_riments, and give them thve_ responsibility of choos _'_7
‘ing which of their data are to reside on-line within their block and which
are to be moved off-line. The second decision was to treat all as perma-
nent. Once successfully written, film chips are nev.er physically destroyed.
At most, the user may delete'his reference to the data, and the c‘hips are

moved off-line.
-11-
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' DESCRIPTION OF THE MSS SOFTWARE - -

_ The sys.tem in use or‘xlkthe 6600 ‘computerv for‘uvtilizir;g the chipstoré_
~re'su1t.s botﬁ from desigﬁ effort at th"evl‘o»eginning of the pfojeéf and fi'om o
experienc_e' gé,-iﬁed during the impieméntétion and initial préductibn phases.
Its essential features are.listed below. |

Indexiné and control of t_he" data stared in the c.hipstorev are handled
through five tables vkept on thé disk pack, va,s‘ follows. ‘.

The box groﬁp allocation table controls the allocation of Qn-liné

storage space to the various scientists or experiments at the Laboratory.
Any atteinpf by a user to expand the amount of on-line sp’a.ée in use by his.
box group above its allowable limit will cause his job to be aborted.

The box identification table contains an entry for each uniqﬁ.ely num-

bered box _co'n'taining user data chips. An entry tells which box group _ownsv_':'
the box, wheiv'e that box is stored (t.)n-line.or off-line), . which chip slots.

are used in the box, and the date of its last use.

The file position table describes the current contents of the 1360
file module, vdefines the use of each pocket in the file, and gives the identi-

fication number of the box stored in it.

The data set table contains an entry for each of the named collections-
~of data stored in the chipstore. Status and accounting information is kept
with each data set table entry. Each active entry also points to the list

of subsets collected under that data set.

The subset list table contains the lists of named subsets belonging to

the entries in the data set table. A subset entry in a list gives the name

-12-
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of fhe subset,. the address of the _déta:makin'g up that subsef; é.ﬁd status
informati.on-a.‘t.)o:ut the subset.‘ | | |

These tables are acceséec.lfh.rou.ghv a special PPU task prbcessor
program cé;iieerl:.’R. This processoi— reads or Wrivte‘s.the' entries in the
. _tablés as dire.c_t‘ed. waefrer, if the ta'_blés: a‘re to be written, special
cheéks and _pioéédtires’ are used fovaid in their prof_e,ction. Twice daily
the entire ébhite‘nts of the MSS disk paék are copied onto magnetic tape..
| This.'is backup._in case the dat.a on the pack are lost. |

All corr_irﬁunicatioﬁ to the chipstore across the v‘da’_ca channel link
is héndl‘ed through anothei' PPU taék' p'roces,so'r program calléd 1CS;
1CS is multip_rrobgrarnmed so fhé.t it can be servicing more than one job
at a time, P,a"r_'t of its febsponsibility is to schedule the requests 'of the
various usei"jobs to rﬁake mbé‘t effeétive ﬁse of_ thé syétein.. | Forb instance,
jobs requiri:ng.bar small amount of data are allowed to_ir;terrupt long read |
jobs. Algorithms for overlapping box moving, chip reading, and chip
writing are also used to make more effectivevuse of fhe hardware.

1CS and DPR act as task processors for jobs rééiding in the central
memory of the 6600. The jobs use the MSSREAD subroutine (to read
from the c'hipsvtore) ér the COPYMSS system utility tb intelrface to these
task processors. These central memory codes 'é.re described ‘be'low.

The réading of data .from.t‘he» chipstore to a job in central fnémory
is handled-by a. system subr_outin\e; ca.lled-MSSREAD. The addresses of

the data to be read and how the data are to be transmitted are given to

-13~
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MSSREAD in- a‘data-definition rfile Th1s file is prepa.red pI‘lOI‘ to the

| use of MSSREAD by the COPY MSS program descrlbed later, MSSREAD
handles the readlng of data from magnetic tape, from disk files, or from |
the chipstore. 'If the data address is the name of a tape or disk file,
MSSREAD requests a PPU to pefforin the input of the data from. the device
a record at a time. If the address is for data recorded in the ehipstore,

it connects to 1CS, and working with that PPU code, takes data from the
ch1pstore decodes the in-context structure and supphes the data to the
calling progrem. | B |

A system 'program called COPYMSS is r.espons.ible for s,upp.lying"
the user with four of the more common functions in MSS It processes
the MSS déta—mahagement control language to cons.tructi the data-definition ‘
file for MSSREAD. It perforrhs sirﬁple operations ,of copying data from
fhe chipstore to tape or disk files. It prepares reports for a user,
listing the status of his data sets and subsets. Finally, COPYMSS is .
the program that writes the data onto film chips in the chipstore.

To write data to the chipstore, the user must prepare his data in
the record and file structure he desires. He then uses the MSS contrel
language to tell COPYMSS what the data set and subset names of the data
are to be and where the data can be found. COPYMSS inserts the required
control words as the data are sent through 4CS to the chipstore to be.
fecorded on film chips. After the chips have been developed, 41CS .

rereads the data to verify that each chip is good. If a chip is not
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recorded propefly, it is discarded and the same data a;'e-written onto -
a new chip. ‘When all data have been successfully r.eco.faed and the chips
are stored"in tl.lev home pos.itions. COPYMSS uses DPR to upda.te the dlsk
pack..fables noting the ex1stence of the new data set—subset

N The remaining parts of th_e MS_S so_ftware 1nclude accounting pro-
cédurés; lr:e'covv‘ery" pf.oérlams, and prc'g.rarns to cont’:rol'uvth.e- transfer of
- data bétween' Q'n-lin»e and off-line storage.v These progfams, used by

the_computenoperatio_nsvgroup, arev not available to the general user.
RESU LTS AND CONC LUSIONS

A.totval of about 7.5. man-years of work was invested in the Mass
Storage Systern at LRYL—BVe‘J;keley. The staff on the project was composed
of the authors w1th some help. from other programmers in the Mathe- '

matics and Computlng Department._ The breakdown of this effort is shown

in Table I.

Table I. Distribution of MSS implementation effort.

Operation. | ‘ Man—zears
Procurement and Evaluation ) _ 1.0
System design 2.8
Sqftware coding : 1.7

| Software checkout. o _ _ 0.8
Maintenance, docuxnentation, etc, 1.2
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Operating expe rience

The Mass Storage System has been in productlon status since -
June 1969. In1t1a,1 reaction of most of the users was .guarded, and many
potential users were slow in converting to .its use. As a result, usage
was only about‘Z hours a day for the first .3 months, 'S.Qon after, -this
level started to increase, and at the end of one year of production usage
a typical week (in the month of June 1970) showed the usage given in

Table II.

Table II. MSS usage per week, A

Number of read jobs : - 250
. Number of write jobs 100
Chips read o 11500
Bits read o  5.4% 101.0
Unrecoverable read errors 15
v_ Chips written 1900
Percentage down time B 8.5

Most of the reading from the chipstore is of a serial nature, though
the use of the random-accesé capability is increasing. Proportionally.
more raﬁdofn access activity is éxpected in the future as users become
more aware of its possibilities.

A cofnpa.rison' of the MSS with other data-storage systems at the
Laboratofy, shown in Table III, points out the reasons for the increased
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Table III, Comparison of storage .device_s at LRL—Berkeley, .

On-line capacity (bits/device) .
Equivalent reels of tapé

Cost of removable unit

- Storage medium cost (<1:/103 bits)

. Average random access time (sec)

Maximum transfer rate .
(kilobits/s ec)

‘Effective transfer, ratea

'_ApprQXimate capital costs

(thousands of dollars)

Mean error-free burst
length (bits)

CDC 607

CDC 6603

1.6X 10

> 10

CDC 854  IBM 2311
MSS tape drive disk pack data,-‘cgll system disk
33x10t! 4.2% 108 4.8x10°  3.0x107 . 4.5x10%
2750 1 0.4 25 3,75
$13/box  $20/reel  $500/pack  $500/cell -
0.008 - 0.017 1.0 0.47 --=
3 (minutes)  0.075. 0.6 0.425
2000 720 1330 450 3750
1100 500 --- 200 400
1000 100 35 220 220
9 2.5%107 10 10’ >10%0 -

a. DBased on usage at LRL—Be’rke'ley; the rates given include dev{ce-positioning time.

. WELSAS HDVEOLS FDYVT ‘Auueg

L80 °‘ON a2deg '.
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'ﬁsage; 'Fo:'rv ~1»ai'g've. volumes of data, the cloéest'cvbmpétitof.is rﬁagﬁetic
tap'e‘ (a;ssumed:here to be fﬁll 24(_)0‘-f06t reels, se\'.rleh:‘-_tvraék, recordéd
at 800 BPI). o | |

The vélues shown in Table III are Ba_.sed on the following assurhptions :
on-.line capacitiés a.r‘e based on having a single unif (é. g5 a single tape |
drive); ’ca'p'i_talvcosts'are not included in the storage medium costs;
effective transfer rates are based on usage at LRL, and arebve'ry‘low for
the system ciiék because all jobs are compétihg for its use; and all co.sts
given are only approximate. | | | : |

The __a;vef'ége data-transfer raﬁe 6n long rea.'d.-jobs '(inv:o,lving many
chiias and nﬁahy boxesj is more thén one million bits per second. This 1s
- decidedly better than magnetic tapev.‘ Short reads go much faster than‘»
from té.pe once the 3-sec access time 1s >comp1ete. _ | |

The .Biggest selliﬁg point for"the. Ma;s.s Storage;‘ System has b>een the
'extremelyvlo'w‘ data-error rate on feads. This rate is less than '1/60 of
the error raté on magnetic tape. 'i‘he second most importént point has v
been the potential size of the data filés stored in thé chipsto're. Several
dé,ta bases of_:from 20 to 200 boxes _of data have been cc_)nstructed.. Usérs
: .find that ha:vingi all their data on-line to the computer and not having to
fely on the Qpe"rators to hang tapes is a great advahtage. Their 'jobs run
faster and tvlier'e is less chance that they will not run correctly. |
| The cost of stor)ing data on the chipstore .Has proven to be competitive.:

with magnetic tape, especially for short files or for files that will be .
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_ read a nu-mber"v_of timeS, : ];‘J-ser.s_ are be.g‘inning to find»it profitable to
| store their.‘hig‘h—use.t'emporary files oh the chipstor-e :

The system has not been without: 1ts d1ff1cu1t1es Hardware reli-
' ab1l1ty has at t1mes been an agon1z1ng problem, but as usage increases
'.and the engineers gain more experience on the hardware, the down time
for the system has decreased significantly. We now feel that 5%down
time Would be.acceptable, though less would ‘be pr_efe.rable'. Fortdnately,

vlack oi_' hardware reliability has not affected the data reliability.

CONC LUSIONS

Thou'gh i‘nte‘nded primariiy as a ':repilva.ce'ment for maénetic t'apei in
certain appiica‘tions the MSS has shown other benef1ts and capab111t1es
Data reliability 1s many t1mes better than for magnetic tape Some
app11cat1ons ‘requ1r1ng error-free storage of large a_mounts of data simply: :
are not practieal with magnetie tape, but they become practical or:rthe
chi‘pstore, The nominal read rate is faster than that of magnetic tape
for long serial files, In add1t1on any portlon of a file 1s randomly
accessible in a time ranging from a few mllllseconds to 5 seconds

The MSS is not _w1th‘out its 11m1tatlons and problems. The 1360 is
a limited -brod’uction.'deviee' onlyvfir}e have beenbuilt It u‘ses te'ch- '
nolog1es within the state of the art but not thoroughly tested by long
experience, Keepmg the system down t1me below reasonable l1m1ts is
a continuing and exacting _effort. Development of both har_dware and

software has been expensive, The software was avpr_oblern because the
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chipstore wai_s a new device and jﬁeople»had no expei;ience with such large
storage ,syétems. |

- The ’M.asvs Stéra.ge System has met its pu1fpo$¢ of i'nCréé.sing the
pfoductive.cap'acity of scientists at the Labora,vtiory. It has alsé brought
with it a ne_‘w set of problems, as well as a new set of pqssibilities. The
biggest problem is how to live with a system of such large capacity, for
as more and more data are enfrusted to the chipstore, the potential'loss
in case of totél ,fé.ilure increases i'apidly. The MSS offers its users
1mp§rtant fac111t1es not previously avallable to them. More important,
the age of:the very large Mass Store has been entered. In the future, the

MSS will become an impoi’tant tool in the computing‘ihdustry.
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FIGURE CAPTIONS
Figure 1. Gevneral MSS architecture.

Figure 2. Recorded film chips and storage box.
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LEGAL NOTICE

This report was prepared as an account of Government sponsored work.
Neither the United States, nor the Commission, nor any person acting on
behalf of the Commission:

A. Makes any warranty or representation, expressed or implied, with
respect to the accuracy, completeness, or usefulness of the informa-
tion contained in this report, or that the use of any information,
apparatus, method, or process disclosed in this report may not in-
fringe privately owned rights; or

B. Assumes any liabilities with respect to the use of, or for damages
resulting from the use of any information, apparatus, method, or
process disclosed in this report.

As used in the above, "person acting on behalf of the Commission”
includes any employee or contractor of the Commission, or employee of
such contractor, to the extent that such employee or contractor of the
Commission, or employee of such contractor prepares, disseminates, or pro-
vides access to, any information pursuant to his employment or contract
with the Commission, or his employment with such contractor.
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