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https://ww2.aievolution.com/JSMAnnual/index.cfm?do=ev.viewEv&ev=1104

Thank you to the ISLP for inviting me to be here

* In my 25 years teaching at UCLA, Statistics was always understood and
introduced to undergraduates as the science of data. Labs with multivariate
datasets, use of software, the PPDAC cycle, and the latest in stats education
was used (GAISE, the ISLP resources, Census@5School, statistics education
journals, ASA resources, all have played a role.)

* Inrecent years, a new challenge emerged: students were hearing about ML,
Al, NN; Data Science majors were created. Words such as “data science,”
“data literacy,” were popping up everywhere.

* So an existential question came up: what are they doing that we are not?

* This presentation is about some strategies and examples of how | help
undergraduate learners realize that the traditional statistics as the science of
data curriculum is a crucial component of the emerging data science
environment.

8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.



| do not tell learners the obvious: data scientists do what statisticians have
always done, extracting knowledge from data, but with larger VVV of data

S
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Statistical
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and
conclusions

Data
literacy

Assessing Data

appropriat

Wranglin
eness giing

Keller, S.A, et al. (2020): Doing Data Science: A
Framework and Case Study.

for many years now.
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| tell learners about
language barriers

Data science

ractitioners come from

different fields (computer science,

statistics, engineering, humanities,
economics, accountants, business

employees, etc. ).

There are different skill sets in each data

science practitioner.

The names we use in statistics have
been renamed in different ways as a

result. We need to make students aware.

8/9/2023

JSM 2023, Toronto, Canada.

Action

Statistics name

ML name

Orders given to software
algorithm functions

Given names for data
collected

Transformations or
combinations of
variables

Finding the population
model

Data about the data
(metadata, provenance)

Creating knowledge
from data

What lets us generate
multivariate random
numbers

Arguments of
functions

Variables
Data wrangling or
data management
(cleaning, preparing,
linking, exploring)

Estimating the model

Who, what, when,
how, where.

Investigative process

Joint probability
distribution

Hyper-parameters

Features

Features engineering

Learning the model

Data literacy

Data pipeline

Generative model

Sanchez, J.
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The depth and breadth of the connection | make between classical
statistics and the data science practitioner’s environment depends
on the skill set of the learners. «  Minimum skill set: “be able to understand

information extracted from data and summarized into
simple statistics, make further calculations using
<(\3‘/’7,&3\ Problem to those statistics and use the statistics to make
decisions.” Bonikowska et al. (2019) —more than this
done is done in College

Statistical

deli Data : .
T literacy * Broader skill set: “the ability to ask and answer a real
conclusions world question from large and small data sets through
an inquiry process, with consideration of ethical use of
Govemance data.” Wolff et al. (2016)- Sounds like the whole

PPDAC. With different levels of computer skills in

Assessing between.

Data

appropriat

Wranglin
eness giing

* Narrow definition: ability to make a data inventory,
be able to use all kinds of data available in as many
forms as possible. Keller, S.A, et al. (2020)

8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.



Example 1 Intro Probability

Are artificial intelligent algorithms fair?

Data science practitioner’s context: algorithms used to extract knowledge
from data. They are allegedly unknown o the user, some, or too complex,
but we can measure their fairness with data about their outcomes and a
simple intro stats/intro probability concept. Generative models.

Intro Probability context: conditional probability, joint probabilities,
marginal probabilities, construction of contingency tables from data.

€he New HJork Times

Biased Algorithms Are Easier to Fix
Than Biased People

Racial discrimination by algorithms or by people is harmful —
but that's where the similarities end.

£ cetizance 2 []

Tim Cook

By Sendhil Mullsinathan
Dec. 6, 2018

In one study published 15 years ago, two people applied for a job.
Their résumés were about as similar as two résumés can be. One
person was named Jamal, the other Brendan.

In a study published this year, two patients sought medical care.
Both were grappling with diabetes and high blood pressure. One

https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html
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An artificial intelligence algorithm is going to be used to make a binary
------- ero” mem )oo”s e prediction for whether a person will repay a loan. The question has
"""" - come up: is the algorithm "fair" with respect to a binary protected
demographic? Notation: G=1 (predict person will pay loan);
D =demographic group; T=1 (person pays the loan)

UNFAIR

Source:
https://chrispiech.github.io/probabilityForComputerScientists/en/examples/fairness/

7 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.



G=0 G=1 G=0 G=1
T=0 0.21 0.32 T=0 0.01 0.01
T=1 0.07 0.28 T=1 0.02 0.08
P(G=1,D=1
P(G=1D=1)= (P(D—l) )
. P(G=1,D=1,T=0)+P(G=1,D=1,T=1)
B P(D =1) _ _ _
_ 0014008 Algorithmic fairness
0.12 ,
P(G=1,D—0) concept 1:demographic
P(G=1|D=0) = P —0) :
- parity
 P(G=1,D=0,T=0)+P(G=1,D=0,T=1)
N P(D = 0)
_032+028
0.88 " Source (see this source for other algorithmic fairness concepts applicable in your

intro probability class).
https://chrispiech.github.io/probabilityForComputerScientists/en/examples/fairness/

8 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.
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After being trained thus, for
formative assessment, the
learning community does a
survey of UCLA students to
answer questions of interest to
and construct similar tables
and demonstrate Bayes
theorem. See the similarity
between algorithmic fairness
and other problems.

For further discussion, learners are
exposed to and talk about how
generative Al models use joint
probabilities to create new (synthetic)
data and how discriminative Al models
use conditional probabilities and
existing data to classify it. They find
literature in their major that uses those.

All this can be done during the first two weeks of an
Intro probability class. Some foundations of Al are

learned in those first two weeks.

8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.



Couthern (i the ntion's utites,providing

electricsenvi
counts,

e includes portons of 15 counties and hundreds ofcites and
communities i 2 50.00:square-mile senvice area within Central, Cozstal and
Southem Caifornia.

Formoreinformation, Vit sce.com

Example 2 — Time Series

Forecasting electricity usage in Southern California

Data science practitioner’s context: Features engineering, multiple and
ML regression. Supervised machine learning.

Statistics: data wrangling, multivariate data, intro stats descriptive
statistics, regression, inference, with variables that convey the time nature

of the data-month,day, hour....
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Most data collected nowadays is timestamped data

Hourly demand for electricity supplied
by Southern California Edison
2018/07/01 8:00 AM- 2023/3/31
12:00AM.EIA, www.eia.gov

26000

24000
date value

<dt T < 7=
2018-07-01 08:00:00 10681
2018-07-01 09:00:00 10197
2018-07-01 10:00:00 977
2018-07-01 11:00:00 9508
2018-07-01 12:00:00 9431
2018-07-01 13:00:00 9472
2018-07-01 14:00:00 9353
2018-07-01 15%:00:00 89517
2018-07-01 16:00:00 9785
2018-07-01 17:00:00 10137
2018-07-01 15:00:00 10600
2018-07-01 19:00:00 11099
2018-07-01 20:00:00 11671
2018-07-01 21:00:00 12315
2018-07-01 22:00:00 12940
2018-07-01 23:00:00 13611
2018-07-02 00:00:00 14176
2018-07-02 01:00:00 14577
2018-07-02 02:00:00 145899 6000
2018-07-02 03:00:00 14266

2018-07-02 04:00:00 14059

2018-07-02 05:00:00 13609

2018-07-02 06:00:00 12591

2018-07-02 07:00:00 11611

JSM 2023, Toronto, Canada. Sanchez, J.

ity (MWh)

Electrici

220004

Source: Sanchez, J. (2023) , case study for Chapter 10,

found in timeseriestime.org
California Edison Electricity from 2018-2023

Jan 2019

Jul 2019

Jan 2020

Jul 2020
Date

Jan 2021

Jul 2021

Jan 2022

Jul 2022

Jan 2023

Data
literacy



Prepare data for ML (RF, GB, NN) and regular multiple
regression (and intro stats multivariate data analysis)-The
teacher or the student does it, depending on skill set.

* Hourly demand for electricity supplied
by Southern California Edison
2018/07/01 8:00 AM- 2023/3/31

12:00AM
date value
<dttm> <dbl>
2018-07-01 08:00:00 10681
2018-07-01 09:00:00 10197
2018-07-01 10:00:00 977
2018-07-01 11:00:00 9508
2018-07-01 12:00:00 9431
2018-07-01 13:00:00 9472 Features
2018-07-01 1-’::23:0'} 5353 eng|neer|ng (data
2018-07-01 15:00:00 9517
2018-07-01 16:00:00 9785 wrangling)
2018-07-01 17:00:00 10137
2018-07-01 18:00:00 10600
2018-07-01 19:00:00 11099
2018-07-01 20:00:00 11671
2018-07-01 21:00:00 12315
2018-07-01 22:00:00 12940
2018-07-01 22:00:00 13611
2018-07-02 00:00:00 14176
2018-07-02 01:00:00 14577
2018-07-02 02:00:00 14699
2018-07-02 02:00:00 14266
2018-07-02 04:00:00 14059
2018-07-02 05:00:00 13609
2018-07-02 06:00:00 12591
2018-07-02 07:00:00 11611

12 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.

# A tibble: 3

date

2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-03
2019-07-03
2019-07-03
2019-07-03
2019-07-03
2019-07-03

The data on the left is put in a multivariate data set
format familiar to intro stats students for basic
multivariate analysis, or more advanced students
for training ML models, such as NN, RF, GB (or just
do multiple regression, which is usually the
benchmark model). The date variable is now not
needed.

2,801 x 22
v hour day_of_week month wear covid Tag_hour Tag_two lag_three Tag_four

ety T e i el ey T I T I I M I T | i T il T e
<@l > <TNt> <ord= =gl {x <al /> <dii> <@ iz <apix <@ = <g >

9869 11 Tue 7 2019 0 10149 10646 11244 12161
9982 12 Tue 7 2019 0 9869 10149 10646 11244
10412 13 Tue 7 2019 0 9982 9869 10149 10646
10864 14 Tue 7 2019 0 10412 9982 9869 10149
11351 15 Tue 7 2019 0 10864 10412 9982 9869
11745 16 Tue 7 2019 0 11351 10864 10412 9982
12207 17 Tue 7 2019 0 11745 11351 10864 10412
12643 18 Tue 7 2019 0 12207 11745 11351 10864
13189 19 Tue 7 2019 0 12643 12207 11745 11351
13716 20 Tue 7 2019 0 13189 12643 12207 11745
14398 21 Tue 7 2019 0 13716 13189 12643 12207
15073 22 Tue 7 2019 0 14398 13716 13189 12643
15594 23 Tue 7 2019 0 15073 14398 13716 13189
15931 0 wed 7 2019 0 15594 15073 14398 13716
16037 1 wed 7 2019 0 15931 15594 15073 14398
15878 2 wed 7 2019 0 16037 15931 15594 15073
15363 3 wed 7 2019 0 15878 16037 150831 15594
15010 4 wed 7 2019 0 15363 15878 16037 15931
14466 5 wed 7 2019 0 15010 15363 5878 6037



Surprisingly the ML-ready multivariate data put together
from one time series allows us to complete the PPDAC cycle.
Many possible questions to start with.

* Hourly demand for electricity supplied by
Southern California Edison 2018/07/01

Aggregate Hourly Electricity-—- Increase 12-3am, 3am-10am drops

then 12pm-4 rises and plateaus till 12am 8:00 AM- 2023/3/31 12:00AM featU re
000 S . Features (variables) engineered. The date variable can be
: A now ignored.

# A tibble: 32,801 = 22
y hour day_of_week month wear covid lag_hour Tag_twe lag_three Tlag_four
<dbl> <int> <ords <dbl> <dbl> <dbl> <db 1> <db > <db > <dbI>

4

200001 )2 9869 11 Tue 7 2019 0 10149 10646 11244 12161

i Most data collected nowadays is timestamped data

ource: Sanchez, J. case study for Chapter 10,

« Hourly demand for electricity supplied
uthern California Edison

P e i oo\ 02 9982 12 Tue 7 2019 0 9869 10149 10646 11244

~ : ey ) 32 10412 13 Tue 7 2019 0 9982 9869 10149 10646
s ! ; © )2 10864 14 Tue 7 2019 0 10412 9982 9869 10149
> i )2 11351 15 Tue 7 2019 0 10864 10412 9982 9869
S 1so00- Iy )2 11745 16 Tue 7 2019 0 11351 10864 10412 9982
8 i : - )2 12207 17 Tue 7 2019 0 11745 11351 10864 10412
I 3 )2 12643 18 Tue 7 2019 0 12207 11745 11351 10864

Q . )2 13189 19 Tue 7 2019 0 12643 12207 11745 11351

)32 13716 20 Tue 7 2019 0 13189 12643 12207 11745

9 Zuly-u/-02 14398 21 Tue 7 2019 0 13716 13189 12643 12207

10000~ BB 2019-07-02 15073 22 Tue 7 2019 0 14398 13716 13189 12643
2019-07-02 15594 23 Tue 7 2019 0 15073 14398 13716 13189

2019-07-03 15931 0 wed 7 2019 0 15594 15073 14398 13716

2019-07-03 16037 1 wed 7 2019 0 15931 15594 15073 14398

2019-07-03 15878 2 wed 7 2019 0 16037 15931 15594 15073

tam 1 2 3 4 5 & 7 8 8 10 11 1%m 1 2 3 4 5 & 7 B 9 10 11 2019-07-03 15363 3 wed 7 2019 0 15878 16037 15931 15594

Hour 2019-07-03 15010 4 wed 7 2019 0 15363 15878 16037 15931

2019-07-03 14466 5 wed 7 2019 0 15010 15363 15878 16037

Does the hour of the day affect electricity
demand? You can do this seasonal boxplot
with intro stats students using the featured

data set (variables y, hour)
13 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.
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Electricity (M¥h)

Questioning throughout the analysis. Is the day of the week

Important?

Aggregate Electricity Day of Week -
Weekend and Monday have slight decrease

25000~

H .
- L]
t ! ! .
. [} . g
-
i . { i
L]
(]
L
20000~
15000 -
10000-
1 I I I I
Mon Tue Wed Thu Fri

day of the week

8/9/2023 JSM 2023, Toronto, Canada.

|
Sat

Sanchez, J.

I
sun

Features (variables)

A tibble:
date
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-02
2019-07-03
2019-07-03
20189-07-03
20189-07-03
2019-07-03
2019-07-03

vy hour
<dbl> <int>
9869 11
9982 12
10412 13
10864 14
11351 15
11745 16
12207 17
12643 18
13189 19
13716 20
14398 21
15073 22
15594 23
15931 0
16037 1
15878 2
15363 3
15010 4
14466 5

32,801 x 22

* Hourly demand for electricity supplied by

Southern California Edison 2018/07/01

8:00 AM- 2023/3/3112:00AM feature

engineered. The date variable can be
now ignored.

day_of_week month

<ords>
Tue
Tue
Tue
Tue
Tue
Tue
Tue
Tue
Tue
Tue
Tue
Tue
Tue
wed
wed
wed
wed
wed
wed

=gl {> <ab

7

B I I I I I B e I I I B e I e I |

year covid Tag_hour Tag_two lag_three Tag_four

2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019
2019

= <adb >

D000 000000000000000

< L‘.f'.{;‘ .1*-
10149
9889
9982
10412

< _"'."'.-‘_."." =
10646
10149

9869

9982
10412
10864
11351
11745
12207
12643
13189
13716
14398
15073
15594
15931
16037
15878
15363

<ab 7=
11244
1op4d6
10145

1]

98582
10412
10864
11351
11745
12207
12643
13189
13716
14398
15073
15594
15931
16037
15878

<db >
12161
11244
10646
10149
S9869
9982
10412



Do some months have more demand than others?

Aggregate Monthly Electricity-- Jan-Apr Constant, then Increases
from May-Aug, then drops till Dec

25000 -

; * Hourly demand for electricity supplied by Southern
California Edison 2018/07/01 8:00 AM- 2023/3/31
12:00AM

20000 -

Features (variables)

i

g, ; | # A tibble: 32,801 x 22
% . date vy hour day_of_week month wear covid Tag_hour lag_two lag_three Tlag_four
& 15000 - t <dares <dbl> <Tnt> <ords <dbl> <dbl> <dbl> <db > <db > <db > <tdb T
% T 2019-07-02 9869 11 Tue 7 2019 0 10149 10646 11244 12161
2019-07-02 9982 12 Tue 7 2019 0 9869 10149 10646 11244
2019-07-02 10412 13 Tue 7 2019 0 9982 9869 10149 10646
2019-07-02 10864 14 Tue 7 2019 0 10412 9482 9869 10146
2019-07-02 11351 15 Tue 7 2019 0 10864 10412 9982 9869
2019-07-02 11745 16 Tue 7 2019 0 11351 10864 10412 9982
10000 2019-07-02 12207 17 Tue 7 2019 0 11745 11351 10864 10412
2019-07-02 12643 18 Tue 7 2019 0 12207 11745 11351 10864
2019-07-02 13189 19 Tue 7 2019 0 12643 12207 11745 11351
2019-07-02 13716 20 Tue 7 2019 0 13189 12643 12207 11745
2019-07-02 14398 21 Tue 7 2019 0 13716 13189 12643 12207
2019-07-02 15073 22 Tue 7 2019 0 14398 13716 13189 12643
! . . ! . ! ! | ! ! ! | 2019-07-02 15594 23 Tue 7 2019 0 15073 14398 13716 13189
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Mov Dec 2019-07-03 QEBI 0 wead 7 ;'019 0 QSQ-‘# E0?3 H_:’gg ﬁ?lﬁ
Month 2019-07-03 16037 1 wed 7 2019 0 15931 15594 15073 14398
2019-07-03 15878 2 wed 7 2019 0 16037 15931 15594 15073
2019-07-03 15363 3 wed 7 2019 0 15878 16037 15931 15594
2019-07-03 15010 4 wed 7 2019 0 15363 15878 16037 15931
2019-07-03 14466 5 wed 7 2019 0 15010 15363 15878 16037

15 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.



Other questions: is demand at hour t affected by demand at
time t-1 (lag_hour) etc.

If we did a regression, which variable * Hourly demand for electricity supplied by
would be most important? Southern California Edison 2018/07/01
8:00 AM- 2023/3/3112:00AM feature
- : : engineered. The date variable can be
Difficult to answer with a multiple now ignored.
regression, but

easier with a regression tree. A good Features (variables)

excuse to talk about regression trees. # A tibble: 32,801 x 22 _
date vy hour day_of_week month wear covid Tag_hour lag_two lag_three Tlag_four
<dare> <dbl> <Tnt> <ord= <dbl> <dbl> <dbi> <gdbl> <db]> <db > <db]=>
2019-07-02 9869 11 Tue 7 2019 0 10149 10646 11244 12161
2019-07-02 9982 12 Tue 7 2019 0 9869 10149 10646 11244
2019-07-02 10412 13 Tue 7 2019 0 9982 9869 10149 10646
2019-07-02 10864 14 Tue 7 2019 0 10412 9482 9869 10146
2019-07-02 11351 15 Tue 7 2019 0 10864 10412 9982 9869
2019-07-02 11745 16 Tue 7 2019 0 11351 10864 10412 9982
2019-07-02 12207 17 Tue 7 2019 0 11745 11351 10864 10412
2019-07-02 12643 18 Tue 7 2019 0 12207 11745 11351 10864
2019-07-02 13189 19 Tue 7 2019 0 12643 12207 11745 11351
2019-07-02 13716 20 Tue 7 2019 0 13189 12643 12207 11745
2019-07-02 14398 21 Tue 7 2019 0 13716 13189 1243 12207
2019-07-02 15073 22 Tue 7 2019 0 14398 13716 13189 12543
2019-07-02 15594 23 Tue 72019 0 15073 14398 13716 13189
2019-07-03 15931 0 wed 72019 0 15594 15073 14398 13716
2019-07-03 16037 1 wed 7 2019 0 15931 15594 15073 14398
2019-07-03 15878 2 wed 7 2019 0 16037 15931 15594 15073
2019-07-03 15363 3 wed 7 2019 0 15878 16037 15931 15594
2019-07-03 15010 4 wed 7 2019 0 15363 15878 16037 15931
2019-07-03 14466 5 wed 7 2019 0 15010 15363 15878 6037

16 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.



Source: Uber movement (https://movement.uber.com)

i
N (i \
year month day hour osm_way_id osm_start_node_id osm_end_node_id speed_mph_meanspeed_mph_stddev ‘ "5» v
2020 1 1 1 40722998 62385707 4927951349 26.636 4.483 ’ - '
2020 1 31 21 40722998 62385707 4927951349 25.513 4.276 ! O r fU rt h e r fo r m a t I Ve
2020 1 1 0 40722998 62385707 4927951349 27.521 5.105
2020 1 1 0 40722998 5780849015 4927951349 26.05 3.803
2020 1 1 1 40722998 5780849015 4927951349 25.459 3.585
2020 1 30 8 417094233 4714793573 1014244233 27.761 3.679
2020 1 7 15 416137931 239464357 4318478540 25.721 1.649 S S e S S | I l e n U S e e r
2020 1 30 18 416137931 239464357 4318478540 25.222 7.128 I
2020 1 4 11 416137931 239464357 4318478540 23.629 3.669
2020 1 17 17 416137931 239464357 4318478540 22.642 3.554
2020 1 2 17 416137931 230464357 4318478540 23.842 4381 n Ove m e n t
2020 1 9 17 416137931 239464357 4318478540 29.338 14.674
2020 1 29 10 416137931 239464357 4318478540 23.056 3.197
2020 1 17 15 416137931 239464357 4318478540 27.031 5.015
2020 1 5 18 416137931 239464357 4318478540 23.461 3.422 -
2020 1 30 19 416137931 239464357 4318478540 23.45 1.53 n O n | I I I Z e a t a t O
2020 1 25 14 416137931 239464357 4318478540 26.481 2.493
2020 1 27 14 416137931 239464357 4318478540 26.054 3.478
1

2020 27 17 416137931 239464357 4318478540 32,316 18.225

nelp urban planning

For further C“SCUSSiOﬂ, how Uber already publishes its data in

would a regression tree be Egrt‘)tee{gzgr;%‘iafﬁosggf:ce format ready
formed if we used just
regression at each step as
the algorightm? With pen oo citiren o
and pencil how would you rco citizen science,

: : use Kaggle or the many
describe it? S

: large data repositories.

17 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.


https://movement.uber.com/

Example 3 — Intro Probability

Micromobility at a small scale. Where are scooters
more demanded or supplied?

Data science practitioner’s context: Smart cities. Predictive
modeling incorporating uncertainty.

Statistics: the whole PPDAC cycle. Data wrangling.
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Learners read about scooters micromobility

https://www.ams.org/journals/notices/202011/rnoti-p1804.pdf

7 Draw

JSM 2023, Toronto, Canada.

~

Q | | Read aloud -+ @ |

Poisson Processes and
Linear Programs for
Allocating Shared Vehicles

Evan Fields

In 2019, micromobility—short urban trips taken on shared,
lightweight vehicles such as bikes and electric scooters—
became mainstream. For example, in Austin, the “scooter
capital” of the United States, there were more than 525,000
micromobility trips during the two weeks surrounding
South by Southwest, a festival held in Austin each spring.
My day job is math modeling at Zoba, a small Boston-based
startup providing data science tools for the growing mi-
cromobility industry. Much of our work involves using

mathomatical madole and dotailad hictarical data  wrhon

Sanchez, J.

two sets of rides are almost never the same! For example, 1
might leave a coffee shop and look for a scooter to ride to
work. Ideally there's a scooter waiting just outside the coffee
shop, but perhaps I check and see that the closest scooter
is a block away. So I walk down the block and begin a ride
where the scooter is, not where I actually wished 1 could
have started the ride. Because there are only finitely many
vehicles and these vehicles are never perfectly distributed,
many desired rides are substituted with an available ride or
never nccnir—and are thus never nhserved —at all



Number of | Tally (in Empirical Theoretical (0—-E)? (0 —-E)?
u Births per | how many Probability Probability (with E
L e a r n e r S a r e t r a I n e hour of the hours | (this is the Poisson model with
did we observed lambda=44/24=1.83
,,,,,,,,,,,,, observe the | relative births per hour)
1951 2 3402 1191 number of | frequency) (Expected in red
camemmemammennsee e nnenenno==-} births in the 20'" hour births in color)
2010 1 3500 1210 column 1)
2037 2 3736 1237 b d
2051 2 3370 1251 (Observed)
e e e eeeem==—-3 births in the 21% hour 0 3 3/24=0.125 1.83% 183 (3 —3.84)% | 0.18375
2104 2 2121 1264 o1 =0.7056
2123 2 3150 1283 =0.160
wemmemeeemee e eeeeemeeeeno-- 2 births in the 227 hour {0.160%24=3.84)
2217 1 3866 1337 1 8 8/24=0333 1.83¢ 183 (37.032)= | 0.13325142
wmmmemmemennemeessennnnmenennes] Birth in the 237 hour T 0.937024
2327 1 3542 1407 _u
2355 1 3278 1435 _*0- 293
eemmememeememeneeeeemeenn- 2 births in the 24% hour 0.293*24=7.032
2 6 0.250 0.269 6-6.456= 0.03220818
x 0.269*24=6.456 0.207936
Number of Tally (in how | Empirical Theoretical Probability 3 4 0.167 2-121*24_3 ose 3’3"]3306‘; 0.00104065
Births per many of the Probability (this | (with Poisson model 3 3 0125 0.075 318- 03
hour hours did we is the observed with 0.075*24=1.38 1.44
observe the relative lambda=44/24=1.83 >+ 0 0.000 0.039 0-0.936= 0.9360
b £ f ) birth hour) 0.039*24=0.936 0.876096
IIEIII] e.r 0 requency, irths per hour Total 24 hours 1 1
births in
column 1)
(Observed) © — B)?
0 3 3/24=10.125 1.83% 183 Sum of ———— = 0.18375 + --- ... +0.9360 = 2.08625
— = 0.160 E
0!
The Chi-square statistic equals 2.08625.
1 ] 524 =10.333 1.8317183
—11 = 0.293 Looking at the app,
P({“Chi-square with 5 degrees of freedom” > 2.08625) = 0.83709
2 (1] 0.250 0.269 =
3 4 0.167 0.164 Because the P-square statistic is larger than 0.05, a statistician would conclude that the
4 3 0.125 0.075 Poisson Model with parameter lambda equal to 1.83 is a good fit to the birth data.
5+ 0 0.000 0.039
Total 24 hours 1 1

Source: Sanchez, J. 202o0.
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Learners go to the field at UCLA, collect and describe (seeing
the work done by smart cities but at a smaller scale that can be

handled with the intro concepts they learn.
Group tallies and summarizes (data

Group plans and collects data wrangling)
1’ A CormpP Vs mwf’ :
" Number of Scooters Per Cell Number of Cells With That Number of
-+ b - Scooters

m“!:‘ ﬂﬁ 2 12

(ot y : ﬁ

4 1

( 2 — EHd | wm<
—— - : - Number of Scooters Per Cell vs. Number of Cells
- H o] :
3 ¢s

MNumber of Scooters Per Cell

21 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.



Learners fit estimated probability model (some by

hand, some with com

Calculate what is needed

Eshrate “_):‘ 0412 + Ix5 + 2x|2 + 346+ Hx1 i

outers)

Realize that probability is also used
to draw inferences

3% Tt # oF scortecs| Ghened PX=X) | of scoates (£-0)°
x -142 per cell a fredicted
px=x) = 1t ek 11 (&)
Theooha]  Roabiies 0 12 0.24 8.64 1.3
o 2 I | 5 0.34 12.24 4.28
u%‘e"l:: i e ™. gp e gny 2 iz |oz |e# 13
" 2! q! 3 é 0.115 4.4 0.63
pr'e™™ - oy 12e™™ . gus 1 ' g 4 013
" x| =36 |78
fradidted gt per (el : L d
£ L2 1520 i § % - 7!%
2 x35=864 0.24x35= b6y 00435 |44 X = O sy il © 221
0 &
0. x 36> 224 0lsx36=- Yy 5-'1: Y deutss o freedar
P(X, 7 7.84) = 0.097
Poisson Distribution Formula
P(X=x)="-¢ St Ho 0.0
famie Yo f- e % 5 1o 0.05,
e s We Can concude e foissm modd with A= 142 s

A = mean number of occurrences in the interval
e = Euler’s constant = 2.71828

Source: students’ paper.
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Learners criticize the approach and suggest

More variables would help predict better

The data collection was not done the
same day or hour

More data and better coverage of areas
of campus in the sampling needed.

23 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.



Learners realize what it would be like to solve the
same problem at the scale of the whole Los Angeles

Realize why they need to learn more computing to
handle the bigger data.

Realize the need to automate the data
collection due to size of the data.

Realize what more sophisticated
methods they still need to learn could
do to help in the task.

24 8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.
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Example 4 —Time Series

What do rivers in California have in common?

Data science practitioner’s context: Features engineering, unsupervised
machine learning. Discriminant models.

Statistics context: Data wrangling, The whole PPADC cycle.




Time series data converted to summarized features data —

simple features, for unsupervised machine learning.

mean of rrunoff

A few years of river runoff

California rivers
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How many times runaff was 2 sd above maan

Raw annual data on annual average river discharge.

K-means clustering of rivers

using features of the time series
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1930
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703.1

1143

1644

1426
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829.2
61.97

Ana

Sanchez, J. (2023), Chapter 1.
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1931
201.72
69.2
193.9
480.1
764
943
502.1
279.8
363.9
12.3

aan A

1932
425.5
170.9
285.4
805.1

1312

1689

1742
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1579.8
114.23
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Ara A
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rrr
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1936
53551
219.2
318.68
766.4
1343
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1240.6
1663.8
149.88
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1937
800.01
398.5
470.82
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1476.8
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1087.4
499.3
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nnnnn
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1939
256.21
101.7
279.12
592.4
996
1267
748.5
450.21
572.7
35.25
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1940
620.28
272.4
481.56
968.2
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2660
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Simple features
engineering (data
wrangling)

2500

Summary features form
multivariate data set of summary

features. Appropriate for

unsupervised learning

Basin mean sd. min . max +2sd  —1lsd
Trinity 641.12 20428, 11662, 1593.35 4 10
Sac/Delta 20266 14148 6342 71120 4 8
McCloud 397.87 13207 184.67 748.03 3 9
Pit 1037.95 33254 480.10 2097.72 3 8
Shasta 1795.64 660.68 764.00 352531 3 9
Bend 245362 989.65  943.00 507546 2 7
Feather 182291 96231 39185 4676.00 4 11
Yuba 1036.31  501.31 19988 2424.09 4 12
American 1275.80 658.01 22896 2912.26 3 13
Cosumnes 127.56 93.13 7.96 362.84 [ 10
Mokelumne 46332 219.65 101.59 1038.00 3 13
Stanislaus 710.88 35149 11551 1636.18 3 12
Tuolumne 121010 55948 301.02 2645.28 3 13
Merced 62345 33230 12329 1587.46 3 11
San Joaquin 123334  641.00 26191 2898.00 4 10
Kings 1203.78 633.85 27449 3112.61 2 13
Kaweah 28391 170,07  61.72  T799.70 3 10
Tule 63.26 56.19 2.36 259.14 3 3
Kemn 45269 32828 8439  1657.07 2 6
Truckee 261.81 14788 5242 71273 3 12
Tahoe 1.39 0.82 0.17 357 4 15
W. Carson 54.12 26.40 12.06 135.21 3 12
E. Carson 184.80  88.67 42.57 406.72 5 12
W. Walker 149.87 63.97 3479 30333 3 13
E. Walker 62.13 45.11 6.66 209.04 3 7
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Learners think about more meaningful features to

include in the data and review automated feature
generation software.

Perhaps the number of turning points should be a
feature?

Perhaps the rainfall the average

temperature in the region should be
included?

Are all features produced by software’s
automated feature generatlo\r’l\)arograms
applicable to the rivers data? We should not
use features applicable to financial data to
river discharge data, should we? Discuss

8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.
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Statistical
modeling and
conclusions

Assessing

appropriateness

JSM 2023, Toronto, Canada.

Problem to

solve

Data literacy

Data Wrangling

Sanchez, J.

Conclusions

In all the examples mentioned, everything
involved one or more steps in the data science
cycle, (equivalently the PPDAC cycle) at the level
appropriate for the moment and skill set of
students, has been used.

The examples involve a variety of data sets, and
some very large data sets. In some, we present
the same data in very different ways, depending
on our goals. Most ML applications consist of
converting types of data to our familiar
rectangular observation-variable format (called
feature engineering) to prepare the data for NN
and ML. Data literacy is emphasized.

But all the activities involve introductory
statistics concepts in our traditional statistics
curriculum for introductory stats, probability or
time series. Students do both that curriculum
and ML at the same time. The vocabulary
emphasis is important for them to realize that.
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| finish with two favorite data and statistical literacy quotes used
to discuss with students what social media does with their
personal data, and a quote from students.

“Let me assume that | am told that some cows
ruminate. | can not infer logically from this that
any particular cow does so, though I should feel
some way removed from absolute disbelief, or
even indifferent to assent, upon the subject; but if
| saw a heard of cows | should feel more sure that
some of them were ruminant than | did of the
single cow, and my assurance would increase with
the numbers of the herd about which I had to
form an opinion. Here then we have a class of
things as to the individuals of which we feel quite
in uncertainty, whilst as we embrace larger
numbers in our assertions we attach greater
weight to our inferences. It is with such class of
things and such inferences that the science of
Probability is concerned.” (Venn, 1888)

"Behavior modification, especially the modern
kind implemented with gadgets like
smartphones, is a statistical effect, meaning
it's real but not comprehensively reliable; over
a population, the effect is more or less
predictable, but for each individual it's
impossible to say.” (Lanier 2018)

8/9/2023 JSM 2023, Toronto, Canada. Sanchez, J.

“After taking this probability course, |

finally understand what the ML course |

took before this course is about.”
(Several students)




Thank you
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