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On the Utility of Quantum Entanglement for Joint
Communication and Instantaneous Detection

Yuhang Yao and Syed A. Jafar
Center for Pervasive Communications and Computing (CPCC)

University of California Irvine, Irvine, CA 92697
Email: {yuhangy5, syed}@uci.edu

Abstract—Entanglement is known to significantly improve
the performance (separately) of communication and detection
schemes that utilize quantum resources. This work explores the
simultaneous utility of quantum entanglement for (joint) commu-
nication and detection schemes, over channels that are convex
combinations of identity, depolarization and erasure operators,
both with perfect and imperfect entanglement assistance. The
channel state is binary, rapidly time-varying and unknown to the
transmitter. While the communication is delay-tolerant, allowing
the use of arbitrarily long codewords to ensure reliable decoding,
the channel state detection is required to be instantaneous. The
detector is neither co-located with the transmitter, nor able to
wait for the decoding in order to learn the transmitted waveform.
The results of this work appear in the form of communication-
rate vs instantaneous-detection-error tradeoffs, with and without
quantum entanglement. Despite the challenges that place the two
tasks at odds with each other, the results indicate that quantum
entanglement can indeed be simultaneously and significantly
beneficial for joint communication and instantaneous detection.

I. INTRODUCTION

Quantum technologies are increasingly attracting attention
beyond quantum computation, for their applications to com-
munication, estimation and detection. Due to the unique
properties of quantum systems such as entanglement and
superposition, protocols that take advantage of such properties
can surpass their classical counterparts. For example, quantum
entanglement can be used by quantum sensing (and metrology)
schemes to improve the mean square error beyond the standard
quantum limit [1]; by quantum illumination (e.g., quantum
radar) schemes to significantly improve the probability of de-
tection error [2], [3]; and by quantum communication schemes
for multiplicative gains in capacity via superdense coding [4].

The tasks of communication, estimation and detection are
so closely related that they are oftentimes studied jointly. For
example, integrated sensing and communication (ISAC) has
been a highly active topic of research in wireless communi-
cation [5]–[7] and classical information theory [8]–[13]. More
recently, the topic is also beginning to be explored in the
quantum setting [14]–[16]. Taking a step in this direction, in
this work we explore the utility of quantum entanglement for
joint communication and instantaneous detection (JCID). Both
of these tasks seek information via a communication channel:
the former (communication) focuses on coding to counter the
channel imperfections in order to reliably recover a message
generated by a source, whereas the latter (instantaneous detec-
tion) tries to learn an unknown parameter passively (uncoded)

generated by nature, which may be considered as the instanta-
neous binary state (e.g., representing the presence/absence of a
dynamic target) of a time-varying channel. In this work we are
interested in settings where the time scales for the two tasks are
quite different. Specifically, we consider the utility of quantum
entanglement for joint optimization of delay-tolerant com-
munication protocols that allow coding over arbitrarily long
coding blocks, in conjunction with detection protocols that
are highly delay-sensitive, namely instantaneous detection.
Instantaneous detection is particularly desirable in dynamic
environments such as gaming, defense, and automated driving.

We focus on quantum channels that are convex combi-
nations of identity, depolarizing, and erasure operators —
IDE channels in short. These channels are among the most
widely prevalent models in the literature due to their analytical
tractability which often allows closed form expressions for key
performance metrics. IDE channels are especially interesting
for JCID because they include settings where some of the
largest gains from quantum entanglement have been reported
(separately) for both detection [2] and communication [4]. The
detection problem considered by Lloyd [2] under the quantum
illumination framework distinguishes between two states of
an IDE channel, by sending and receiving a quantum system
(photon) with or without entanglement assistance. Under the
single-photon model1 a factor of d gain in SNR is established
in [2] due to quantum entanglement, by using d-mode en-
tangled photon pairs. A comparable gain from entanglement
is established for quantum communication by Bennett et al.
in [4], whereby together with the result of King [17], it is
shown that the (classical) communication capacity of the d-
ary quantum depolarizing channel can be larger by a factor as
large as d+1 relative to the capacity without entanglement as-
sistance. Evidently, each of communication and detection can
individually benefit significantly from quantum entanglement
over IDE channels. Since entanglement is a precious resource,
it is also important to understand whether (and to what extent)
communication and detection can simultaneously benefit from
quantum entanglement. This is the motivation for our study of
JCID over IDE channels in this work.

Given that studies of quantum systems for integrated com-
munication, detection and/or estimation are in their early
stages, there is little existing work that is directly related
to our problem formulation of JCID over IDE channels.

1The gain is a more modest 6 dB over coherent states [3].
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Perhaps the closest to our setting is [14] which studies the
joint performance of detection and communication over a
classical-quantum (c-q) channel with an unknown static chan-
nel parameter, obtaining a fundamental rate/detection-error
exponent tradeoff that depends on the empirical distribution
of the codeword. However, the differences from our setting
are too substantial to allow meaningful comparisons. First,
unlike our setting, the c-q channel model of [14] does not
naturally lend itself to comparisons of performance with and
without entanglement. This is primarily because if a c-q
channel is given, there is no room to model the entanglement
between the transmitter and the receiver since the quantum
resource is only related to the receiver side, although it can
be relaxed by, e.g., a comparison between two c-q channels
that model the availability of entanglement in different ways.
Second, [14] assumes that the detector and transmitter are co-
located, whereas in our setting the detector is separate from the
transmitter. The difference is significant because in the setting
of [14] the detector knows the transmitted signal waveform,
whereas in our setting the detector must also overcome the
uncertainty in the transmitted signal due to the communication
task. As a result, the desired waveforms for communication
and instantaneous detection are much more conflicted in our
setting because the detector would typically prefer a perfectly
deterministic transmitted signal so that the uncertainty is only
due to the unknown channel parameter, while the commu-
nication receiver would typically prefer a maximally random
signal in order to carry as much source information as possible.
Third, while the channel parameter in [14] is static, our setting
considers a dynamic (e.g., an i.i.d. varying) channel state.
Notably even in classical settings, static channel state models
[8]–[10] pose a different set of challenges from dynamic chan-
nel models [11], [12].2 Furthermore, even when the channel
model is dynamic, the requirement of instantaneous detection
in JCID is significant, not only because fast detection may be
important in practice, but because of its technical challenges.
This is because it prevents the detector from exploiting the
long-term correlations in the code structure. For example, if
the detector could afford to wait for the decoding, then reliable
decoding guarantees would essentially provide the detector the
knowledge of the transmitted waveform, bringing our setting
closer to the setting of [14]. Instantaneous detection does not
allow this in our problem formulation.

The main results of this work appear in the form of
communication-rate vs instantaneous-detection-error tradeoffs
with and without quantum entanglement. The optimal tradeoff
is characterized for the unentangled setting (Theorem 2), while
an achievable tradeoff is established for entangled protocols
with perfect (Theorem 3) or imperfect (Theorem 5) entan-
glement assistance. Taking advantage of the tractability of
IDE channels, these tradeoffs are presented in explicitly com-
putable forms that facilitate numerical evaluations of the utility
of quantum entanglement. These evaluations (see Examples
1, 2, 3) support the conclusion that quantum entanglement
can indeed be simultaneously beneficial for communication

2Dynamic channel states in non-i.i.d. settings such as [18], [19] where the
channel states have more general correlations across channel uses. e.g., with
Markov states [19] tend to be even more challenging.

and instantaneous detection protocols towards significant im-
provements in their respective performance metrics (rate and
weighted error probability).

Notation: N denotes the set of positive integers. Z denotes
the set of integers. For an integer d > 1, Zd ≜ Z/dZ, i.e.,
integers modulo d. For a ∈ N, [a] denotes the set of integers
{1, 2, · · · , a}. [a : b] denotes the set of positive integers
{a, a+1, · · · , b}. For S ⊆ N, the notation xS ≜ {xi : i ∈ S}.
The convex hull of a set S is denoted as convS. Hd represents
the d-dimensional Hilbert space. Id denotes the d× d identity
matrix. D(H) denotes the space of density operators acting
on H. Pr(E) is the probability of an event E. PX denotes
the set of all probability distribution functions (vectors) on
the set X , i.e., PX ∈ PX defines a random variable X such
that PX(x) ≜ Pr(X = x) for x ∈ X . With a little abuse
of notation, we let H(X) = H(PX) denote the Shannon
entropy with respect to a random variable X , or with respect
to a distribution PX . Similarly for a quantum system A with
its density operator ρA, H(A)ρA

= H(ρA) denotes its von-
Neumann entropy. We define x log2(x) ≜ 0 for x = 0.
Conditional entropy and mutual information are defined in the
conventional way, e.g., as in [20]. For a joint classical quantum
system XA where X is classical and A is quantum, with joint
density operator ρXA, ρA|X=x denotes the density operator
for A conditioned on X = x. It is also written compactly
as ρA|x when the classical random variable in the condition
is clear from the context. ∥M∥1 = Tr(

√
M†M) denotes the

trace norm (Schatten 1-norm) of an operator M . By definition,
the trace norm is equal to the sum of singular values of M ,
and thus the sum of the absolute values of its eigenvalues if
M is a normal matrix. For an m1 × n1 matrix A, and an
m2 × n2 matrix B, define the generalized sum operator ⊞ so
that C = A ⊞ B is the max(m1,m2) ×max(n1, n2) matrix
obtained by the (regular) addition of A′ and B′, i.e., C =
A′ + B′, where A′ and B′ are max(m1,m2) ×max(n1, n2)
matrices obtained from A and B respectively by appending as
many all-zero columns to the right and/or all-zero rows to the
bottom as needed to satisfy the expanded matrix dimensions.
For example, ( 12 ) ⊞ ( 3 4 ) ⊞ ( 5 ) = ( 1 0

2 0 ) + ( 3 4
0 0 ) + ( 5 0

0 0 ).

II. JOINT COMMUNICATION AND INSTANTANEOUS
DETECTION (JCID)

To study joint communication and instantaneous detection
over quantum channels, with a focus on the entanglement
between the transmitter and the receiver, let N (1),N (2) be two
quantum channel states such that N (s) : D(Hd) 7→ D(Hd′) is
a CPTP map for s ∈ {1, 2}. Let N ≜ θ1N (1)+θ2N (2) be the
overall channel. At time slot t ∈ N, the state of the channel,
St, is a Bernoulli random variable, i.i.d. across t, such that
Pr(St = 1) = θ1,Pr(St = 2) = θ2, and θ1 + θ2 = 1.
This can model the two states of a channel, e.g., in quantum
illumination [2] where an object’s presence (St = 1) or
absence (St = 2) affects the behavior of the channel.

The transmitter and receiver are allowed to share an arbi-
trarily large compound bipartite quantum system, prepared in
advance in a state ρ, which can be designed suitably for the
desired performance targets and the channel N in an offline
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{M(ŝ)}

{M(ŝ)}
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Fig. 1: Quantum protocol for joint communication and instantaneous detection (JCID).

manner as part of the initial setup prior to the commencement
of the JCID operation. Once the JCID operation begins, an
independently generated classical message W appears at the
transmitter and is encoded into its share of the bipartite
quantum system, to be transmitted to the receiver. At each
time slot t ∈ [T ] during the JCID operation, the transmitter
sends a coded quantum sub-system to the receiver through the
channel N (St). The state St is not known to the transmitter.
The receiver is required to 1) instantly estimate St for each
time slot t, and 2) decode the classical message from the
transmitter after T time slots (T can be chosen arbitrarily
large to allow coding for reliable communication across many
detection slots). Figure 1 illustrates the JCID framework.

Formally, a quantum protocol P for JCID is specified by a
choice of the following parameters,

P=
(
M,T, ρ, {{E(w)

t }w∈[M ]}t∈[T ], {M(ŝ)}ŝ∈{1,2}, {Ξ(ŵ)}ŵ∈[M ]

)
.

(1)

In order to communicate a classical message W chosen
uniformly from [M ], over T uses of the quantum channel, the
JCID protocol runs as follows. Prior to the commencement
of the JCID operation, i.e., independent of W , quantum sys-
tems A1B1A2B2 · · ·ATBT are distributed in advance to the
transmitter and the receiver, such that the systems {At}t∈[T ]

are with the transmitter, and the systems {Bt}t∈[T ] are with
the receiver. The dimension of At is a ∈ N and the di-
mension of Bt is b ∈ N, for t ∈ [T ]. The initial state
for A1B1A2B2 · · ·ATBT is set to ρ ∈ D

(
(Ha ⊗ Hb)

⊗T
)
.

The transmitter is equipped with encoding quantum channels
{{E(w)

t }w∈[M ]}t∈[T ], such that each E(w)
t : D(Ha) 7→ D(Hd),

which takes an a-dimensional quantum state at the input to a
d-dimensional quantum state at the output.

When the JCID operation commences, a random message
W ∈ [M ], uniformly and independently generated, appears at
the transmitter. The transmitter uses the encoders E(W )

t over
time slots t ∈ [T ], to encode the message into A1A2 · · ·AT ,
so that A1A2 · · ·AT evolve to A′

1A
′
2 · · ·A′

T . The state of the
encoded system A′

1B1A
′
2B2 · · ·A′

TBT is denoted as σ.
At time slot t ∈ [T ], A′

t is sent through the channel
N = θ1N (1) + θ2N (2) whereby A′

t evolves to A′′
t . The

state for A′′
1B1A

′′
2B2 · · ·A′′

TBT is denoted as ω. At each time
slot t ∈ [T ], the receiver measures A′′

tBt with the quantum
instrument {M(ŝ)}, and produces a classical output Ŝt as the
instantaneous detection result for that time slot. The remaining
quantum system is denoted as Qt. The distribution of Ŝt is
determined by PŜt

(ŝ) = Tr(M(ŝ)(ωA′′
t Bt

)) for ŝ ∈ {1, 2}.
After the T time slots, the receiver collects

Ŝ1 · · · ŜTQ1 · · ·QT , in the state denoted as κ. The
decoding for the message is done by applying the POVM
{Ξ(ŵ)} on Ŝ1 · · · ŜTQ1 · · ·QT . The measurement result
is denoted as Ŵ and its distribution is determined by
PŴ (ŵ) = Tr(Ξ(ŵ)κŜ1···ŜTQ1···QT

) for ŵ ∈ [M ].
Note that the states mentioned above can be obtained as

partial states of the joint states in (2) – (4).

Definition 1 (Unentangled vs Entangled Protocols). A quan-
tum protocol for JCID within the described framework is
called an unentangled protocol if and only if the initial
quantum state is constrained to be separable both in time and
in space. Mathematically, this means that ρA1B1A2B2···ATBT

has the form
∑

z∈Z λzρA1|z ⊗ ρB1|z ⊗ · · · ⊗ ρAT |z ⊗ ρBT |z
for some finite set Z , such that for all z ∈ Z , λz ≥ 0,∑

z∈Z λz = 1, and that ρAt|z ∈ D(Ha), ρBt|z ∈ D(Hb)
for all t ∈ [T ]. On the other hand, if no such constraint
is placed, i.e., the initial state ρ is allowed to be entangled
in both time and space, then we refer to the protocol as an
Entangled Protocol.

Thus, the set of unentangled protocols is a subset of the set
of entangled protocols.

Remark 1 (Common randomness). The framework implicitly
allows any classical common randomness to be shared be-
tween the transmitter and the receiver in advance. To see this,
note that ρA1B1···ATBT

can be set in an arbitrary mixed state,
which means each of A1, B1, A2, B2, · · ·AT , BT can contain
a classical register that stores a random variable Z that can
be encoded by Et,∀t ∈ [T ] and retrieved at the receiver
before measurement. For example, since the protocol is free to
choose the initial state, consider a special form of the initial
state ρA1B1···ATBT

such that for t ∈ [T ], At is composed of
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σWA′
1B1···A′

T
BT

=
1

M

∑
w∈[M ]

|w⟩ ⟨w| ⊗
(
E(w)
1 ⊗ Ib ⊗ · · · ⊗ E(w)

T ⊗ Ib
)
(ρA1B1···ATBT ), (2)

ωS1···STWA′′
1 B1···A′′

T
BT

=
∑

(s1,··· ,sT )∈{1,2}T

T∏
t=1

θst |s1, · · · , sT ⟩ ⟨s1, · · · , sT |

⊗ IM ⊗
(
N (s1) ⊗ Ib ⊗ · · · ⊗ N (sT ) ⊗ Ib

)
(σWA′

1B1···A′
T
BT

), (3)

κŜ1···ŜTQ1···QT
=

∑
(ŝ1,··· ,ŝT )∈{1,2}T

|ŝ1, · · · , ŝT ⟩ ⟨ŝ1, · · · , ŝT | ⊗
(
M(ŝ1) ⊗ · · · ⊗M(ŝT ))(ωA′′

1 B1···A′′
T
BT

). (4)

(ĀtZAt) and Bt is composed of (B̄tZBt), where ZAt and
ZBt

are classical registers that have the value Z, which is a
classical random variable with distribution PZ ∈ PZ for a
finite set Z . Mathematically,

ρA1B1···ATBT
= ρZA1

Ā1B̄1ZB1
···ZAT

ĀT B̄TZBT
(5)

=
∑
z∈Z

PZ(z)

T⊗
t=1

(
|z⟩ ⟨z|ZAt

⊗ ψĀtB̄t
⊗ |z⟩ ⟨z|ZBt

)
, (6)

for some quantum states ψĀtB̄t
for t ∈ [T ].

A. Performance metrics

Given a JCID protocol, let

Pc ≜ max
w∈[M ]

Pr(Ŵ ̸=W |W = w), (7)

be the probability of error for the communication task. Let

P t
I ≜ Pr(Ŝt = 2 | St = 1), (8)

P t
II ≜ Pr(Ŝt = 1 | St = 2), (9)

be the Type I and Type II errors, respectively, for the instan-
taneous detection at time slot t.

In general, given π1, π2 ∈ (0, 1) such that π1 + π2 = 1,
one is interested in the detection metric P t

d ≜ π1P
t
I + π2P

t
II,

which is a convex combination of P t
I and P t

II.
3 Define Pd ≜

maxt∈[T ] P
t
d as the detection performance (for the worst t).

Remark 2. For the detection metric, a Bayesian approach is
to consider the average probability of error, which matches
the case θs = πs for s ∈ {1, 2}. However, since the costs
for Type I and Type II errors may be arbitrarily different, in
general we consider the whole region of PI and PII, which is
equivalent to allowing the detection metric to be π1PI+π2PII

for general (π1, π2). For example, if the two types of error are
treated equally, then one should consider π1 = π2 = 0.5.

A communication-rate and instantaneous-detection-error4

pair (R,Pe) is achievable if and only if for every ϵ > 0,
there exists a protocol such that

log2M

T
≥ R− ϵ, Pc ≤ ϵ, Pd ≤ Pe. (10)

3In the cases (π1, π2) = (1, 0) or (π1, π2) = (0, 1), a trivial detection
strategy has Pe = 0, i.e., Ŝ = 0 if (π1, π2) = (1, 0), Ŝ = 1 if (π1, π2) =
(0, 1). We omit these trivial cases as they degenerate to the communication
problem.

4Unlike the quantum Chernoff bound which is commonly used to gauge
long-term detection performance for a static channel state [3], we consider
the probability of detection error as the metric for the instantaneous detection.

Define,

R∗
u ≜ {(R,Pe) : achievable by unentangled protocols}, (11)

R∗
e ≜ {(R,Pe) : achievable by entangled protocols}. (12)

B. Identity-Depolarizing-Erasure (IDE) Channels

Let {|i⟩}i∈[1:d] be the set of computational basis vectors for
the input Hilbert space Hd, such that |i⟩ is the ith column
of the d × d identity matrix. The output Hilbert space is
Hd+1 because we need an extra dimension to correspond
to erasures. Let the set of computational basis vectors for
Hd+1 be {|j⟩}j∈[1:d+1] where |j⟩ is the jth column of the
(d + 1) × (d + 1) identity matrix. It will be convenient to
denote |d+ 1⟩ as |0⟩ instead, in order to especially identify
erasures at the output.

We are particularly interested in channels N (s) that preserve
(identity), depolarize, or erase the input state with probabil-
ities αs, βs, γs, respectively. In short we refer to this class
of channels as Identity-Depolarizing-Erasure (IDE) channels.
Specifically, let α1, α2, β1, β2, γ1, γ2 ∈ [0, 1], such that αs +
βs + γs = 1 for s ∈ {1, 2}. Then N (s) : D(Hd) 7→ D(Hd+1)
is a quantum channel such that

N (s)(ρ) = αsρ ⊞ βsId/d ⊞ γs |0⟩ ⟨0| , ∀s ∈ {1, 2}.
(13)

Note that |0⟩⟨0| is the (d + 1) × (d + 1) matrix with a 1 in
the bottom right corner and zeros elsewhere. Define

ᾱ ≜ θ1α1 + θ2α2, β̄ ≜ θ1β1 + θ2β2, γ̄ ≜ θ1γ1 + θ2γ2.
(14)

Then the overall channel,

N (ρ) = ᾱρ ⊞ β̄Id/d ⊞ γ̄ |0⟩ ⟨0| . (15)

Remark 3. With ρ considered as a d× d matrix, we have,

N (s)(ρ) =

[
αsρ+ βsId/d 0d×1

01×d γs

]
,∀s ∈ {1, 2}, (16)

and

N (ρ) =

[
ᾱρ+ β̄Id/d 0d×1

01×d γ̄

]
, (17)

as (d+ 1)× (d+ 1) matrices.
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R1(D,α[2], β[2], γ[2], θ[2], π[2]) ≜ conv



(R,Pe) :
∃(n, p1, p2) ∈ P(D)
R ≤ −n

(
p1ᾱ+ β̄/D

)
log2

(
p1ᾱ+ β̄/D

)
− (D − n)

(
p2ᾱ+ β̄/D

)
log2

(
p2ᾱ+ β̄/D

)
+(ᾱ+ β̄/D) log2(ᾱ+ β̄/D) + (D − 1)(β̄/D) log2(β̄/D)

Pe ≥ n×mins∈{1,2}
{
πsαsp1 + πsβs/D

}
+ (D − n)×mins∈{1,2}

{
πsαsp2 + πsβs/D

}
+min

{
π1γ1, π2γ2

}


.

(23)

R2(D,α[2], β[2], γ[2], θ[2], π[2]) ≜ conv


(R,Pe) :
∃PX ∈ P[D]

R ≤ −
∑

i∈[D]

(
ᾱPX(i) + β̄/D

)
log2

(
ᾱPX(i) + β̄/D

)
+(ᾱ+ β̄/D) log2(ᾱ+ β̄/D) + (D − 1)(β̄/D) log2(β̄/D)

Pe ≥
∑

i∈[D] mins∈{1,2}
{
πsαsPX(i) + πsβs/D

}
+min

{
π1γ1, π2γ2

}

 . (24)

C. Useful definitions for IDE Channels

The following definitions will facilitate compact represen-
tations of our results. Recall that IDE channels are specified
by parameters d, (αs, βs, γs, θs, πs)s∈{1,2}. Let us also define,

D ≜

{
d, for unentangled settings,
d2, for entangled settings, (18)

which intuitively corresponds to the number of signal dimen-
sions accessible to the transmitter in each setting. For example,
even if in both cases the transmitter can only access one
physical qudit, if that qudit is entangled with another qudit
at the receiver, then operations on that one qudit allow the
transmitter to manipulate the entangled state which resides
in a d2 dimensional space. Intuitively, this is why entangled
settings are associated with D = d2 versus D = d for
unentangled settings. This expansion of accessible dimensions
due to entanglement is also the key to superdense coding
schemes [21].

From the set of all probability mass functions PZ ∈ P[D] on
the domain [D], we will need a small subset, those that take
one value, Pr(Z = z) = p1 for all z ∈ [1 : n] and another
value Pr(Z = z) = p2 for all z ∈ [n + 1 : D]. Any pmf in
this smaller subset is specified by just a 3-tuple (n, p1, p2),
and therefore, the set of all such pmf’s can be defined as,

P(D) ≜

{
(n, p1, p2) :

n ∈ [D], p1, p2 ∈ [0, 1],
s.t. np1 + (D − n)p2 = 1

}
. (19)

Let us define (R,Pe) regions R1(D,α[2], β[2], γ[2], θ[2], π[2]),
R2(D,α[2], β[2], γ[2], θ[2], π[2]) as in (23) and (24), where

ᾱ ≜ θ1α1 + θ2α2, (20)

β̄ ≜ θ1β1 + θ2β2, (21)

γ̄ ≜ θ1γ1 + θ2γ2. (22)

The key difference between R1 and R2 is that R2 involves all
distributions over the domain [D], i.e., all PX ∈ P[D], whereas
R1 is obtained from R2 by restricting the set of distributions
from P[D] to the much smaller subset P(D). Thus, R1 is
much more efficiently computable than R2. On the other hand,
the form in R2 facilitates the proofs. The fact that the two
definitions describe the same region is stated in Theorem 4
and the proof is presented in Appendix A.

D. Results

In order to establish an advantage due to quantum entan-
glement, we need a converse (an impossibility result) for un-
entangled protocols, and an achievability result for entangled
protocols. We start with a converse for unentangled protocols.

Theorem 1 (General outer bound).

R∗
u ⊆ conv



(R,Pe) :
∃M ∈ N, σ1, σ2, · · · , σM ∈ D(Hd),

σ ≜ 1
M

∑
w∈[M ] σw,

R ≤ H(N (σ))− 1
M

∑
w∈[M ] H(N (σw)),

Pe ≥ 1
2

(
1− ∥π1N (1)(σ)− π2N (2)(σ)∥1

)


.

(25)

The proof appears in Section B. Intuitively, the converse
shows that for an unentangled protocol, the utility of quantum
systems B1, · · · , BT is limited to enabling classical common
randomness between the transmitter and receiver.

On one hand, the absence of entanglement across time
allows the rate R to be bounded by Holevo information
without the need for regularization. But on the other hand, as
a caveat note that M is unbounded, so the region in Theorem
1 is not directly computable for general channels. Fortunately,
Theorem 1 is still useful in obtaining a computable outer
bound for the IDE channels defined in Section II-B.

The following theorems characterize the performance of
unentangled and entangled protocols for IDE channels.

Theorem 2. For IDE channels with unentangled protocols,

R∗
u = R1(d, α[2], β[2], γ[2], θ[2], π[2]). (26)

The converse is based on Theorem 1, and the achievability
follows essentially from a classical strategy with common
randomness shared between the transmitter and the receiver.

Theorem 3. For IDE channels with entangled protocols, we
have the innerbound

R∗
e ⊇ R∗

e = R1(d
2, α[2], β[2], γ[2], θ[2], π[2]). (27)

The innerbound is based on a coding scheme that utilizes
superdense coding [21]. Theorem 2 and Theorem 3 are stated
in explicitly computable forms to facilitate numerical analysis.

Remark 4. The coding scheme for Theorem 3 uses quantum
entanglement across space (between the transmitter and the
receiver), but not across time (channel uses). The receiver
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measures the entangled quantum systems for each channel use
in the (general) Bell basis to obtain enough information for the
instantaneous detection, and collects the measurements across
all channel uses to decode the message. That this relatively
simple scheme suffices to achieve significant improvement (Fig.
3) upon the best unentangled scheme especially underscores
the utility of entanglement.

The proof of R∗
u and R∗

e as presented in Theorem 2
and Theorem 3 is provided in Appendix C, Appendix D,
respectively, and is based on equivalent alternative (less ef-
ficiently computable but more easily provable) forms that are
established next.

Theorem 4 (Equivalent forms). The regions defined in (23)
and (24) are the same, i.e., R1(·) = R2(·), where the
parameters (D,α[2], β[2], γ[2], θ[2], π[2]) are suppressed as (·).
Therefore, Theorems 2 and 3 are equivalently stated as

R∗
u = R2(d, α[2], β[2], γ[2], θ[2], π[2]), (28)

R∗
e = R2(d

2, α[2], β[2], γ[2], θ[2], π[2]). (29)

Theorem 4 will be proved along with the following observa-
tions O2 – O5 in Appendix A.

For insights, let us present some observations that are
implied by Theorems 2, 3, 4 (see Appendix A for derivations),
and some numerical examples. In the following we use R to
refer to the region R1 and R2, as they are proved the same.
O1: Typical R(·) regions, with and without (R,Pe) tradeoffs,

are as illustrated in Fig. 2.
O2: Closed form expression for the maximum rate can be

obtained as, Rmax = −(ᾱ + β̄) log2[(ᾱ + β̄)/D] + (ᾱ +
β̄/D) log2(ᾱ+ β̄/D) + D−1

D β̄ log2(β̄/D).
O3: Closed form expression for the minimum probability of

detection error is Pe,min = min{π1(α1 + β1/D), π2(α2 +
β2/D)}+ D−1

D min{π1β1, π2β2}+min{π1γ1, π2γ2}.
O4: Rmax is attainable as long as Pe ≥ min{π1(α1 +
β1), π2(α2 + β2)}+min{π1γ1, π2γ2} ≜ Pe,∗.
O5: Each of the following conditions is sufficient for R(·)

to have no trade-off between R and Pe.
1) π1α1 = π2α2.
2) (π1α1 > π2α2) and (pth ≤ 0 or pth ≥ 1), where pth ≜

π2β2−π1β1

(π1α1−π2α2)D
.

Example 1. Let d = 16, (α1, β1, γ1) = (1, 0, 0),
(α2, β2, γ2) = (0, 1, 0), π1 = π2 = 0.5. The physical assump-
tion for this setting is that when an obstacle (e.g., detection tar-
get) is absent, the channel is noiseless, and when the obstacle
is present, it totally breaks the channel and the receiver sees
a uniformly random output. Fig. 3 illustrates R∗

u and R∗
e for

(θ1, θ2) ∈ {(0.01, 0.99), (0.02, 0.98), (0.05, 0.95)}. For these
cases, a larger θ1 implies a better communication quality of
the overall channel N . For unentangled protocols, the commu-
nication rate is non-zero if and only if Pe ≥ 1/32 ≈ 0.0312,
whereas entangled protocols achieve a non-zero communi-
cation rate by superdense coding if Pe ≥ 1/512 ≈ 0.002.
The ratio between the two thresholds is d, which resembles
the signal-to-ratio enhancement by entanglement observed in
[2]. At Pe = 0.0312, for θ1 = 0.01, 0.02, 0.05, entangled
protocols already achieve a rate approximately 9.6, 7.5, 5.0
times (respectively) the optimal rate of unentangled protocols
at Pe = 0.5. This rate gain factor is larger when θ1 is
smaller, i.e., when N is worse for communication. It can be
analytically shown (similar to [4]) that the limit of the rate
gain at Pe = 0.5 for entangled vs unentangled protocols is
d+ 1 as θ1 → 0.

Example 2. Let d = 16, θ1 = θ2 = 0.5,
(α1, β1, γ1) = (0.8, 0.1, 0.1), π1 = π2 = 0.5.
Fig. 4 illustrates R∗

u and R∗
e for (α2, β2, γ2) ∈

{(0.2, 0.7, 0.1), (0.4, 0.5, 0.1), (0.6, 0.3, 0.1), (0.8, 0.1, 0.1)}.
For these cases, a larger α2 implies a better communication
quality of the overall channel N . Note that as α2 becomes
closer to α1 = 0.8, the two channel states become more
similar, which hurts the detection performance, whereas a
larger α2 helps the communication performance because the
overall channel is better for communication.

III. JCID WITH UNRELIABLE ENTANGLED RESOURCE

In the JCID framework, we assume the systems
B1, B2, · · · , BT keep intact during the evolution of the sys-
tems A1, A2, · · · , AT . Indeed, in deriving the achievability
result of Theorem 3, the superdense coding protocol is in-
voked, which requires the transmitter and the receiver to share
a batch of maximally entangled states (d-ary Bell states).
Practically, entanglement is a vulnerable resource and may be
hard to preserve. To study how the protocol performs when the

Pe

R

O
Pe,min Pe,∗

Rmax

Trade-off between R and Pe

Pe

R

O
Pe,min (Pe,∗)

Rmax

No trade-off between R and Pe

Fig. 2: Two typical R(·) regions are shown (dotted areas). For the case on the LHS, there is an interval of Pe in which (the
highest) R is strictly increasing with respect to Pe. We say that there is a trade-off between R and Pe within this interval. For
the case shown on the RHS, there is no such trade-off.
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0
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0.04

0.06

0.08

0.1

0.12

0.14

Fig. 3: Corresponding to Example 1, highest R is shown with
respect to Pe for R∗

u (tight for unentangled protocols, dashed
curves) and for R∗

e (achievable for entangled protocols, solid
curves). We note that for each θ1, the proposed entangled
protocol achieves a higher rate than the corresponding capacity
of unentangled protocols, for any detection error probability.

0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55
0

1

2

3

4

5

6

7

Fig. 4: Corresponding to Example 2, highest R is shown with
respect to Pe for R∗

u and R∗
e .

entanglement is unreliable, we consider the following model
building upon the JCID framework. Specifically, we assume
that the transmitter and the receiver can share unlimited
common randomness (as is also allowed by the JCID protocol,
see Remark 1), and we model the unreliable entanglement as
depolarizing channels applied to B̄1, B̄2, · · · , B̄T , with a cer-
tain probability. See Fig. 5 for an explanation. Mathematically,

NB(ρ) = α̃ρ+ β̃Ib/b, (30)

where α̃, β̃ are coefficients in [0, 1] and α̃ + β̃ = 1. The
framework does not pose constraints on the dimension of Bt’s,
i.e., b can be arbitrarily large. Denote R∗

ue as the region of all

B̄1

B̄2
...

B̄T

NB

NB
...

NB

(To measurements)

Z
(Common randomness)

(To Transmitter)

Fig. 5: Modeling unreliable entangled resource by passing
receiver-side entangled quantum resources B̄1, B̄2, · · · , B̄T

through (independent) depolarizing channels NB .

achievable (R,Pe) tuples in the framework with unreliable
entangled resource.

A. Result

Define

α̈s ≜ αsα̃, β̈s ≜ αsβ̃ + βs, ∀s ∈ {1, 2}, (31)

and

¯̈α ≜
∑

s∈{1,2}

θsα̈s,
¯̈
β ≜

∑
s∈{1,2}

θsβ̈s. (32)

It can be verified that α̈s+ β̈s+γs = 1 for s ∈ {1, 2} and that
¯̈α+

¯̈
β + γ̄ = 1. We are able to establish the following inner-

bound on R∗
ue with respect to d, {α̈s, β̈s, γ̈s, θs, πs}s∈{1,2}.

Theorem 5. R∗
ue ⊇ conv(Rsdc ∪R∗

u), where

Rsdc = R1(d
2, α̈[2], β̈[2], γ[2], θ[2], π[2]). (33)

with R1(·) defined as in (23).

The proof is given in Section D, based on the equivalent form
R2.

Example 3. Let d = 16, (α1, β1, γ1) = (1, 0, 0),
(α2, β2, γ2) = (0, 1, 0), π1 = π2 = 0.5. These parameters
are the same as Example 1. For the rest of the parameters,
we compare the cases for (α̃, β̃) = (0.95, 0.05), (α̃, β̃) =
(0.8, 0.2), (α̃, β̃) = (0.5, 0.5), i.e., with decreasingly reli-
able entanglement, for (θ1, θ2) ∈ {(0.95, 0.05), (0.5, 0.5)} as
shown in Fig. 6. Note that the achievable region obtained with
unreliable entanglement can still be significantly larger than
that obtained with unentangled protocols for a wide range of
α̃ (which models the reliability of entanglement). This shows
that unreliable entanglement is still useful in improving the
performance of communication and instantaneous detection.
Unreliable entanglement can have a stronger impact on Pe,min

than on Rmax. For example, for θ1 = 0.05 (LHS), Pe,min at
α̃ = 0.95 is already very close to the Pe,min for unentangled
protocols, whereas Rmax at α̃ = 0.95 is still close to the
Rmax for protocols with reliable entanglement. The compar-
ison between the LHS and RHS shows that the gain from
unreliable entangled resource may be less significant when
the channel is better for communication. For example, in RHS
(good channel), the region with unreliable entanglement at
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(a) (θ1, θ2) = (0.05, 0.95)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

(b) (θ1, θ2) = (0.5, 0.5)

Fig. 6: Corresponding to Example 3, highest R is shown with respect to Pe for R∗
e (Theorem 3), conv(Rsdc ∪R∗

u)) (Theorem
5) and R∗

u (Theorem 2).

α̃ = 0.5 is very close to the region with unentangled protocols,
whereas in LHS (bad channel), the two regions are still mostly
distinguishable (for a large range of Pe).

IV. CONCLUSION

The finding of significant performance gain from quantum
entanglement simultaneously for both communication and
instantaneous detection is an encouraging outcome, especially
since the gain is accessible through relatively simple entangled
protocols over the best unentangled scheme. Generalizations,
e.g., to non-binary, non i.i.d. channel states, and two-phase
coding schemes, are likely to be challenging but are well-
motivated by this work. This work also motivates future efforts
towards understanding the utility of quantum entanglement for
generalized communication, detection and estimation tasks,
especially in distributed/multiuser/network settings [22] where
the utility of entanglement could potentially be further ampli-
fied.

APPENDIX A
PROOFS OF O2 – O5 AND THEOREM 4

In the following, given any PX ∈ P[D], define the compact
notation PX(i) ≜ pi for i ∈ [D], and p ≜ (p1, p2, · · · , pD).
Let us recall the definition of R2 from (24) into (34), wherein
we define R(p) and Pe(p) to represent the bounds on R and
Pe, respectively, given a distribution p ∈ P[D].

A. Proof of O2

For k ∈ [D], let p(k) = (pk, pk+1, · · · , pD, p1, · · · , pk−1)
be a cyclic permutation of p. Note that p = p(1). Due to
the symmetry in the definition of R(p), R(p(k)) = R(p) for
k ∈ [D]. It can be verified that R(p) is concave with respect
to p. It follows that

R([1/D, 1/D, · · · , 1/D]) = R
(
(1/D)

∑
k∈[D]

p(k)
)

≥ (1/D)
∑
k∈[D]

R(p(k)) = R(p). (35)

Therefore, the bound R(p) for R is maximized when p =
[1/D, 1/D, · · · , 1/D]. This yields

Rmax = −(ᾱ+ β̄) log2[(ᾱ+ β̄)/D]

+ (ᾱ+ β̄/D) log2(ᾱ+ β̄/D) +
D − 1

D
β̄ log2(β̄/D), (36)

which proves O2.

B. Proof of O3
The bound for Pe is

Pe(p) =
∑
i∈[D]

min
{
π1α1pi + π1β1/D︸ ︷︷ ︸

f1(pi)

, π2α2pi + π2β2/D︸ ︷︷ ︸
f2(pi)

}
+min

{
π1γ1, π2γ2

}
(37)

R2(·) ≜ conv


(R,Pe) :
∃p = (p1, p2, · · · , pD) ∈ P[D]

R ≤ −
∑

i∈[D]

(
ᾱpi + β̄/D

)
log2

(
ᾱpi + β̄/D

)
+(ᾱ+ β̄/D) log2(ᾱ+ β̄/D) + (D − 1)(β̄/D) log2(β̄/D) ≜ R(p)

Pe ≥
∑

i∈[D] mins∈{1,2}
{
πsαspi + πsβs/D

}
+min

{
π1γ1, π2γ2

}
≜ Pe(p)

 . (34)
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=
1

2

∑
i∈[D]

(
f1(pi) + f2(pi)

)
+min

{
π1γ1, π2γ2

}
− 1

2

∑
i∈[D]

|f1(pi)− f2(pi)| (38)

=
1

2

(
π1(α1 + β1) + π2(α2 + β2)

)
+min

{
π1γ1, π2γ2

}
− 1

2

∑
i∈[D]

|f1(pi)− f2(pi)|︸ ︷︷ ︸
F (p)

. (39)

In (37), we define the functions fs(p) ≜ πsαsp+πsβs/D for
s ∈ {1, 2}. Step (38) is because min{u, v} = (1/2)(u + v −
|u − v|) for reals u, v. In (39), we define the function F (p).
For i ∈ [D], let e(i) be the ith row of the identity matrix Id.
Then due to symmetry F (e(i)) = F (e(1)) for i ∈ [D]. Since
sum of convex functions is convex, we obtain that F (p) is
convex with respect to p. Therefore,

F (p) = F
( ∑

i∈[D]

pie
(i)
)
≤
∑
i∈[D]

piF (e(i)) = F (e(1)). (40)

It follows from (39) that

Pe(p) ≥
1

2

(
π1(α1 + β1) + π2(α2 + β2)

)
+min

{
π1γ1, π2γ2

}
− 1

2
F (e(1)) (41)

= min{π1(α1 + β1/D), π2(α2 + β2/D)}

+
D − 1

D
min{π1β1, π2β2}+min{π1γ1, π2γ2} (42)

= Pe,min, (43)

and the inequality is saturated by letting p = e(1). This proves
O3.

C. Proof of O4
Plugging in p = [1/D, 1/D, · · · , 1/D], we obtain that

R(p) = Rmax, (44)
Pe(p) = min{π1(α1 + β1), π2(α2 + β2)}+min{π1γ1, π2γ2}.

(45)

Therefore, as long as Pe ≥ min{π1(α1+β1), π2(α2+β2)}+
min{π1γ1, π2γ2}, R = Rmax is attainable in R2(·). This
proves O4.

D. Proof of O5
In (37), note that f1(p) and f2(p) are monotonic linear

functions with respect to p ∈ [0, 1]. For the special case of
π1α1 = π2α2, we observe that Pe(p) is independent of p (be-
cause

∑
i pi = 1), which makes Pe(p) a constant. Recall that

R(p) is maximized to Rmax for p = [1/D, 1/D, · · · , 1/D].
This means there is no trade-off between R and Pe in R2(·).
Next consider π1α1 ̸= π2α2. Due to symmetry, without loss of
generality let us say π1α1 > π2α2. Define a threshold value,

pth ≜
π2β2 − π1β1

(π1α1 − π2α2)D
. (46)

It follows that,

min{f1(pi), f2(pi)} =

{
f1(pi), if pi ≤ pth

f2(pi), if pi ≥ pth
. (47)

Note that if pth ≤ 0, or pth ≥ 1, Pe(p) is again independent
of p, reducing to the previous case. This proves O5.

E. Proof of Theorem 4

The only case when Pe(p) can depend on p is when
0 < pth < 1. In such cases, p can simultaneously affect
Pe(p) and R(p). We next show that it is without loss of
generality to consider p = [p1, · · · , pD] that has at most two
distinct values. This will prove that the regions R1 and R2

are identical and thus prove Theorem 4, as R1 is obtained
from R2 by restricting p ∈ P[D] to the smaller set P(D),
i.e., distributions with at most two distinct values. Given a
general p = [p1, · · · , pD] that may have more than two distinct
values, let I1 = {i : pi ≤ pth}, and I2 = [D] \ I1. Consider
p′ = [p′1, · · · , p′D] such that∑

i∈I1

pi =
∑
i∈I1

p′i,
∑
i∈I2

pi =
∑
i∈I2

p′i, (48)

and suppose p′i is uniform over I1 (equal to some p′1 ≤ pth)
and is also uniform (equal to some p′2 > pth) over I2. In other
words, p′i over I1 is equal to the average value of pi over I1,
and p′i over I2 is equal to the average value of pi over I2. Note
that f1(p)−f2(p) is also monotonic with respect to p ∈ [0, 1].
Since f1(pi) − f2(pi) ≤ 0 for all i ∈ I1 by definition, we
have f1(p

′
i) − f2(p

′
i) ≤ 0 for all i ∈ I1. Similarly, since

f1(pi)−f2(pi) > 0 for all i ∈ I2, we have f1(p′i)−f2(p′i) > 0
for all i ∈ I2.

Similar to the concavity argument in the proof of O2 we
have that R(p) ≤ R(p′). Meanwhile,

Pe(p) =
∑
i∈[D]

min
{
f1(pi), f2(pi)

}
+min

{
π1γ1, π2γ2

}
=

∑
i∈I1

f1(pi) +
∑
i∈I2

f2(pi) + min
{
π1γ1, π2γ2

}
(49)

=
∑
i∈I1

f1(p
′
i) +

∑
i∈I2

f2(p
′
i) + min

{
π1γ1, π2γ2

}
(50)

=
∑
i∈[D]

min
{
f1(p

′
i), f2(p

′
i)
}
+min

{
π1γ1, π2γ2

}
(51)

= Pe(p
′). (52)

Step (50) follows from (48) and the linearity of f1, f2. Step
(52) is because f1(p′i) ≤ f2(p

′
i) if i ∈ I1 and f1(p′i) > f2(p

′
i)

if i ∈ I2. We conclude that p′ is not restricting the bounds
R and Pe and therefore considering p′ (that has at most two
values) will not change the region R2(·). This proves Theorem
4

APPENDIX B
PROOF OF THEOREM 1

In this section we only consider unentangled protocols. For
an unentangled protocol, the initial state ρA1B1A2B2···ATBT

has the form
∑

z∈Z λzρA1|z⊗ρB1|z⊗· · ·⊗ρAT |z⊗ρBT |z for
some finite set Z , such that for all z ∈ Z , λz ≥ 0,

∑
z∈Z λz =

1, and ρAt|z ∈ D(Ha), ρBt|z ∈ D(Hb) for all t ∈ [T ].
Equivalently, let Z be a random variable over Z with

distribution Pr(Z = z) ≜ PZ(z) = λz for z ∈ Z . Consider
ZA1B1A2B2 · · ·ATBT as a classical-quantum system with
density operator

ρZA1B1A2B2···ATBT
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=
∑
z∈Z

PZ(z) |z⟩ ⟨z| ⊗ ρA1|z ⊗ ρB1|z ⊗ · · · ⊗ ρAT |z ⊗ ρBT |z.

(53)

Then the partial state for A1B1 · · ·ATBT matches
ρA1B1···ATBT

. Note that since the initial state is prepared in
advance, Z is independent of the message W . The following
observations will be useful for the proof.

1) Conditioned on W = w ∈ [M ], Z = z ∈ Z ,

ωA′′
1 B1···A′′

TBT |w,z

= ωA′′
1 |w,z ⊗ ρB1|z ⊗ · · · ⊗ ωA′′

T |w,z ⊗ ρBT |z. (54)

2) Thus, conditioned on Z = z ∈ Z , for t ∈ [T ],

ωWA′′
t Bt|z =

( 1

M

∑
w∈[M ]

|w⟩ ⟨w| ⊗ ωA′′
t |w,z

)
⊗ ρBt|z.

(55)

3) Conditioned on Z = z ∈ Z and St = s ∈ {1, 2}, for
t ∈ [T ],

ωA′′
t Bt|s,z = ωA′′

t |s,z ⊗ ρBt|z. (56)

Let hb(Pc) = H([Pc, 1 − Pc]) denote the binary entropy
function. Thus, we have,

(1− Pc) log2 M − hb(Pc)

≤ I(W ; Ŵ ) (57)

≤ I(W ;A′′
1B1 · · ·A′′

TBT )ω (58)

≤ I(W ;A′′
1B1 · · ·A′′

TBT | Z)ω (59)

= H(A′′
1B1 · · ·A′′

TBT | Z)ω − H(A′′
1B1 · · ·A′′

TBT | W,Z)ω
(60)

≤
∑
t∈[T ]

H(A′′
t Bt | Z)ω − H(A′′

1B1 · · ·A′′
TBT | W,Z)ω (61)

=
∑
t∈[T ]

H(A′′
t Bt | Z)ω −

∑
t∈[T ]

H(A′′
t Bt | W,Z)ω (62)

≤ T × I(W ;A′′
t∗Bt∗ | Z)ω t∗ ≜ argmax

t
I(W ;A′′

t Bt | Z)ω

(63)

= T × I(W ;A′′
t∗ | Z)ω (64)

= T ×
∑
z∈Z

λz

(
H
(
N (σA′

t∗ |z)
)
− 1

M

∑
w∈[M ]

H
(
N (σA′

t∗ |w,z)
))

.

(65)

Step (57) uses Fano’s inequality. Step (58) follows from
Holevo’s theorem [23]. Step (59) follows from strong subaddi-
tivity of von-Neumann entropy, and the independence between
W and Z. Step (60) is by the definition of mutual information.
Step (61) follows from subadditivity of von-Neumann entropy.
Step (62) is because conditioned on W = w,Z = z,
A′′

1B1, A
′′
2B2, · · ·A′′

TBT are independent as shown by (54).
Step (64) is because WA′′

t is independent of Bt given Z (see
(55)) for all t ∈ [T ] and thus for t∗ as well.

Meanwhile (e.g., from [20, Ex. 9.1.7]), the detection metric
at time slot t is

P t
d ≥ 1

2

(
1− ∥π1ωA′′

t Bt|St=1 − π2ωA′′
t Bt|St=2∥1

)
(66)

=
1

2

(
1− ∥

∑
z∈Z

λz

(
π1ωA′′

t Bt|St=1,z − π2ωA′′
t Bt|St=2,z

)
∥1
)
(67)

=
1

2

(
1− ∥

∑
z∈Z

λz

(
π1ωA′′

t |St=1,z − π2ωA′′
t |St=2,z

)
⊗ ρBt|z∥1

)
(68)

≥ 1

2

(
1−

∑
z∈Z

λz∥
(
π1ωA′′

t |St=1,z − π2ωA′′
t |St=2,z

)
⊗ ρBt|z∥1

)
(69)

=
1

2

(
1−

∑
z∈Z

λz∥
(
π1ωA′′

t |St=1,z − π2ωA′′
t |St=2,z

)
∥1
)

(70)

=
∑
z∈Z

λz

(
1

2

(
1− ∥

(
π1ωA′′

t |St=1,z − π2ωA′′
t |St=2,z

)
∥1
))

(71)

=
∑
z∈Z

λz

(
1

2

(
1− ∥

(
π1N (1)(σA′

t|z)− π2N (2)(σA′
t|z
)
∥1
))

.

(72)

Step (68) is because of (56). Step (69) follows from the
convexity of trace norm. Step (70) is because ∥ρBt|z∥1 =
1,∀z ∈ Z and for normal A,B, with eigenvalues {λiA}i and
{λjB}j , respectively, we have ∥A∥1 × ∥B∥1 =

(∑
i |λiA|

)
×(∑

j |λ
j
B |
)

=
∑

i,j |λiAλ
j
B | = ∥A ⊗ B∥1 where the last

step follows from the fact that ∥A ⊗ B∥1 is normal and has
eigenvalues {λiAλ

j
B}i,j .

Therefore,

Pd = max
t∈[T ]

P t
d

≥
∑
z∈Z

λz

(
1

2

(
1− ∥

(
π1N (1)(σA′

t∗ |z)− π2N (2)(σA′
t∗ |z)

)
∥1
))

,

(73)

for the same t∗ defined in (63).
By definition, if (R,Pe) is achievable, then for any ϵ >

0, there exists a protocol with (M,T, Pc, Pd) such that
(log2M)/T ≥ R − ϵ, Pc < ϵ, Pd ≤ Pe. Since (65) and
(73) hold for any protocol, it follows that if (R,Pe) is
achievable, then for any 0.5 ≥ ϵ > 0, there exists M ∈ N, a
finite set Z , a set of non-negative real coefficients {λz}z∈Z
such that

∑
z∈Z λz = 1, and a set of density operators

{σA′
t∗ |w,z ∈ D(Hd)}w∈[M ],z∈Z such that{

(1− ϵ)(R− ϵ)− hb(ϵ) ≤ RHS of (65)
Pe ≥ RHS of (73) . (74)

This implies that any achievable (R,Pe) is inside

conv



(R,Pe) :
∃M ∈ N, σ1, σ2, · · · , σM ∈ D(Hd),

σ ≜ 1
M

∑
w∈[M ] σw,

R ≤ H(N (σ))− 1
M

∑
w∈[M ] H(N (σw)),

Pe ≥ 1
2

(
1− ∥π1N (1)(σ)− π2N (2)(σ)∥1

)


. (75)

This concludes the proof of Theorem 1.

APPENDIX C
PROOF OF THEOREM 2

A. Converse proof for Theorem 2

We first prove R∗
u ⊆ R(d) for the IDE channels defined

in Section II-B. The proof starts by applying Theorem 1.
Let σ = UPU†, P = diag([p1, p2, · · · , pd]) be the spectral
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decomposition of σ. Therefore 0 ≤ pi ≤ 1,∀i ∈ [d] and
p1 + · · ·+ pd = 1. We have,

N (σ) = (θ1α1 + θ2α2)︸ ︷︷ ︸
ᾱ

σ ⊞ (θ1β1 + θ2β2)︸ ︷︷ ︸
β̄

Id/d

⊞ (θ1γ1 + θ2γ2)︸ ︷︷ ︸
γ̄

|0⟩ ⟨0| (76)

= ᾱUPU† ⊞ β̄UU†/d ⊞ γ̄ |0⟩ ⟨0| , (77)

and thus,

H(N (σ))

= H([p1ᾱ+ β̄/d, p2ᾱ+ β̄/d, · · · , pdᾱ+ β̄/d, γ̄]). (78)

Similarly, for w ∈ [M ], let σw =

Uw diag([p
(w)
1 , · · · , p(w)

d ])U†
w. Note that 0 ≤ p

(w)
i ≤

1,∀i ∈ [d] and that p(w)
1 + · · ·+ p

(w)
d = 1. We have,

H(N (σw))

= H([p
(w)
1 ᾱ+ β̄/d, p

(w)
2 ᾱ+ β̄/d, · · · , p(w)

d ᾱ+ β̄/d, γ̄])
(79)

≥ p
(w)
1 H([ᾱ+ β̄/d, β̄/d, · · · , β̄/d, γ̄])

+ p
(w)
2 H([β̄/d, ᾱ+ β̄/d, · · · , β̄/d, γ̄])

+ · · ·+ p
(w)
d H([β̄/d, β̄/d, · · · , ᾱ+ β̄/d, γ̄]) (80)

= (p
(w)
1 + · · ·+ p

(w)
d )H([ᾱ+ β̄/d, β̄/d, · · · , β̄/d, γ̄]) (81)

= H([ᾱ+ β̄/d, β̄/d, · · · , β̄/d, γ̄]). (82)

Step (80) follows from the concavity of entropy. Therefore,

R ≤ H([p1ᾱ+ β̄/d, p2ᾱ+ β̄/d, · · · , pdᾱ+ β̄/d, γ̄])

− H([ᾱ+ β̄/d, β̄/d, · · · , β̄/d, γ̄]) (83)

= −
∑
i∈[d]

(
ᾱpi + β̄/d

)
log2

(
ᾱpi + β̄/d

)
+ (ᾱ+ β̄/d) log2(ᾱ+ β̄/d) + (d− 1)(β̄/d) log2(β̄/d). (84)

Meanwhile,

Pe ≥
1

2

(
1− ∥π1N (1)(σ)− π2N (2)(σ)∥1

)
(85)

=
1

2

(
1− ∥(π1α1 − π2α2)σ + (π1β1 − π2β2)Id/d

+ (π1γ1 − π2γ2) |0⟩ ⟨0| ∥1
)

(86)

=
1

2

(
1− ∥U(π1α1 − π2α2)PU† + U(π1β1 − π2β2)/dU

†

+ (π1γ1 − π2γ2) |0⟩ ⟨0| ∥1
)

(87)

=
1

2

(
1−

∑
i∈[d]

(
|(π1α1 − π2α2)pi + (π1β1 − π2β2)/d|

)
− |π1γ1 − π2γ2|

)
(88)

=
1

2

(
1 + 2

∑
i∈[d]

min
{
π1α1pi + π1β1/d, π2α2pi + π2β2/d

}
−
∑
i∈[d]

(π1α1pi + π1β1/d+ π2α2pi + π2β2/d)

+ 2min
{
π1γ1, π2γ2

}
− (π1γ1 + π2γ2)

)
(89)

=
∑
i∈[d]

min
{
π1α1pi + π1β1/d, π2α2pi + π2β2/d

}
+min

{
π1γ1, π2γ2

}
. (90)

Step (88) is because ∥ŪAŪ†∥1 = ∥A∥1 for any diagonal
matrix A and unitary matrix Ū and we consider Ū = [ U 0

0 1 ].
To see Step (89), note that for any two real numbers u, v,
we have |u − v| = u + v − 2min{u, v}. Note that pi can be
considered as the value of PX(i) for i ∈ [d], where PX ∈ P[d].
According to Theorem 1, we obtain that,

R∗
u ⊆ conv


(R,Pe) :
∃PX ∈ P[d], pi = PX(i),∀i ∈ [d]
R ≤ RHS of (84)
Pe ≥ RHS of (90)

 (91)

= R2(d, α[2], β[2], γ[2], θ[2], π[2]). (92)

B. Achievability proof for Theorem 2

We next show that R∗
u ⊇ R2(d, α[2], β[2], γ[2], θ[2], π[2]).

From Remark 1 we know that the framework allows arbitrary
common randomness shared between the transmitter and the
receiver. Let Z denote this random variable shared between
the transmitter and the receiver. The distribution of Z is
to be designed later. In the following we will use a purely
classical strategy for the proof of achievability, and therefore
the protocol considered is unentangled. Given a distribution
PX ∈ P[d], and M,T ∈ N, let CM×T be the set of M × T
matrices with elements in [d]. Each element of CM×T is
referred to as a codebook. The transmitter and the receiver
use the common randomness Z to pick a random codebook
C. To do this, let Xw,t be the (w, t)th entry of C. Then
Xw,t is generated independently for w ∈ [M ], t ∈ [T ], with
distribution determined as Pr(Xw,t = x) = PX(x) for x ∈ [d]
and for each Xw,t. Therefore, Z should have C as one of its
components. Suppose the transmitter and the receiver pick the
codebook C = C. Let xw,t denote the (w, t)th entry of C.
The encoding process is such that for message w ∈ [M ],
the transmitter at time slot t ∈ [T ] sets Ā′

t to the state
σĀ′

t|xw,t
= |xw,t⟩ ⟨xw,t|. Ā′

t then goes through the channel
N (St), so that A′

t evolves into A′′
t . Further conditioned on

St = s for s ∈ {1, 2}, A′′
t is in the mixed state,

ωA′′
t |xw,t,St=s

= αs |xw,t⟩ ⟨xw,t| ⊞ (βs/d)Id ⊞ γs |0⟩ ⟨0| (93)

= αs |xw,t⟩ ⟨xw,t| ⊞ (βs/d)
∑
k∈[d]

|k⟩ ⟨k| ⊞ γs |0⟩ ⟨0|

(94)
= (αs + βs/d) |xw,t⟩ ⟨xw,t|

⊞
∑

k∈[d],k ̸=xw,t

(βs/d) |k⟩ ⟨k| ⊞ γs |0⟩ ⟨0| . (95)

The receiver at time slot t measures A′′
t B̄t on the PVM

{|y⟩ ⟨y|}y∈[0:d], with the classical output labeled as Yt =
y ∈ [0 : d]. (Yt = 0 means the received system is erased.)
According to (95), the conditional probability

Pr(Yt = y | Xw,t = x, St = s)

=


αs + βs/d, y = x

βs/d, y = x′, ∀x′ ∈ [d] \ {x}
γs, y = 0,

, (96)
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for x ∈ [d], s ∈ {1, 2}, y ∈ [0 : d]. Since Xw,t is independent
of St, it follows that

Pr(Yt = y | St = s)

=
∑
x∈[d]

Pr(Xw,t = x) Pr(Yt = y | Xw,t = x, St = s) (97)

=
∑
x∈[d]

PX(x) Pr(Yt = y | Xw,t = x, St = s) (98)

=

{
αsPX(y) + βs/d, y ∈ [d]

γs, y = 0
, (99)

for y ∈ [0 : d].
Given Yt = y, let the detection rule be

Ŝt(y)

=

{
1, if π1 Pr(Yt = y | St = 1) ≥ π2 Pr(Yt = y | St = 2)

2, if π1 Pr(Yt = y | St = 1) < π2 Pr(Yt = y | St = 2)
,

(100)

which is the MAP detector with respect to prior distribution
(π1, π2). We obtain the detection metric at time slot t,

P t
d =

∑
y∈[0:d]

min
s∈{1,2}

{
πs Pr(Yt = y | St = s)

}
(101)

=
∑
y∈[d]

min
{
π1α1PX(y) + π1β1/d, π2α2PX(y) + π2β2/d

}
+min

{
π1γ1, π2γ2

}
. (102)

Since P t
d is the same across t, the worst case over T time slots

is equal to the average case, Pd = P t
d .

Next, for the communication task, again since Xw,t is
independent of St, it follows from (96) that,

Pr(Yt = y | Xw,t = x)

=
∑

s∈{1,2}

Pr(St = s) Pr(Yt = y | Xw,t = x, St = s) (103)

=


θ1(α1 + β1/d) + θ2(α2 + β2/d), y = x

θ1β1/d+ θ2β2/d, y = x′, ∀x′ ∈ [d] \ {x}
θ1γ1 + θ2γ2 y = 0

(104)

=


ᾱ+ β̄/d, y = x

β̄/d, y = x′, ∀x′ ∈ [d] \ {x}
γ̄ y = 0

. (105)

Consider a classical channel PY |X(y | x) which has the same
conditional probability distribution as Pr(Yt = y | Xw,t =
x). From classical information theory, if (log2M)/T <
I(X;Y )PY |XPX

= −
∑

i∈[d]

(
ᾱPX(i) + β̄/d

)
log2

(
ᾱPX(i) +

β̄/d
)
+(ᾱ+β̄/d) log2(ᾱ+β̄/d)+(d−1)(β̄/d) log2(β̄/d), then

there exists a decoder with Pc arbitrarily small as T → ∞.
Together with (102), this shows that any (R,Pe) in

(R,Pe) :
∃PX ∈ P[d]

R ≤ −
∑

i∈[d]

(
ᾱPX(i) + β̄/d

)
log2

(
ᾱPX(i) + β̄/d

)
+(ᾱ+ β̄/d) log2(ᾱ+ β̄/d) + (d− 1)(β̄/d) log2(β̄/d)

Pe ≥
∑

i∈[d] mins∈{1,2}
{
πsαsPX(i) + πsβs/d

}
+min

{
π1γ1, π2γ2

}


is achievable.

Finally, given two series of such protocols that achieve
(R(1), P

(1)
e ) and (R(2), P

(2)
e ), respectively, by concatenating

them in time and interleaving the time slots (in a random man-
ner), it can be shown that for any positive λ1, λ2, λ1+λ2 = 1,

(λ1R
(1) + λ2R

(2), λ1P
(1)
e + λ2P

(2)
e ), (106)

is achievable as well. This accounts for the convex hull
operation. Therefore, we conclude that any

(R,Pe) ∈ R2(d, α[2], β[2], γ[2], θ[2], π[2]), (107)

is achievable by unentangled protocols. This concludes the
proof of Theorem 2.

APPENDIX D
PROOFS OF THEOREM 3 AND THEOREM 5

To prove these theorems, we first recall the superdense
coding protocol [21], [20, Sec. 6.5.2].
Superdense coding: Given d ∈ N, for (i, j) ∈ [0 : d − 1]2,
define |ϕi,j⟩ ∈ HA

d ⊗HB
d as the state for two d-ary quantum

systems A,B, such that,{
|ϕ0,0⟩ = 1√

d

(
|1⟩A |1⟩B + |2⟩A |2⟩B + · · ·+ |d⟩A |d⟩B

)
|ϕi,j⟩ = (XiZj ⊗ Id) |ϕ0,0⟩ ,∀(i, j) ∈ [0 : d− 1]2

,

(108)

where {|1⟩A , · · · , |d⟩A}, {|1⟩B , · · · , |d⟩B} denote the sets of
computational basis vectors for HA

d and HB
d , respectively. X

and Z are the d-ary Pauli X and Pauli Z gates, defined such
that ∀k ∈ [d],

X |k⟩ =

{
|k + 1⟩ , ∀k ∈ [d− 1]

|1⟩ , k = d
, Z |k⟩ = ei2π(k−1)/d |k⟩ .

(109)

It is known (e.g., see [20, Sec. 6.5.2]) that {|ϕi,j⟩}(i,j)∈[0:d−1]2

constitute a set of orthonormal basis vectors for HA
d ⊗HB

d and
each of the states |ϕi,j⟩ is maximally entangled.

A. Proof of Theorem 3
From Remark 1 we know that the framework allows arbi-

trary common randomness shared between the transmitter and
the receiver. We choose the initial state shown in Remark 1
as,

ρA1B1···ATBT = ρZA1
Ā1B̄1ZB1

···ZAT
ĀT B̄TZBT

(110)

=
∑
z∈Z

PZ(z)

T⊗
t=1

(
|z⟩ ⟨z|ZAt

⊗ |ϕ0,0⟩ ⟨ϕ0,0|ĀtB̄t
⊗ |z⟩ ⟨z|ZBt

)
.

(111)

In other words, such a protocol starts by distributing T copies
of the pure state |ϕ0,0⟩ to the transmitter and the receiver,
and allows the two parties to share the classical common
randomness Z (to be designed later).

With this we are ready to construct the protocol. For x ∈
[d2], let

ix ≜ ⌊(x− 1)/d⌋, jx ≜ (x− 1) mod d, (112)

so that there is a one-to-one correspondence between x ↔
(ix, jx), where x ∈ [d2] and (ix, jx) ∈ [0 : d − 1]2. Given a
distribution PX ∈ P[d2], and M,T ∈ N, let CM×T be the
set of M × T matrices with elements in [d2]. Proceeding
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similarly as in the achievability proof of Theorem 2, each
element of CM×T is referred to as a codebook, and a random
codebook C is chosen by the transmitter and receiver based on
their common randomness Z. Suppose the instance C = C is
chosen. Let xw,t denote the (w, t)th entry of C. For message
w ∈ [M ], the transmitter at time slot t ∈ [T ] applies the unitary
operator Xixw,tZjxw,t to Āt, so that ĀtB̄t evolves to Ā′

tB̄t and
the state is σĀ′

tB̄t|xw,t
= |ϕixw,t ,jxw,t

⟩ ⟨ϕixw,t ,jxw,t
| according

to (108). Let the output system of Et be A′
t = Ā′

t, which then
goes through the channel N (St), so that A′

tB̄t evolves into
A′′

t B̄t. Further conditioned on St = s for s ∈ {1, 2}, A′′
t B̄t is

in the mixed state,

ωA′′
t B̄t|xw,t,St=s

= αs |ϕixw,t ,jxw,t
⟩ ⟨ϕixw,t ,jxw,t

|⊞ (βs/d
2)Id2 ⊞ γs |0⟩ ⟨0|

(113)
= αs |ϕixw,t ,jxw,t

⟩ ⟨ϕixw,t ,jxw,t
|

⊞ (βs/d
2)

∑
(k,l)∈[0:d−1]2

|ϕk,l⟩ ⟨ϕk,l|⊞ γs |0⟩ ⟨0| (114)

= (αs + βs/d
2) |ϕixw,t ,jxw,t

⟩ ⟨ϕixw,t ,jxw,t
|

⊞
∑

(k,l)∈[0:d−1]2,(k,l)̸=(ixw,t ,jxw,t )

(βs/d
2) |ϕk,l⟩ ⟨ϕk,l|⊞ γs |0⟩ ⟨0| .

(115)

The receiver at time slot t measures A′′
t B̄t on the PVM

{|ϕk,l⟩ ⟨ϕk,l|}(k,l)∈[0:d−1]2∪{|0⟩ ⟨0|}, with the classical output
labeled as Yt = y ∈ [0 : d2] such that (iy, jy) = (k, l) if A′′

t

is not erased, and Yt = 0 if A′′
t is erased. According to (115),

the conditional probability,

Pr
(
Yt = y | Xw,t = x, St = s

)
=


αs + βs/d

2, y = x

βs/d
2, y = x′, ∀x′ ∈ [d2] \ {x}

γs, y = 0,

, (116)

for x ∈ [d2], s ∈ {1, 2}, y ∈ [0 : d2]. We observe that
the conditional distribution obtained in (116) is equal to that
in (96) by substituting d with d2. Similar to the arguments
from (96) to (107) (construction of the MAP detector (100),
existence of the decoder, time-sharing), we can show that any
(R,Pe) in R2(d

2, α[2], β[2], γ[2], θ[2], π[2]) is achievable.

B. Proof of Theorem 5
It suffices to show the achievability of Rsdc in the setting of

unreliable entanglement because the rest of the proof follows
from the achievability of R∗

u and time-sharing. Based on the
superdense coding protocol in the proof of Theorem 3 (Section
D), now consider that the quantum systems B̄1, B̄2, · · · , B̄T

undergo NB . It will be convenient to assume that NB are
applied before the superdense coding protocol is initiated.

Note that

NB(ρ) = α̃ρ+ β̃Id/d. (117)

Then instead of ρĀtB̄t
= |ϕ0,0⟩ ⟨ϕ0,0| as shown earlier in the

proof of Theorem 3, we now have

ρĀtB̄t
= (Id ⊗NB)(|ϕ0,0⟩ ⟨ϕ0,0|) = α̃ |ϕ0,0⟩ ⟨ϕ0,0|+ β̃Id2/d

2,
(118)

and thus conditioned on xw,t,

σĀ′
tB̄t|xw,t

= α̃ |ϕixw,t ,jxw,t
⟩ ⟨ϕixw,t ,jxw,t

|+ β̃Id2/d2. (119)

Similar to (113) we have that

ωA′′
t B̄t|xw,t,St=s

= αsσĀ′
tB̄t|xw,t

⊞ (βs/d
2)Id2 ⊞ γs |0⟩ ⟨0| (120)

= αsα̃︸︷︷︸
α̈s

|ϕixw,t ,jxw,t
⟩ ⟨ϕixw,t ,jxw,t

|⊞ (αsβ̃ + βs)︸ ︷︷ ︸
β̈s

/d2 ⊞ γs |0⟩ ⟨0| ,

(121)

which is (113) with αs, βs replaced as α̈s, β̈s. The rest of the
proof follows from that of Theorem 3. It also follows from the
result of Theorem 3 that any (R,Pe) in Rsdc is achievable with
unreliable entanglement.
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