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1.1 Scientists involved in early description and characterization of the pedi-
gree of Huntington’s disease. George Huntington described the condi-
tion in 1872. Americo Negrette discovered and diagnosed a cohort of
HD individuals around Lake Maracaibo in Venezuela in the 1950s. The
Venezuelan cohort was essential for identification of the HD pedigree and
isolation of HTT gene sequence by Nancy Wexler, James Gusella and
others in the 1980s and 1990s. Figure reprinted from [1] , with permission. 3

1.2 Huntington’s disease CAG expansion and protein aggregation in a↵ected
individuals. Trinucleotide expansion in exon 1 of HTT leads to transla-
tion of a poly-glutamine (Q) trait in the mutant protein. This poly-Q
trait leads to a gain of function by the protein, causing an increase in
insolubility, protein aggregation and cytotoxicity. . . . . . . . . . . . . . 4

1.3 Evidence suggests a role for huntingtin as a sca↵olding protein, acting in
close contact with proteins of the molecular motor complex such as Dy-
nactin, Dynein and Kinesin-1. This function is important for the tra�c
of cargo molecules inside vesicles transported using the cytoskeleton ele-
ments such as microtubules. Protein encoded by HTT locus aggregates
and present problems for intracellular tra�c. Figure reprinted from [2],
with permission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 E↵ects of HTT mutation on the Basal Ganglia and Corpus Striatum of
a↵ected individuals. (A) Frontal plane visualization of the Basal Ganglia,
located in the central portion of the brain. (B) Visualization of the stria-
tum with closer indication (red underlines) of the three main component
parts of the Corpus Striatum: Caudate nucleus, Putamen and Amyg-
dala. (C) Comparison of post-mortem Basal Ganglia of normal and HD
individuals (red arrows). Note the increased spacing between brain giri
and sulci (cerebral grooves). Figure reprinted from [3, 4] and HOPES:
Huntington’s Outreach Project for Education at Stanford, with permission. 6
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1.5 Participation of Corpus Striatum in the excitatory circuits connecting
several parts of the brain. Dopaminergic and Glutaminergic circuits com-
municate distinct regions such as Thalamus, Hippocampus, Striatum,
Nucleus Accumbens and Amygdala. These circuits compose the motor
and cognitive function, as well as reward processing, and are impacted by
aggregation of mutant huntingtin (mHTT ) in individuals carrying HD.
One important consequence of the impact of mHTT in reward process-
ing is an increased frequency of suicidal thoughts among HD individuals.
PFC: prefrontal cortex; Nac: Nucleus accumbens; SN: Substantia Nigra;
VTA: Ventral Tegmental Area. Figure reprinted from [5] with permission. 8

1.6 Subcellular tra�c impairment in HD carriers due to mHTT in the translo-
cation of GLUT4 receptor protein. Insulin binding to its cellular receptor
(1) and consequent translocation of GLUT4 to the plasma membrane (2)
is prevented from working properly by the presence of mHTT, interacting
with the molecular motor complex proteins (3). Figure modified from [6]. 11

1.7 The nanopipette platform allows longitudinal interrogation of single cells
and controlled introduction of nano-material (Injection), removal of cel-
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impacts translocation of vesicles containing immunological proteins such
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microbes (2) and their processing in the endosomes (3) follow class II
MHC processing. Cytoplasmic proteins are processed by proteasome (4)
and undergo class I MHC processing. Both classes I and II MHC-bound
antigens are translocated to the plasma membrane via endoplasmid retic-
ulum (5) and Golgi apparatus (6). Literature reference for these mecha-
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that in HD, GLUT4, tetraspanins, insulin, antibodies and MHC proteins
reach the cellular membrane or exterior of the cell via mHTT-impacted
cytoskeleton transport. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.9 T-cell recognition of peptide-MHC complex, or MHC restriction. An
MHC molecule binds and displays a peptide to the T-cell receptor. The
T-cell receptor recognizes three important regions in the MHC: two poly-
morphic peptide domains in the MHC sequence and one domain in the
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Abstract

Characterization of Huntington’s Disease Cell Model in Gene Expression,

Intracellular Glucose Levels and Genetic Variation

by

Gepoliano dos Santos Chaves

An increased risk of diabetes has been observed among Huntington’s disease (HD) carri-

ers, but there has not been follow-up investigation of the genetic nature of the risk. Here,

we investigated diabetes phenotypes signatures in gene expression, DNA polymorphisms

and intracellular glucose levels comparing rat and human data. Using a genome-wide

association study (GWAS), RNA sequencing (RNA-Seq) analysis, and western blotting

of Rattus norvegicus and human, we were able to identify a correlation between HD and

DNA polymorphisms in the family of sortilins, tetraspanins and HLA/MHC proteins.

We were also able to correlate SNP variants and gene expression with intracellular glu-

cose levels using the nanopipette platform. Our results suggest that ST14A cells, from

R. norvegicus, are a reliable model of HD, because they allowed confirmation of markers

of diabetes, such as sortilins, glucose transporters and MHC proteins in our cell model.

This model allowed experiments that highlight genes involved in mechanisms targeted

by diabetes drugs, such as glucose transporters, and proteins controlling insulin release,

related to mHTT. To the best of our knowledge, this is the first GWAS study using

RNA-Seq data from both ST14A rat HD cell model and human HD. Similarly, for the

xv



first time, glucose levels were detected at the single-cell level in a HD model using

nanopipettes.
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were abbreviated due to the lack of appropriate care and education. I am

confident that these two assets can grant some extension of life.
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Chapter 1

Introduction

1.1 Biology and History of Huntington’s Disease

Huntington’s disease (HD) was first described in 1872 by George Huntington

[10]. In the 1950s, Venezuelan physician Americo Negrette identified and described a

disabling choreiform condition a↵ecting individuals around region of Lake Maracaibo

which conformed to the autosomal dominant mode of transmission of Huntington’s Dis-

ease [1]. In 1972, the work lead by Negrette was presented in New York in a conference

commemorating the centenary year of Huntington’s Disease [1]. Present in the Confer-

ence was Nancy Wexler, an American psychoanalyst whose mother su↵ered from HD.

Wexler organized a research team with collaborators in the USA and Venezuela and the

group then started systematic studies of the disease. In collaboration with the group

led by James Gusella from Harvard Medical School at Massachusetts General Hospi-

tal, Wexler participated in the identification by the method of linkage analysis, of the
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genetic locus for HD in the short arm of chromosome 4 using linkage analysis. Their

landmark paper was published in 1983 [11]. Further studies with the cohort of patients

in Venezuela, also using linkage analysis, led to the precise identification and isolation

of the pedigree and genomic sequence of the gene linked to Huntington’s disease by

the Huntington’s Disease Collaborative Research Group. The gene, called huntingtin

(HTT ), is located around position 3M or 4p 16.3 in human chromosome 4, as described

in 1993 [12, 1]. In Figure 1.1, I introduce those who have researched HD (including

researchers whose pictures are not there) before me, because my work was only possible

due to their research [1].

The history of the drama lived by the Wexlers and their scientific e↵ort in

establishing genetic consortia of HD carriers for the determination of a Huntington’s

disease pedigree, was described by Alice Wexler in the book Mapping Fate, published

in 1996. Collaborative research on HD led to the discovery of the disease as a neurode-

generation caused by a CAG trinucleotide expansion in a region of chromosome 4. CAG

expansion results in a gain of function mutation by the huntingtin protein, which alters

the chemical properties of the protein, making it more insoluble and prone to aggregate

with itself and other proteins (Figure 1.2).

Aggregated mutant huntingtin is toxic to neurons and is the main cause of the

neurodegenerative process, leading to the death of neurons in the basal ganglia. The

exact cellular role of the huntingtin protein is still not clear, and therefore a matter of

debate on how exactly the mutant protein performs its toxic e↵ects. Here, I describe

huntingtin from the perspective of a sca↵olding protein, working in close proximity with
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Figure 1.1: Scientists involved in early description and characterization of the pedigree
of Huntington’s disease. George Huntington described the condition in 1872. Americo
Negrette discovered and diagnosed a cohort of HD individuals around Lake Maracaibo
in Venezuela in the 1950s. The Venezuelan cohort was essential for identification of the
HD pedigree and isolation of HTT gene sequence by Nancy Wexler, James Gusella and
others in the 1980s and 1990s. Figure reprinted from [1] , with permission.

3



Figure 1.2: Huntington’s disease CAG expansion and protein aggregation in a↵ected
individuals. Trinucleotide expansion in exon 1 of HTT leads to translation of a poly-
glutamine (Q) trait in the mutant protein. This poly-Q trait leads to a gain of function
by the protein, causing an increase in insolubility, protein aggregation and cytotoxicity.

molecular motor complex proteins such as Dynactin, Dynein and Kinesin-1 [2]. This

function of HTT has therefore, important consequences for the intracellular tra�c of

vesicles using cytoskeleton proteins such as microtubules (Figure 1.3) [2].

The cellular toxic e↵ects of the mHTT mutation is caused by and depends on

the CAG trinucleotide expansion range in exon 1 of HTT. The CAG range in Hunt-

ington’s disease is described as follows. Fewer than 27 CAGs in exon 1 of HTT is

translated into healthy protein. Between 35 and 40 CAG repeats in exon 1 leads to

the translation of a protein that does not lead to fully penetrant HD. Fully penetrant

HD is determined by more than 40 CAG repeats in exon 1. Aggregation of huntingtin

protein in fully penetrant HD leads to neuronal death and formation of empty spaces

between the cerebral grooves (sulci) of the basal ganglia as disease progresses. Figure
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Figure 1.3: Evidence suggests a role for huntingtin as a sca↵olding protein, acting in
close contact with proteins of the molecular motor complex such as Dynactin, Dynein
and Kinesin-1. This function is important for the tra�c of cargo molecules inside vesicles
transported using the cytoskeleton elements such as microtubules. Protein encoded by
HTT locus aggregates and present problems for intracellular tra�c. Figure reprinted
from [2], with permission.

1.4 illustrates the presence of empty spaces caused by neuronal death in sulci present

in the Basal Ganglia of HD carriers.
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Figure 1.4: E↵ects of HTT mutation on the Basal Ganglia and Corpus Striatum of a↵ected individuals. (A) Frontal plane
visualization of the Basal Ganglia, located in the central portion of the brain. (B) Visualization of the striatum with closer
indication (red underlines) of the three main component parts of the Corpus Striatum: Caudate nucleus, Putamen and
Amygdala. (C) Comparison of post-mortem Basal Ganglia of normal and HD individuals (red arrows). Note the increased
spacing between brain giri and sulci (cerebral grooves). Figure reprinted from [3, 4] and HOPES: Huntington’s Outreach
Project for Education at Stanford, with permission.
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Protein aggregation and consequent neuronal death can be perceived at the

body level of a HD carrier as degeneration progresses, in impaired movement, impaired

cognitive function, development of psychiatric disorders and finally death. Death can

occur as a normal consequence of disease progression or a direct impact in the psycho-

logical reward system leading to suicidal thoughts. One of the most sensitive regions

of the brain and therefore one of the earliest a↵ected organs by HD is the striatum,

directly relating to the e↵ects of HD in choreiform movements and emotional aspects

of the HD individual. The striatum is a critical component of the physical motor and

psychological reward systems [5]. The organ receives glutamatergic and dopaminergic

inputs from di↵erent parts of the nervous system and serves as the primary input to the

rest of the basal ganglia (Figure 1.5). Degeneration of the striatum in HD may start as

early as 15 years of age [5] and is responsible for the high degree of degradation of the

organ. Degradation of striatum impaires post-mortem sequencing of RNA molecules

for evaluation of gene expression in this region, because aggregation of mHTT marks

RNA molecules to destruction and/or degradation in neurons targeted to death (Figure

1.4C).

In order to overcome degeneration of the striatum and allow better character-

ization of e↵ects of HTT in this organ, research groups have tried to isolate cell models

from mouse striata. One example is the use of retroviral transduction of the SV40 Large

T Antigen into cells from the embryonic Rattus norvegicus striatum primordia. These

cells, called ST14A cells, were generated in Italy and acquired in our laboratory from

the Coriell Institute [13]. ST14A cells conditionally immortalized and induced to stably
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Figure 1.5: Participation of Corpus Striatum in the excitatory circuits connecting several
parts of the brain. Dopaminergic and Glutaminergic circuits communicate distinct
regions such as Thalamus, Hippocampus, Striatum, Nucleus Accumbens and Amygdala.
These circuits compose the motor and cognitive function, as well as reward processing,
and are impacted by aggregation of mutant huntingtin (mHTT ) in individuals carrying
HD. One important consequence of the impact of mHTT in reward processing is an
increased frequency of suicidal thoughts among HD individuals. PFC: prefrontal cortex;
Nac: Nucleus accumbens; SN: Substantia Nigra; VTA: Ventral Tegmental Area. Figure
reprinted from [5] with permission.
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express 15 CAG repeats in the human huntingtin are called wild type cells, whereas

cells immortalized and induced to stably express 120 CAG repeats in human mutant

huntingtin protein are called mutant cells. As I discuss below, mHTT CAG expansion

a↵ected the expression of more than 3000 gene transcripts. Because the number of

repeats in so dramatic in the mutant ST14A cells compared to the range that causes

human Huntington’s disease, we expected that it would dramatically a↵ect Hunting-

ton’s disease phenotypes. The described function of huntingtin in intracellular tra�c

(depicted in Figure 1.3) is critical for transmission of the nervous impulse in the Central

Nervous System (CNS). Vesicles derived from cellular organelles such as endoplasmic

reticulum and Golgi apparatus allow the necessary transport of neurotransmitters and

molecules important in other cellular functions such as glucose receptor translocation.

This role of huntingtin in subcellular tra�c explains well an increase in risk of diabetes

observed in HD patients. The explanation can be hypothesized as a model of pleiotropy

of diabetes genes in HD. Pleiotropy is the biological phenomenon in which one genomic

locus influences more than one trait or phenotype. Therefore, we hypothesized that

pleiotropy of diabetes genes in Huntington’s disease patients would be dependent on

the biological function of the huntingtin protein explained in Figure 1.3. An increased

risk of diabetes in Huntington’s disease patients through mechanisms shown in Figure

1.3 raises the question of what the risk looks like in terms of Type 1 and Type 2 Di-

abetes phenotypes in Huntington’s disease. Next, we explore the e↵ects of mHTT on

the intracellular tra�c of proteins or translocation of Glucose Receptor 4 (GLUT4), as

pertains to T2D mechanisms.
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1.2 Enhancement of Diabetes Phenotypes in mHTT Car-

riers

1.2.1 Type 2 Diabetes (T2D) Phenotypes

We hypothesized that pleiotropy of diabetes genes was a phenomenon enhanced

by the presence of mHTT in HD carriers. The e↵ect of mHTT in diabetes phenotypes

can be investigated from the standpoint of the model of translocation of Glucose Re-

ceptor 4 to the plasma membrane for uptake of glucose, well characterized in diabetes

models and depicted in Figure 1.6. In this model, binding of insulin to its cellular re-

ceptor (1) leads to transduction of the insulin signal. In the case we illustrate here, the

insulin e↵ect is the transport of GLUT4 to the cellular membrane, for uptake of glucose

(2). In HD carriers, however, this process is a↵ected due to the impairment of proper

intracellular tra�c caused by the presence of mHTT acting as the sca↵olding protein in

the molecular motor complex (3 in Figure 1.6; Figure 1.3). Therefore, we hypothesize

that, in HD carriers, the ability to translocate GLUT4 to the cell membrane (Figure

1.6, 2) is impaired by mHTT (Figure 1.6, 3). I hypothesize that this phenomenon, Type

2 diabetes vesicle tra�c impairment (also referred to as insulin sensitivity), in which

diabetics loose the ability to clear blood glucose levels properly because of problems

in the translocation of GLUT4, is worsened by mHTT. T2D vesicle tra�c impairment,

well documented in diabetes, also involves a class of genes called sortilins [6]. When

explaining Type 1 Diabetes (T1D) phenotypes, I will discuss how mHTT can also a↵ect

subcellular tra�c of immunological proteins.
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Figure 1.6: Subcellular tra�c impairment in HD carriers due to mHTT in the translo-
cation of GLUT4 receptor protein. Insulin binding to its cellular receptor (1) and
consequent translocation of GLUT4 to the plasma membrane (2) is prevented from
working properly by the presence of mHTT, interacting with the molecular motor com-
plex proteins (3). Figure modified from [6].
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Insulin and GLUT4 proteins are integral markers of diabetes as shown in the

transduction mechanism depicted in Figure 1.6. Another family of genes involved in

this process is that of sortilins. Sortilins have an intuitive name for their role in sorting

of GLUT4 receptor and are involved in diabetes and Alzheimer’s disease [6, 14, 8, 15].

Because the major marker of T2D is the blood levels of glucose, which are a↵ected by

the mechanism depicted in Figure 1.6, we became interested in measuring glucose levels

in our Huntington’s disease ST14A cell model. Previously, our group had reported on

the development of a glucose sensor using the nanopipette platform [16]. In Chapter

2, I report on the use of nanopipettes to measure single cell glucose levels. In this

project, I cultivated the ST14A cells with di↵erent glucose and insulin levels and pre-

pared the cells for direct nanopipette sensing. I also performed the RNA-Seq analysis

and the molecular biology characterization of di↵erent genes using western blot, PCR

and quantitative PCR techniques. Below, I discuss how nanopipettes are employed to

measure intracellular glucose levels.

1.2.2 Glucose Sensing Using Nanopipettes

Nanopipettes are small glass needles fabricated with tip diameters ranging

from 50 to 100 nm [9]. The small diameter of the nanopipette tip allows the device to

repeatedly interrogate a single cell without damage. An electrochemical system allows

nanopipettes to perform various functions and assessments in the cell, including injec-

tion, aspiration, and real-time sensing [17]. For instance, I have introduced controlled

amounts of plasmid into specific regions in a femtoliter scale (Injection) to observe
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protein expression. I followed the injection of fluorescent dyes to show that multiple

interrogation of single cells can be performed without damage to the cell; this work

is covered in the review paper published by our group (Appendix A). I have also iso-

lated and removed specific subcomponents of a living cell (e.g. mitochondria, nuclei

or RNA molecules) (Aspiration). These results as well as the RNA-Seq analysis nec-

essary for the study of mRNA molecules isolated from the nuclei of several cell types,

are also discussed in the review paper in Appendix A. Finally, nanopipettes allow real

time measurement of glucose, pH, proteins and other analytes in a living cell (Sensing).

This measurement is accomplished without killing the living cell or interfering with in-

tracellular glucose concentrations as occurs with traditional cell lysing methods. With

these applications, nanopipettes present a great potential for breakthrough discoveries

in biotechnology because the applications accommodate genomic and sensing analysis

and comparison between these two distinct fields (Figure 1.7). Single-cell glucose level

results are discussed in Chapter 2, where we used nanopipettes to measure intracellular

levels of glucose in the ST14A HD cell model. For a complete picture of the principle

of glucose detection using nanopipette, the reader is referred to the original report [16].

As I mentioned above, sortilins are not involved solely in T2D through the translocation

of GLUT4 receptors to the cellular membrane for glucose uptake. In section 1.2.3, I

discuss the involvement of sortilins in Type 1 Diabetes phenotypes that help explain an

increased risk of diabetes in HD carriers.
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Figure 1.7: The nanopipette platform allows longitudinal interrogation of single cells
and controlled introduction of nano-material (Injection), removal of cellular components
(Aspiration) and measurement of intracellular metabolites (Sensing). Here, our group
used nanopipettes to measure intracellular levels of glucose in ST14A cells.
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1.2.3 Type 1 Diabetes (T1D) Phenotypes

1.2.3.1 Translocation of Immunological Vesicles to the Plasma Membrane

is Problematic in Diabetes and HD

In subsection 1.2.1, Type 2 Diabetes (T2D) Phenotypes, I discussed the role

of mHTT in impairing translocation of GLUT4 protein to the cellular membrane and

consequent e↵ects for insulin sensitivity and scavenging of blood glucose levels (Figure

1.6). This phenomenon is well described in adipocytes and muscle cells, but, in general,

does not consider the e↵ect of HTT or mHTT in vesicular intracellular translocation

and/or transport, and the consequent implications for mHTT carriers. To show that a

more complete picture of the molecular events involved in diabetes phenotypes observed

in HD is provided by the notion of impairment in the intracellular tra�c promoted by

mHTT, I describe now how translocation of proteins of two important immunological

groups, MHC and tetraspanins, can be impacted in their tra�c from the endoplasmic

reticulum and Golgi apparatus to the cellular membrane. The importance of these two

groups of proteins, which can also be understood as genomic loci, resides in their ties

to T1D. MHC is the main genomic locus associated with T1D and other autoimmune

diseases, due to its involvement in presentation of antigens in the cellular membrane of

antigen-presenting cells (APCs) to the T-cell receptor [18, 19]. Not only tetraspanins

and MHC, but also, sortilins, are actively involved in processing antigens displayed by

MHC proteins in the cellular membrane. In order to observe the hypothetical role of

mHTT in intracellular tra�c of immunological proteins, the reader is referred to Figure
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1.8. That schematic aims to show how the presence of mHTT (1) a↵ects endocytosis

of vesicles containing microbes that are endocytosed using cytoskeleton and molecular

motor complex proteins (2). Although proteins derived from extracellular microbes are

processed via class II MHC (3) and tumor or viral cytoplasmic antigens are processed

via class I MHC (4), both class I and class II MHC antigens undergo processing via

endoplasmic reticulum (5) and Golgi apparatus (6). Because of the similarity between

the mechanisms depicted in Figure 1.8 and the mechanism of insulin sensitivity in T2D

(Figure 1.6), I hypothesized that the immunological genes associated with T1D should

also be active in diabetes phenotypes of Huntington’s disease. Validating this idea and

establishing a parallel between the T2D center (muscle and adipocytes) and the T1D

center (pancreas), Kebede et al. (2014) demonstrated that sortilin SORCS1 is a diabetes

marker with a role in translocation (also understood as transport or secretion) of insulin

in pancreatic �-cells to the blood-stream [20]. This work provides insight because it

dissociates sortilins from the idea of T2D in the context of GLUT4 translocation and

insulin sensitivity in muscles and adipocytes, and includes sortilins more in the context

of T1D in the pancreatic �-cells depicted in Figure 1.8. In pancreatic �-cells, insulin

is translocated to the exterior of the cell by secretion via endoplasmic reticulum and

Golgi apparatus. Because sortilins are not restricted to T2D phenotypes, but instead

also influence TD1 (which is quite surprising from the standpoint of the dichotomy T1D

vs. T2D), I next started to review and revise the known roles of sortilins in T1D and

events of T1D such as phagosome maturation and antigen processing.
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Figure 1.8: Translocation of immunological proteins to the cellular membrane is a↵ected
by mHTT. As exemplified in insulin sensitivity mechanisms, mHTT impacts translo-
cation of vesicles containing immunological proteins such as MHC, tetraspanins and
antibodies (1). Endocytosis of extracellular microbes (2) and their processing in the
endosomes (3) follow class II MHC processing. Cytoplasmic proteins are processed by
proteasome (4) and undergo class I MHC processing. Both classes I and II MHC-bound
antigens are translocated to the plasma membrane via endoplasmid reticulum (5) and
Golgi apparatus (6). Literature reference for these mechanisms can be found along the
text. The end result of this mechanims is that in HD, GLUT4, tetraspanins, insulin,
antibodies and MHC proteins reach the cellular membrane or exterior of the cell via
mHTT-impacted cytoskeleton transport.
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1.2.3.2 Sortilins and Tetraspanins as Markers of T1D

In general, the scientific literature does not try to di↵erentiate the roles of

sortilins as either a T1D or T2D marker. Only by considering insulin sensitivity as an

inability of a diabetic individual to translocate GLUT4 to the cellular membrane, and

by factoring in the known role for sortilins in that process (Figure 1.6), could one argue

this to be a sortilin involment in T2D. However, if we consider that T1D is primarily a

deficiency of the pancreas to produce or release insulin either because of autoimmune de-

struction of pancreatic cells or failure of these cells to secrete insulin, we realize that the

work of Kebede et al. connects T2D and T1D by identifying sortilins as diabetes mark-

ers in preventing insulin release in the pancreas [20]. Surprisingly, therefore, sortilins

not only have a role in insulin sensitivity or T2D, by directly working on transloca-

tion of GLUT4 in muscles and adipocytes (Figure 1.6), but sortilins also participate in

the release of insulin from the pancreas (T1D, Figure 1.8) [20]. Two other literature

papers need to be mentioned to further illustrate the role of sortilins in immunolog-

ical processes. These papers mention the role of sortilins in subcellular transport of

antigens derived from phagosomes and should be considered in the analysis of Figure

1.8. This process is referred to as phagosome maturation. In the process of phagosome

maturation, antigens are processed via class II MHC, because phagosomes derive from

endocytosis of extracellular proteins, and not cytoplasmic (viral and tumoral) proteins

(Figure 1.8, parts 1 and 2). In the first paper, Vázquez (2016) characterized the role

of sortilins in the maturation of phagosomes in macrophages [21]. In this study, phago-
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cytosis of Mycobacterium tuberculosis is followed by sorting of proteins into endosomes

for enzymatic digestion of parasite proteins, therefore originating antigens derived from

the pathogen (Figure 1.8, parts 2 and 3). A second line of evidence, revised by Talbot

(2019), suggests that in a special class of macrophages named alternatively associated

macrophages (AAMs), antigen interaction with sortilins leads to degradation of anti-

gens instead of display of antigens by class II MHC proteins in the cellular membrane

[22]. Talbot highlights that this mechanism is important in organ transplantation. In

both the Vázquez and Talbot reports, sortilins are involved in the processing of peptides

originated by digestion of proteins to be presented in the cellular membrane by class II

MHC proteins. As mentioned, class II MHC proteins bind antigens that are generated

by proteolisis of extracellular proteins via endosomes and lysosomes (Figure 1.8, parts

2 and 3). This MHC processing mechanism can be contrasted with class I MHC pro-

cessing in that class I MHC processing expresses viral and tumoral (cytosolic) antigens,

processed by proteasome, in the cell membrane (Figure 1.8, part 4). Class II MHC

proteins present antigens to CD4+ T cells [23]. The translocation of antigen-MHC to

the cellular membrane happens by means of vesicle migration to the membrane using

citoskeleton transport by molecular motor complex proteins. Therefore, translocation

of vesicles containing MHC-peptide molecules for MHC restriction in the cellular mem-

brane use mechanisms similar to translocation of GLUT4. Display to T-cell receptor

and activation of the adaptive immune response is also known as MHC peptide restric-

tion. I hypothesize that mHTT a↵ects proper traslocation of the immunological MHC

complexes for MHC peptide restriction in mHTT carriers (Figure 1.9).
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Figure 1.9: T-cell recognition of peptide-MHC complex, or MHC restriction. An MHC
molecule binds and displays a peptide to the T-cell receptor. The T-cell receptor rec-
ognizes three important regions in the MHC: two polymorphic peptide domains in the
MHC sequence and one domain in the antigenic peptide sequence. The antigenic pep-
tide shows high a�nity to amino-acids present in the MHC pocket. I hypothesize that
in mHTT carriers, MHC restriction is impacted by the e↵ect of mHHT in the translo-
cation of vesicles containing peptide-MHC complex to the cellular membrane. Figure
reprinted from [7] with permission.
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1.2.3.3 MHC Peptide Restriction and Organization of the MHC Locus

MHC restriction is an early event in the adaptive immune response, and plays

a role in adaptive immune response against self and non-self peptides. In normal condi-

tions, adaptive immune responses target viral, bacterial or tumor peptides. In abnormal

conditions, for example when there is underlying autoimmune disease, self-peptides are

the target of adaptive immunity. Type 1 diabetes is an example of an autoimmune

disease. Professional antigen-presenting cells (APCs), such as Dendritic Cells (DCs) are

cells in charge of patrolling the immune system, sampling various types of proteins and

determining whether the protein deserves destruction. In this way, DCs isolate samples

from their environment, process these antigens (such as those derived from bacteria),

and initiate adaptive immunity by activating CD4+ and CD8+ T-cells. In HD, due

to the well characterized CAG expansion mutation in huntingtin exon 1, other impor-

tant genomic regions such as the genomic locations encoding immunologically-related

genes are overlooked in the role they play in the onset or progression of the disease.

Considering the epigenetic e↵ects of environmental factors such as physical exercise,

education levels and food intake on symptoms of Huntington’s Disease, potentially the

progression or even the age of onset of disease can be retarded, or actions taken by

the patient regarding these factors so that age of onset or progression of the disease is

retarded. Given their involvement in processing and presentation of protein antigens

to the immune-system, the genes encoded by the major histocompatibility complex lo-

cus, in humans named HLA (Human Leukocyte Antigen), are potentially important in
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Figure 1.10: Representation of the general genomic organization of the major histocom-
patibility complex (MHC) locus in human and rat chromosomes. MHC genes locate in
chromosome 6 in human and chromosome 20 in rat. In human, the MHC locus is called
HLA (Human Leukocyte Antigen).

HD pathology. Much evidence suggests an immune system involvement in HD, either

because MHC proteins participate in the pathogenesis of Type I diabetes, in which

insulin-producing cells in the pancreas are destroyed, or because an immune response is

mounted against mutant huntingtin [19, 18, 24, 25]. MHC genes were thought to play

a role in HD pathology before the huntingtin locus was characterized [26], and current

research supports this notion by suggesting MHC gene expression associated with HD

[25]. Figure 1.10 depicts the genomic location of the main MHC genes. The figure also

shows the di↵erent locations of the classes I, II, and III MHC genes.
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MHC mRNAs are translated by ribosomes in the rough ER and translocated to

the ER lumen where they are combined with antigens capable of triggering an immune

response (Figure 1.8 part 5). These antigens can reach the ER lumen directly from

proteasome degradation (Figure 1.8 part 4), endosome digestion (Figure 1.8 part 3),

or can be acquired from phagocytosis of extracellular proteins (Figure 1.8 part 2). In

the context of this dissertation, I hypothesize that the expression of mutant huntingtin

protein has major consequences for MHC allele expression and peptide loading via class

I and class II antigen processing. In both class I and class II MHC-peptide loading,

the ER is the cellular organelle central to MHC protein synthesis. In Chapter 3, I

further explore the concept that sortilins have an immunological function, as do MHC

and tetraspanins [27]. Results of the RNA-Seq analysis and single cell glucose levels

are discussed in the next section, Chapter 2, which were published as a research paper,

shown in reference [28].
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Chapter 2

Metabolic and transcriptomic analysis of

Huntington’s disease model reveal

changes in intracellular glucose levels

and related genes

Overview

The following is a transcript of our published paper, Chaves et al., (2017) [28].

For this project, I cultivated the ST14A cells with di↵erent glucose and insulin levels and

prepared the cells for direct nanopipette sensing. I also performed the RNA-Seq analysis

and the molecular biology characterization of di↵erent genes using western blot, PCR

and quantitative PCR techniques. These data represent a comprehensive integration

of metabolic and transcriptomic expression data in rat HD cells, and help to identify
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genes that may be involved in crosstalk between HD and diabetes.

Abstract

Huntington’s Disease (HD) is a neurodegenerative disorder caused by an ex-

pansion in a CAG-tri-nucleotide repeat that introduces a poly-glutamine stretch into

the huntingtin protein (mHTT). Mutant huntingtin (mHTT) has been associated with

several phenotypes including mood disorders and depression. Additionally, HD patients

are known to be more susceptible to type II diabetes mellitus (T2DM), and HD mice

model develops diabetes. However, the mechanism and pathways that link Hunting-

ton’s disease and diabetes have not been well established. Understanding the underlying

mechanisms can reveal potential targets for drug development in HD. In this study, we

investigated the transcriptome of mHTT cell populations alongside intracellular glucose

measurements using a functionalized nanopipette. Several genes related to glucose up-

take and glucose homeostasis are a↵ected. We observed changes in intracellular glucose

concentrations and identified altered transcript levels of certain genes including Sorcs1,

Hh-II and Vldlr. Our data suggest that these can be used as markers for HD progres-

sion. Sorcs1 may not only have a role in glucose metabolism and tra�cking but also in

glutamatergic pathways a↵ecting tra�cking of synaptic components.
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2.1 Introduction

Huntington’s Disease (HD) is a progressive, autosomal dominant neurodegen-

erative disease that produces physical, mental and emotional changes due to loss of

critically important brain neurons. The genetic basis for HD is an expansion of cytosine-

adenine-guanine (CAG) repeats in the huntingtin (HTT or IT15) gene that leads to the

formation of a prolonged polyglutamine (polyQ) tract in the N-terminal region of the

mutant huntingtin protein (mHTT). The wild type huntingtin protein (HTT) is impor-

tant for the intracellular transport and tra�cking of proteins, organelles and vesicles.

The expansion of glutamine (>36 repeats) produces a gain of function mHTT that af-

fects the healthy function of cellular machinery, ultimately resulting in neurotoxicity

and detrimental cell lethality in the brain [29]. Considerable research e↵orts have been

made to elucidate the molecular and cellular mechanisms underlying HD pathology.

The proposed mechanisms through which mHTT causes neurodegeneration include mu-

tant protein aggregation, vesicle association, elevated oxidative stress, excitotoxicity,

mitochondrial and transcriptional dysregulation [30, 31]. Evidence for several of these

mechanisms has been found in post-symptomatic disease models or post-mortem brain

samples. Controversially, during the pre-symptomatic stage of HD, cellular architecture

and morphology have been found to be disrupted but neurodegeneration has been found

to be minimal or absent [32, 33]. These studies have been limited to immunohistochem-

istry, fluorescence staining and immunoblot analysis, and provided static information

of HD [34, 35]. However, little is known at the early stages of the disease about the
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dynamics of metabolic and transcriptomic changes, which could be instrumental not

only for HD therapy for diagnosed patients but also for at-risk individuals. Striatum,

a subcortical part of the forebrain, is the most vulnerable part of the brain in HD,

almost disappearing during the course of disease. One of the major clinical symptoms

of HD is the loss of the medium spiny neurons in the striatum [36]. Therefore, although

genome-wide gene expression studies have been conducted on targeted a↵ected tissues

in the post mortem human brain, it has proven di�cult to detect specific changes in the

human striatum [37]. To expand our understanding of changes in the transcriptional

landscape of the a↵ected cells, mRNA expression profiling was performed on cells iso-

lated from the striatum of rat embryos expressing wild type and mutant HTT. As shown

by Lin and Beal, detecting changes in carbohydrates can be instrumental for the devel-

opment of useful therapies that slow down HD progression and reduce its severity at

the early stages of the disease [38]. Recent evidence suggests that, similar to other neu-

rodegenerative diseases, mice exhibit increased deregulation in brain energy metabolism

at the late stages of HD [39]. A super-family of glucose transporter genes, the GLUT

gene family, is responsible for the transport and uptake of glucose [40, 41]. The GLUT

family includes 12 genes, each encoding one GLUT protein. Various members of this

gene family were detected in the brain, although glucose transporter protein type I ex-

clusively mediates transport across the blood-brain barrier [42, 43]. GLUT1, initially

thought to be the only glucose transporter protein expressed in the brain, supports the

basal metabolic needs of proliferating cells [44]. GLUT2 is primarily GLUT protein ex-

pressed in the pancreatic b-cells, liver and kidneys. In the pancreas, GLUT2 is believed
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to act in conjunction with glucokinase in the glucose-sensing mechanism. GLUT4 is

the insulin-responsive receptor and is primarily expressed in the heart, adipose tissue,

and skeletal muscle, where it is responsible for the reduction in the glucose levels in the

post-prandial rise of glycaemia. Insulin stimulates the translocation of intracellular vesi-

cles containing GLUT4 to the plasma membrane, resulting in a 10- to 20-fold increase

in glucose transport [45]. Current assessment methods for intracellular glucose levels

in HD models are limited and performed with a combination of techniques including

gas chromatography-mass spectrometry (GC-MS), liquid chromatography-mass spec-

trometry (LC-MS), uptake assays, and electrophysiology [46]. The invasiveness, low

sensitivity, and specificity of these techniques prevent longitudinal study of biological

model cells. Other major limitations of these techniques are the complex sample prepa-

ration methods during which cellular concentration of glucose can be altered. Therefore,

accurate real time detection of glucose starting from the early and going to the later

stages of the disease may provide biochemical evidence that can inform the design of

novel drugs and therapeutic regimens. We recently reported the use of nanopipette

technology for intracellular measurements [16, 47]. Importantly, because nanosensors

are minimally invasive and not destructive to the cell, it is possible to take repeated

measurements of the same cell. In this work, we employed glucose nanosensors for in-

tracellular glucose measurements in HD cell models (ST14A) at di↵erent time points

to investigate glucose metabolism over time. In parallel, we conducted transcriptomic

analysis to understand temporal changes in RNA expression in model HD cells. We

report impaired glucose metabolism in single rat striatum mHTT cells using our non-
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destructive nano-glucose sensor. This is the first report determining the intracellular

glucose levels in mHTT cells to be in the range of 0.8–1.5 mM. A 2.5 fold decrease

in intracellular glucose levels in HD cells indicated an altered glucose metabolism that

was further investigated by transcriptomic study. Significant di↵erences were seen in

glucose uptake and glucose homeostasis genes. Interestingly, there was an increased ex-

pression of Sorcs1 in mHTT cells which has been previously associated with late onset

of Alzheimer’s disease, another neurodegenerative disorder. Overexpression of Sorcs1

was confirmed by performing RT-qPCR which corroborates Sorcs1 can be used as a

biomarker for HD progression.

2.2 Materials and methods

2.2.1 Reagents

Glucose Oxidase (GOx) from Aspergillus niger �100,000 units/g (Type VII,

lyophilized, EC Number 232-601-0), ferrocene (98%), poly-l-lysine (PLL) (0.1% solu-

tion in water), glutaraldehyde (GA) (25% in water) and D-glucose were purchased from

Sigma Aldrich (St. Louis, MO). Silver wires (125 µm) were supplied from A-M Sys-

tems (Sequim, WA). Glucose free Dulbecco’s Modified Eagle Medium (DMEM), trypsin

(0.25%, phenol red) and penicillinstreptomycin were bought from Gibco while Hank’s

Balanced Salt Solutions and fetal bovine serum were purchased from GE Healthcare

(GE Healthcare). 500 µm gridded plates were obtained from Ibidi (Ibidi USA, Inc.,

Madison, WI).
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2.2.2 Glucose nanosensor fabrication

Glucose nanosensors with an outside diameter of 1.00 mm and an inside diame-

ter of 0.70 mm were fabricated from quartz capillaries (Sutter Instrument, Novato, CA)

using a P-2000 laser puller (Sutter Instrument, Novato, CA) as described elsewhere [16].

Briefly, to create glucose nanosensors, the nanopipettes were modified as follows: Pulled

nanopipettes were backfilled with a 15 µl solution containing 10 mM Ferrocene prepared

in 100 mM PBS (pH 7, supplemented with 0.1 M KCl). An Ag/AgCl electrode was

placed into the nanopipette as a working electrode while another Ag/AgCl electrode

was immersed in the cell media as a reference/counter electrode. Nanopipettes were

modified with PLL by backfilling the nanopipette interior. Then nanopipette surface

was treated with a 10% (v/v) solution of glutaraldehyde (GA) for 30 min. GOx (900

mU) was then reacted with the activated nanopipette walls. All glucose nanosensors

were calibrated in DMEM with standard glucose concentrations.

2.2.3 Cell culture

The Huntington’s disease model cell lines that were used in this work are both

striatal cell lines derived from rat embryos and obtained from Coriell Institute cell repos-

itory. The two cell lines express human HTT fragments of 15 and 120 polyglutamine

repeats representing wild type (ST14A-Q15) and mHTT disease model (ST14A-Q120),

respectively. All cells were cultivated and maintained in DMEM (supplemented with

10% fetal bovine serum, antibiotics) with various glucose concentrations. DMEM was

supplemented with 1 nM insulin when needed to study e↵ects of insulin.
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2.2.4 Intracellular glucose measurement

The intracellular glucose measurement setup consists of an inverted microscope

Olympus IX 70 with Spot Insight CMOS camera to image cells. The nanosensors are

fixed to a microscope by a pipette holder (Axon Instruments). The holder is connected

to an Axopatch 700B amplifier (Molecular Devices) for current measurement, an MP-285

micromanipulator (Sutter Instrument) for coarse control of the nanopipette positioning

in the X, Y, and Z directions, a Nanocube piezo actuator (Physik Instrument) for fine

control in the X, Y, and Z directions, and a PCIe-7851R Field Programmable Gate

Array (FPGA) (National Instruments) for hardware control of the system. The system

is operated using custom-coded software written in LabVIEW. Current-clamp technique

has been used at 1nA with signal filter at 1 kHz. The signal was further digitized by

an Axon Instruments Digidata 1322A. The data were then recorded by a LabVIEW 9.0

home-made software, as described previously [9]. While in the medium, a fixed potential

of 500 mV was applied to the glucose nanosensor. This biased potential generates an

ion current through the liquid-liquid interface that is used as the input into a feedback

loop analyzed by the scanning ionic conductance microscope. When a 5–10% current

decrease is detected, the glucose sensor is penetrated into the target cell up to 0.8 µm

at 100mm/s. The sensor is maintained inside the target cell for a pre-defined time of

60 seconds and then withdrawn to the initial position. Each condition was tested on

a minimum of 9 cells. Three consecutive readings were recorded for each individual

target cell to ensure reproducibility and robustness. In order to investigate underlying
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molecular mechanism of these observed changes, a detailed transcriptome study was

performed.

2.2.5 RNA isolation from HD cells

RNA extraction and purification were performed using RNeasy Mini kit from

Qiagen. Prior to RNA isolation, HD cells were collected with conventional trypsin

treatment and counted using Bio-Rad automated cell counter. A minimum of 5 ⇥ 105

cells were used for RNA isolation. Samples were stabilized by treatment with RNAlater

(Ambion). After RNA isolation, nucleic acid quantity and quality were checked using

NanoDrop (Thermo Fisher Scientific).

2.2.6 RNA-seq library preparation, qRT-PCR and sequencing

2.2.6.1 cDNA synthesis

Extracted total RNA was converted to cDNA using the Smart-seq2 protocol

and the cDNA was preamplified as described by a previoud study. Briefly, the cDNA

product was mixed with KAPA HiFi HotStart ReadyMix (2X, KAPA Biosystems),

ISPCR primer (10uM) and nuclease-free water (Gibco) and PCR amplified as follows:

98 °C 3 min, then 12 cycles of (98 °C 15 s, 67°C 20 s, 72 °C 6 min), with a final extension

at 72 °C for 5 min. The cDNA was cleaned up using a 1X ratio of AMPure XP beads

(Beckman Coulter).
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Table 2.1: Sequences of primers used in this study.

Gene Forward Reverse Reference

SORCS1 5’-AGCCAACAGAAATAAACCTTTCC-3’% 5’-TAATGTGGTCTTCTTCTTGATGT -3’ [49]

ACTB 5’-CACCCGCGAGTACAACCTTC-3’ 5’-CCCATACCCACCATCACACC-3’ [50]

2.2.6.2 Quantitative real-time PCR

Real time PCR experiments were performed using 500 ng of reverse transcribed

RNA and analyzed with SYBR green qPCR master mix (kapa Biosystems) using an

Mx3000P instrument (Stratagene). The relative quantification of Sorcs1 expression

levels was performed using a previously described method [48]. For these experiments,

ACTB was used as a reference gene. SORCS1 and ACTB specific primer sequences

designed in previous studies were used (Table 1).

2.2.6.3 Library preparation and sequencing

The cDNA was diluted to ⇠300 pg/ul and then processed with the Nextera

XT DNA library preparation kit according to the manufacturer’s protocol (Illumina).

These libraries were purified and size-selected with an average library size of 300–600 bp

as determined by Bioanalyzer 2100 high-sensitivity DNA assay (Agilent). Functional

library concentration was determined with the KAPA Biosystems library quantification

kit. The libraries were denatured after quantification and loaded on Illumina HiSeq

2000 for sequencing.
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2.2.6.4 Quality control and mapping of sequencing reads

Sequencing adapter sequences were removed from reads using Cutadapt ver-

sion 1.4.2 [51]. Quality of preprocessed reads was evaluated using FastQC (http://www.

bioinformatics.babraham.ac.uk/projects/fastqc/). The preprocessed reads were mapped

as paired-end reads using the STAR pipeline [52] with default parameters against

the UCSC rn5 Rattus norvegicus genome, combined with the human huntingtin gene

(http://hgdownload.soe.ucsc.edu/goldenPath/rn5/bigZips/).

2.2.6.5 Gene expression analysis

HTSeq package was used to generate the gene matrix from the output sam

file produced by the STAR alignment. A gtf file containing Ensembl identifiers as well

as gene names was used for rat and human genes. For the ERCC genes, the gtf file

from Thermo Fisher Scientific was downloaded from the company website (www. ther-

mofisher.com). The gene matrix was then subjected to DESeq2 di↵erential expression

analysis, as described [53, 54, 55, 56]. Benjamini-Hochberg multiple testing adjustment

was used as a method to deal with p-values that are low due to chance, and not because

the measurement represents a significant value. False Discovery Rate values used were

calculated by DESeq2 package. Hierarchical Clustering of di↵erentially expressed genes

was performed using the Pretty Heatmaps function in R (v. 3.2.3). Pearson coe�cients

were used as correlation coe�cients for the Hierarchical Cluster Analysis heatmaps. The

Panther classification system (www.pantherdb.org) was used to visualize the pathways

in which di↵erential genes were involved.
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2.2.7 Statistical analysis

Analysis of Variance (ANOVA) and independent t-test were performed using

Prism (GraphPad) software when indicated.

2.3 Results and discussion

The energy metabolism in presymptomatic and symptomatic HD individuals

is known to be defective [57, 58]. Reduced glucose uptake in the striatum and cortex

of HD patients prior to the onset of clinical symptoms has been previously revealed by

positron emission tomography (PET) scanning. Additionally, this hypometa- bolism

demonstrated a high correlation with the onset and progression of HD, independent of

the extent of CAG expansion [59]. Recently, Besson et al. reported that the increase

of glucose transporters was beneficial to HD pathology in a Drosophila melanogaster

model [60]. However, due to the destructive nature of previously employed intracellular

glucose measurement methods, a direct interrogation of temporal changes at the tran-

scriptomic and metabolic level could not have been studied. In this work, we took a step

forward by deploying functionalized nanopipettes as glucose sensors to measure changes

in intracellular glucose concentrations over time, and performed RNA sequencing to

evaluate concomitant changes in expression of genes related to glucose metabolism.
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2.3.1 Glucose nanosensors reveal temporal intracellular glucose changes

at HD cells

Direct monitoring of glucose in cells is di�cult due to the small size of the bio-

logical specimen and the complexity of the intracellular environment. Glucose nanosen-

sors are made of glucose oxidase (GOx) functionalized quartz nanopipette with⇠ 100 nm

pores. Due to their small size, glucose nanosensors can be inserted into individual cells,

providing a non-destructive and direct in vitro quantification tool. We have recently

demonstrated the use of this nanosensor in conjunction with a customized cell finder

at normal and cancer cells [19] [16]. Typical physiological concentrations of glucose in

biological systems are in the low-micromolar range [61]; intracellular glucose levels in

HD cells are unknown. More importantly, to our knowledge, there are no reports on the

assessment of temporal changes in intracellular glucose concentration in HD models, an

assessment that could illuminate one aspect of the cellular pathophysiology of HD. To

achieve the goal of measuring intracellular glucose over time, we placed nanosensors in

the cytoplasm of wild type (WT) (ST14A-Q15) and HD (ST14A- Q120) cells. Cells un-

derwent consecutive passages in fresh culture medium and glucose measurements were

made at the end (day 3 (T1), day 6 (T2), day 11 (T3), day 16 (T4)) of each passage.

In the initial experimental conditions, WT and HD cells were cultured in low glucose

media (LGM) and high glucose media (HGM) containing 0.5X and 1X (4.5 g/L) glu-

cose respectively. Cells were also cultured in glucose-free media but neither WT nor

HD cells survived in this condition. Therefore, measurements could not be conducted
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Figure 2.1: Bar graphs showing the average intracellular glucose concentrations mea-
sured using GOx-functionalized nanosensor in DMEM with low (LGM) glucose content
in the absence of insulin (INS (-)) and 1 nM insulin (INS (+)) in wild type (WT) and
disease cell lines (DM). Nine to 12 individual cells with 3 replicates were tested for each
condition. The measurements were performed at day 3 (T1), day 6 (T2), day 11(T3),
day 16 (T4).

in the absence of glucose. It is important to note that the regular culture condition of

these cells does not require or include insulin. Exposure of WT cells to low and high

glucose media in the absence of insulin resulted in similar intracellular glucose levels as

measured by glucose nanosensors (Figs. 1 and 2 ).

Intracellular glucose levels were found to be almost stable from T2 to T4,

and the range was between 1.79 to and 2.58 mM. The most significant di↵erence was

observed for the T1 time point where intracellular levels were about 3 fold lower than

those of T2-T4 in wild type cells. This low concentration can be due to either fast

metabolism or rapid growth rate of young cells. When the glucose nanosensor was used
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Figure 2.2: Bar graphs displaying the average intracellular glucose concentrations mea-
sured using GOx-functionalized nanosensor in DMEM with high glucose (HGM) content
in the absence insulin (INS(negative)) and 1 nM insulin (INS (+)) for wild type (WT)
and disease cell lines (DM). Nine to 12 individual cells with 3 replicates were tested for
each condition. The measurements were performed at day 3 (T1), day 6 (T2), day 11
(T3), day 16 (T4).

on HD cells, we observed that intracellular levels of glucose were about 2.5 fold lower

than that found WT cells for T3 and T4 (Figs. 1 and 2).

To compare glucose uptake in WT and HD cells, we exposed the cells to 1

nM insulin (normal non-fasting insulin level), as insulin regulates glucose uptake by

activating glucose transporters 1 and 4 (GLUT1 and GLUT4) [62]. We saw a general

increase in intracellular glucose levels for all time points for both cell lines (Figs. 1

and 2). As expected, in HGM, intracellular glucose levels were much higher than in

LGM. Notably, the e↵ect of insulin was more pronounced at T3 and T4 suggesting that

glucose uptake of HD cells is facilitated when insulin is present. The average intracellular
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glucose concentrations and their variations for both cell types under all conditions are

summarized in Table 2.

2.3.2 Assessing transcriptomics in rat HD cells

We integrated transcriptomics and metabolomics i.e., the metabolome pro-

vided phenotypic (glucose) measurements to which we anchored the global measure-

ments of the transcriptome related to glucose pathways. In order to achieve this,

RNA-seq transcriptomics was performed to complement the data obtained from glu-

cose nanosensor measurements, using a similar set-up. RNA was extracted from wild

type (WT) (ST14A-Q15) and disease (HD) (ST14A-Q120) cells. The gene expression

levels were assessed across four passages T1-T4. First, to assess the sequencing by

synthesis (SBS) method as a quantitative profiling tool, ERCC spike-in controls were

included in the cDNA mix with the samples. ERCC spike-in controls showed Pearson

correlation above 90% in all library-to-library comparisons. Also, a 90% Pearson cor-

relation was observed in the expression of ERCC pseudo-genes to the ERCC starting

concentrations provided by the ERCC manufacturer (Fig. 3 (A)). Although Spearman

correlation was slightly lower (minimum 88%) (Fig. 3 (B)), Pearson correlation is a bet-

ter parameter for our dataset because it assumes a linear relationship between ERCC

gene expression measurements and ERCC starting concentration [63]. Comparisons of

upregulated, downregulated and significantly di↵erent genes were made with the top

50 genes in a universe of 3213 di↵erentially expressed genes. A recent RNAseq study

in human post-mortem HD patients also showed 5480 genes di↵erentially expressed,
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indicating a similar order of magnitude in the number of di↵erentially expressed genes

in rat and humans due to mHTT [37].

2.3.3 Glucose-related genes were di↵erentially expressed in mHTT

cells

Specific genes used for the analysis were involved in glycolysis, trichloroacetic

acid cycle (TCA), pentose phosphate pathway (PPP) and glucose transport; accessed

from a list of genes in glucose metabolism provided in Qiagen’s website (www.qiagen.com).

The pattern of expression of genes involved in these pathways in mutant and wildtype

were plotted as a heatmap using the Pheatmap package available in R [64]. Seven genes

in the glycolysis pathway, eleven genes in the TCA, two genes in the PPP, and one gene

expressing a glucose transporter were found to be a↵ected by mHTT in this study (Fig.

4).

2.3.4 Survival e↵ect of HK-II and Glut1 on HD cells

Hexokinase catalyzes the first step of glycolysis and represents a regulatory

enzyme [65]. Expression of hexokinase II (HK-II) was found to be upregulated in our

rat striatal HD cells, a finding also observed by other authors [66]. An increased expres-

sion of hexokinase II has also been associated with other neurodegenerative disorders

[67] (Fig. 4). It was demonstrated previously that alteration in HK-II gene expression

has a direct impact on glucose metabolism [68]. Hexokinases (HKs) phosphorylate the

glucose transported through glucose transporters (GLUTs) on the plasma membrane
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Figure 2.3: A) Pearson correlation of the starting ERCC spike-in concentration and
the ERCC spike-in count after library preparation and RNA-seq. ERCC expression
values were calculated as log2 of counts. B) Spearman correlation of the starting ERCC
spike-in concentration and the ERCC spike-in counts after RNA-seq. ERCC expression
values were calculated as log2 of counts.
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to produce glucose-6-phosphate (G-6P) (Berg et al., 2002). HK activity is inhibited by

G-6P providing a feedback mechanism [69]. The reduced glucose content measured in

mutant cells could be attributed to the increased expression of HK-II in HD cells. HK-II

upregulation has been previously shown to be an important consequence of metabolic re-

programming in cancer [68]. The expression of Glut1 (Slc2a1), the main class of glucose

receptor involved in glucose transport from the blood-brain barrier to the CNS [43], was

also upregulated in the mutant cell type (Fig. 4). A previous study in a hematopoietic

cell line showed that increased glucose phosphorylation due to co-expression of HK-II

and Glut1 has an anti-apoptotic e↵ect. The protective e↵ect was attributed to increase

in NADPH activity through the pentose phosphate pathway eliciting an anti-apoptotic

e↵ect [70]. The mutant huntingtin protein causes neuronal dysfunction and eventual cell

death. Some of the pathways found to be abnormal in Huntington’s disease models are

transcriptional impairment, neuronal excitotoxicity, oxidative damage, inflammation,

apoptosis, and mitochondrial dysfunction. The anti-apoptic e↵ect could slow down the

disease progression in our HD rat cell model, similar to observations by the study of

Johri and Beal [71]. In summary, our data suggest a compensation mechanism by which

increased expression of HK-II and Glut1, may drive mutant cells to survive huntingtin

mutation. Insulin treatment is known to increase HK-II mRNA and protein in various

cell types and the increase is blocked by inhibition of PI3K, an upstream kinase of Akt,

as well as inhibition of mTORC1 [68]. mTORC1 is a protein that integrates signals

to regulate cell growth and metabolism. Genes coding for IDH1, ENO3, MDH2 and

ALDOC proteins were also found to be di↵erentially expressed (Fig. 4) in mHTT cells.
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Figure 2.4: Glucose metabolism related genes derived from glycolysis (blue), PPP (red),
TCA (green) and glucose transport pathways (purple) di↵erentially expressed in wild
type and HD cells. Statistical significance was determined by the Benjamini-Hochberg
multiple testing adjustment, as described in DESeq2 documentation, based on p-value
comparison. FDR was applied on p-values for significance cut-o↵.

Eno3 is a gene that codes the enolase version of the muscle. The deficiency of this

protein correlates with glycogen storage disease XIII [72]. Together, the results of this

glucose homeostasis targeted analysis suggest that glucose metabolism is altered in our

HD model, in agreement with other studies [73].
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2.3.5 Upregulated and downregulated genes in HD rat cell model

To further understand the perturbation initiated by huntingtin, we analyzed

the most abundantly di↵erentiated genes of our cell model in the Panther Classifica-

tion System (www.pantherdb.org). The group of the top 50 upregulated genes was

segmented after the pathway enrichment analysis of genes present using Panther Clas-

sification. Fig. 5 shows the heatmap and pie-chart analysis of the up-regulated genes.

Fig. 5b shows the main cellular pathways identified by the Panther Classification Sys-

tem among the top 50 expressed genes. They were identified to be cellular receptors

controlling signal transduction, including EGF receptor, Wnt signaling, and glutamate

receptor. Pathways related to Huntington’s and Alzheimer’s diseases were also found in

the Panther Classification. Igf1 is involved in two pathways: the MAPK pathway, re-

lated to cell development and di↵erentiation, and the AKT/PKB pathway that controls

insulin metabolic actions (Fig. 5) [74].

SORCS1 protein is necessary for insulin granule secretion in b-cells [20], how-

ever was not found annotated with such function by the Panther Classification System

in our analysis. SORCS1 is sortilin-related vacuolar protein sorting 10 (VPS-10) do-

main containing receptor 1. Interestingly, the gene expressing SORCS1 controls protein

tra�cking and transport of other cellular components, such as the amyloid beta plaques

[75, 76] and has been established as an important hallmark of Alzheimer’s disease. Gene

Sorcs1 was found upregulated in the mutant type in this study (Fig. 5a). A recent study

suggested that SORCS1 has a novel regulatory mechanism and acts as a modulator of
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Figure 2.5: (a) Top 50 up-regulated genes in the comparison log2 (value in mu-
tant)/(value in wild-type), as described in the DESeq2 documentation. (b) Pie chart
showing Panther pathway analysis of the top 50 up-regulated genes of rat cells expressing
human huntingtin.
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sortillin function [77]. Sortillin, also a member of the Vps 10 protein sorting recep-

tor family, is involved in biological processes such as glucose and lipid metabolism. It

has been proposed that dysfunction of SORCS1 protein may contribute to both the

APP/Ab disturbance underlying Alzheimer’s disease (AD) and the insulin/glucose dis-

turbance in Diabetes Mellitus (DM) [78]. To better investigate changes observed in

mHTT model in this study, we compared transcriptomics data from other Huntington

mice models and included some of the changes observed in AD. Out of 70 genes an-

notated in the Alzheimer’s disease presinilin pathway, 26 genes were found altered in

mHTT cells (Figures 1.5 and 1.6).

The presinilin pathway is dysregulated in AD, cleaving several single-transmembrane

proteins within the membrane domain, including the amyloid precursor protein, Notch,

ErbB4, E-cadherin, Nectin-1alpha, and CD44 (www.pantherdb.org). Notably, another

important AD marker, gene Apoe, was a↵ected in our cell model. Interestingly, Vldlr,

an Apoe receptor was the top downregulated gene in our study (Fig. 1.7).

As mentioned before, HK-II, a glycolysis enzyme, was a↵ected by the mHTT

protein. Besides the already established low-glucose metabolism characteristic of AD,

it was observed that AD condition a↵ects the regulation of 6-phosphofructo-2-kinase in

human patients, further illustrating common features between AD and HD [79]. Other

pathways significantly a↵ected in our mHTT model, including calcium signaling, gluta-

mate receptor activity and synaptic transmission, were observed by other researchers in

HD mice and human patients [80, 81, 82, 83]. For instance, Achour and collaborators

identified Gata2 transcription factor, a gene involved in establishment of tissue-specific
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Figure 2.6: Number of di↵erentially expressed genes per signaling pathway according
to Pantherdb analysis. A minimum of 10 genes per signaling pathway was requested.
Pathways were organized from highest to lowest number of di↵erentially expressed genes
within each pathway. Some of the pathways in red bars represent signaling pathways
which are discussed in this manuscript.
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Figure 2.7: Number of di↵erentially expressed genes per signaling pathway according
to Pantherdb analysis. A minmum of 10 genes per signaling pathway was requested.
Pathways were organized from highest to lowest number of di↵erentially expressed genes
within each pathway. Some of the pathways in red bars represent signaling pathways
which are discussed in this manuscript.
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enhancers, which was found to be a↵ected in the present study, highly expressed in the

striatum, and not cerebellum, of HD mice model [84]. Furthermore, genetic variations

in intron 1 of SORCS1 have been associated with Alzheimer’s disease in several studies

[85, 15]. In order to confirm upregulation of SORCS1 observed in RNA seq analysis,

we stimulated cells with insulin as described in intracellular glucose measurements and

performed gene specific PCR analysis (Fig. 8).

SORCS1 was found to be upregulated in mHTT compared to wild type as

observed in RNA-seq data. To understand the e↵ect of insulin and/or glucose on ex-

pression of SORCS1 in mHTT cells, qRT-PCR was performed. The mHTT cells not

treated with glucose and insulin showed the highest SORCS1 expression (Fig. 9).

Significant di↵erence was observed when these mHTT cells (no insulin, no glu-

cose) were compared to WT cells grown in all conditions tested. However, we observed

no statistically significant di↵erence in SORCS1 expression in mutant cells treated with

either insulin or glucose. Our results suggest that mHTT mutation was the only factor

causing higher SORCS1 expression. However, more stringent and detailed analysis will

enable better understanding of the e↵ect of additional glucose and insulin on expression

of SORCS1. In response to insulin, sortillins can transport GLUT4 to the membrane

for uptake of glucose [59] [6]. There are no previous studies demonstrating that the two

proteins, SORCS1 and sortilin, can act identically. However, recent literature has indi-

cated that the SORCS1 are sortilin-related CNS expressed proteins, and, as they belong

to the same subgroup of VSP10 receptor family, these proteins are related [20, 75, 86].

Since SORCS1 and sortilins belong to the same family of proteins, we were interested
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Figure 2.8: Polymerase Chain Reaction products of SORCS1 and actin primers amplifi-
cation. 5µL of actin amplicons and 5 µL of SORCS1 amplicons were mixed and allowed
to resolve in agarose gel electrophoresis as indicated above. Insulin and glucose treat-
ments were indicated above each lane. Results suggest a higher expression of SORCS1
in the mHTT cell type, confirming RNA-seq data.
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Figure 2.9: Relative gene expression (fold change) of SORCS1 gene in mHTT and wild
type was normalized to reference condition (wild type cells grown in media containing
no additional glucose or insulin). ACTB was used as endogenous control. mHTT cells
had 2- 4-fold increase in SORCS1 levels. Results are presented as mean (T1, T2, T3 and
T4) ± SE. Statistical analysis was assessed by unpaired t-test and one-way ANOVA.
**p < 0.05 was considered statistically significant.
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Figure 2.10: Western blot of glucose receptors. Glucose transporter 4 protein expression
comparing mHTT and wild type HTT-expressing cell lines corresponding to passages 1
(T1) (A) and 4 (T4), (B) of ST14A cells. A decreased GLUT4 expression is observed
due to mHTT. C) Glucose transporter 1 protein expression comparing mHTT and wild
type HTT-expressing cell lines corresponding to passages 1 (T1) (C) and 2 (T2), (D) of
ST14A cells. Mutants (mHTT cells) had an increased expression of GLUT1 receptor.

in understanding whether increased SORCS1 in cells with Huntington phenotype would

a↵ect Glut4 gene expression, thereby increasing glucose uptake. As Glut4 expression

was not significantly di↵erent in HD and normal cells in the RNA-Seq analysis, we

performed protein expression studies. Our results showed that GLUT4 protein was

expressed at lower level in rat HD cells (Fig. 10A and B).

Basal levels of GLUT4 along with other glucose receptors including GLUT1,

the main class of glucose receptor, may compensate for the lack of GLUT4 protein ob-

served in mHTT cells. Nevertheless, other factors including post-transcriptional modifi-
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cation or action of miRNA may also have an e↵ect on decreased GLUT4 protein levels,

which needs to be investigated further. Hou and Pessin reported that overexpression

of sortillin stabilizes GLUT4 protein, increases the formation of insulin responsive com-

partments, and promotes insulin-stimulated glucose uptake [6]. Higher GLUT4 and/or

higher metabolism could explain the increased intracellular glucose concentration in

wild-type cells and a time-dependent study could give a better idea whether GLUT4 is

indeed regulated by SORCS1 in addition to sortillin. The role of sortilins in the translo-

cation of GLUT4 proteins was revised in the study of Hou and Pessin [6]. As GLUT4

levels were lower in mHTT cells, we became interested in analyzing GLUT1 levels, the

main class of glucose receptor. Results showed higher GLUT1 levels in mHTT cells

suggesting that GLUT1 could indeed compensate for the lack of GLUT4 in mHTT cells

(Fig. 10C). The fine regulation of brain developed neutrophic factor (BDNF) by sortillin

has been implicated in neuronal and tumor cell survival. Interestingly, BDNF protein

was also shown as a diabetes and Huntington’s disease marker [30, 87]. In our cell

model, following the trends described by Zuccato and collaborators, BDNF levels were

lower in mutant cells than in wild type. Furthermore, it has been demonstrated that

BDNF protein is one of the molecules that is a target of organelle sorting mediated by

SORCS1 [88]. BDNF, once transported to the striatum from the cortex, induces choles-

terol synthesis and is related to synaptic plasticity and neuronal survival [89]. Sortillin

has also been implicated in LDL- cholesterol metabolism and VLDL secretion [90, 91].

The very low density lipoprotein receptor (VLDLR) was found as the top downregu-

lated gene in HD cells as compared to wild type cells in our data set (Fig. 7). VLDLR
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is an apolipoprotein E (APOE) receptor and the interaction of these two proteins has

important implications in lipid metabolism [92]. Downregulation of VLDLR gene indi-

cates that lipid metabolism is also impaired in mutant huntingtin striatal cells, as has

been shown by another group [93]. Other genes that were found to be downregulated in

this study are shown in Fig. 7a, along with the pathways they belonged to in Fig. 7b.

Together, these data suggest the involvement of SORCS1, insulin, GLUT4 and GLUT1

in the HD condition, at least in our cell model, providing molecular candidates that

support a decreased intracellular glucose concentration due to mutant huntingtin. To

our knowledge, no other group has reported the involvement of SORCS1, an Alzheimer’s

disease and diabetes marker, in a Huntington’s disease model. SORCS1 may not only

be involved in impairment of glucose metabolism, but also lipid metabolism in Hunt-

ington’s disease.

2.3.6 Other pathways a↵ected by mutant huntingtin

Using transcriptomics and metagenomics, we sought to understand how mHTT

influences not only HD related pathways but also other major pathways. In order to

understand the pathways a↵ected, we classified di↵erentially expressed genes accord-

ing to their signaling pathways, with at least 10 genes observed per pathway in the

Pantherdb classification system. 1145 genes (out of 3213) are represented in Fig. 6.

The signaling pathway most significantly a↵ected by mutated huntingtin in number

of genes was the wingless-related (Wnt) signaling pathway (P00057), showing 65 dis-

regulated genes. Beta-catenins, a canonical element from the Wnt pathway, forms a
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complex with GSK-3B; they regulate epidermal growth factor and insulin, as well as

control cell fate. Other genes that were di↵erentially expressed were important in the

insulin/MAPK/PKB/IGF pathways (P00032 and P00033). 64 genes were impaired in

the gonadotrophin-releasing hormone receptor (P06664). Dysregulation of inflamma-

tion mediated by the cytokines and chemokines pathway (P00031) supports the anti-

inflammatory treatments sug- gested for human HD [37]. Glutamatergic pathways were

also found to be a↵ected in our study (P00037 and P00039). Glutamate ionotropic

receptor AMPA type subunit 3 (GRIA3), a gene in this pathway, was downregulated in

our study (Fig. 7). Morton et al. also showed this gene to be downregulated in R2/6

mice, a↵ecting synaptic plasticity [94]. A recent study showed SORCS1 regulating the

AMPA receptors [75]. All the other pathways a↵ected due to mutant huntingtin (con-

taining 10 or more than 10 genes per pathway) are shown in Fig. 6. In summary, data

shown on Fig. 6 support general observations from the literature about Huntington’s

disease, as well as provide support to our observation of SORCS1 being dysregulated

due to huntingtin mutation, in that this gene interacts with glutamate receptors [75].

2.4 Conclusion

Correlation between HD and glucose blood levels has been extensively studied.

Although some studies do not show a correlation between HD and glucose metabolism,

[31], other studies suggest the involvement of insulin resistance mediated by the hunt-

ingtin mutation and cross-talk between glucose metabolism and other metabolic path-
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ways. Among these pathways, involvement of fatty-acid biosynthesis and cholesterol

synthesis are described in HD progression [89, 93, 95, 96, 97, 98, 99]. Here, we showed

impaired glucose metabolism in rat striatum cells using a functionalized nanopipette

as a non-destructive intra-cellular glucose measurement technique. Impaired glucose

metabolism along with altered expression of genes concerned with energy metabolism

contributes to HD pathogenesis. A new additional target, SORCS1 was identified to be

altered in HD cells along with previously reported transporter related genes, GLUT1

and GLUT4. Increased levels of SORCS1 correlate positively with loss of the ability of

the cell to sort proteins like GLUT4 properly. Further work on generating a knock-out

mutant of SORCS1 gene will shed more light on better understanding the role of this

gene in Huntington’s disease. GLUT1 and HK-II expression may have a beneficial e↵ect

on HD pathology by delaying apoptosis. The induction of genes in the PPP could pos-

sibly delay HD progression, thereby providing e�cient neuroprotection against reactive

oxygen species. These data represent a comprehensive integration of metabolic and

transcriptomic expression data in rat HD cells. This research yields important advances

in our understanding of HD pathogenesis. It remains to be shown whether the changes

observed here are similar across di↵erent cell types within the brain of a↵ected human

individuals. In Chapter 3, we start addressing the involvement of genes and/or proteins

identified in Chapter 2 (e.g. sortilins, tetraspanins and MHC) in human Huntington’s

disease. We specifically highlight the aspects of these genes that are involved in the

immunological function.
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Chapter 3

Mutant Huntingtin A↵ects Diabetes and

Alzheimer’s Markers in Human and Cell

Models of Huntington’s Disease

Overview

The following is a transcript of the Chaves et al., (2019) paper [27]. I decided to

explore the idea that sortilins, among the top hits of the RNA-Seq analysis I performed

in ST14A cells, were involved in human HD. To do that, I performed a Genome-Wide

Association Study, where I correlated human HD and SNPs in sortilin genes. In Chapter

3, we start addressing the involvement of genes and/or proteins identified in Chapter 2

(e.g. sortilins, tetraspanins and MHC) in human Huntington’s disease. I further explore

the concept that sortilins have an immunological function, as do MHC and tetraspanins.

These ideas are particularly important in explaining type 1 diabetes phenotypes in HD.
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Abstract

A higher incidence of diabetes was observed among family members of individ-

uals a↵ected by Huntington’s Disease with no follow-up studies investigating the genetic

nature of the observation. Using a genome-wide association study (GWAS), RNA se-

quencing (RNA-Seq) analysis and western blotting of Rattus norvegicus and human,

we were able to identify that the gene family of sortilin receptors was a↵ected in Hunt-

ington’s Disease patients. We observed that less than 5% of SNPs were of statistical

significance and that sortilins and HLA/MHC gene expression or SNPs were associated

with mutant huntingtin (mHTT). These results suggest that ST14A cells derived from

R. norvegicus are a reliable model of HD, since sortilins were identified through analysis

of the transcriptome in these cells. These findings help highlight the genes involved in

mechanisms targeted by diabetes drugs, such as glucose transporters as well as pro-

teins controlling insulin release related to mHTT. To the best of our knowledge, this is

the first GWAS using RNA-Seq data from both ST14A rat HD cell model and human

Huntington’s Disease.

3.1 Introduction

3.1.1 Biology of Huntingtin and Identification of DNA Polymorphism

Causing HD

Huntington’s disease (HD), a neurodegeneration characterized by motor, cog-

nitive and psychiatric symptoms is caused by an unstable expansion (CAG) in a polyg-
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lutamine (polyQ) tract in the N-terminal of the huntingtin (HTT) gene. This condition

is triggered when the number of CAG repeats on exon 1 of HTT exceeds 39, while

36-39 CAGs repeats result in an uncertain incidence of the disease [10]. Features of the

genetic inheritance of CAG repeats in HTT were unknown for more than 200 years;

George Huntington described Huntington’s chorea in 1872 and linkage mapping of the

genomic region to HD occurred in 1993 [10, 12]. HTT is highly conserved from flies

to mammals and the N-terminal is the most extensively studied region of the protein

due to the CAG expansion on exon 1. HTT also contains HEAT repeats which play

an important role in protein-protein interactions. HEAT repeats are a common heli-

cal motif in the Huntingtin protein, Elongation Factor 3, protein phosphatase 2A, and

TOR1 [100]. Tools such as the restriction fragment length polymorphism (RFLP) have

been extensively used in determining DNA polymorphisms of HTT inherited in HD

families [11], but rarely used to study other parts of the genome of HD individuals.

RFLP was used in linkage disequilibrium studies that characterized the genetic pattern

of CAG repeats in HTT in HD families. The reason for the lack of studies on the over-

all genome of HD individuals after characterization of mutant HTT is the assumption

that no other genomic region influences human HD more than HTT. A study of SNPs

in di↵erent parts of the genome of HD individuals may help explain di↵erent genetic

phenomena including increased prevalence of diabetes among families a↵ected with HD

and cases where the CAG abnormal expansion was not present in the father nor in the

mother, but manifested in the descendants [95, 101, 102]. Due to the great number

of HTT molecular partners in events such as DNA and RNA metabolism, endocytosis,
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subcellular tra cking and cellular homeostasis, genetic diversity of several proteins that

interact with HTT may a↵ect prevalence these conditions among HD patients and their

families. Saudou and Humbert reviewed the interaction of HTT with proteins of the

molecular motor machinery such as dynein, dynactin and kinesin and the role of HEAT

repeats allowing HTT to serve as a sca↵olding protein in these biological processes [2].

Zala et al., from the same group, found that the HTT-dependent transport of GADPH,

a gene from the glycolysis pathway, provides energy to sustain the fast transport of

vesicles using the cytoskeleton [103]. These studies support the notion that HTT acts

as a protein important in the transport of vesicles, also influencing cellular endocytosis

and exocytosis.

3.1.2 Neurodegeneration and Metabolic Diseases

Endocytosis and exocytosis are cellular mechanisms that maintain the home-

ostasis of a cell and play a direct role in neurodegenerations and metabolic diseases.

Endocytosis and exocytosis influence Type 1 Diabetes (T1D) and Type 2 Diabetes

(T2D) in di↵erent ways. T1D or insulin-dependent diabetes, features autoantibodies

attacking proteins in the membrane of pancreatic cells. Problems in the processing

of antigens transported intracellularly by components such as phagosome, proteasome,

Golgi apparatus, ER, endosomes and the cell membrane are often associated with T1D.

It has been observed that glutamate decarboxylase, zinc transporter-8, IA-2, tetraspanin

7 and insulin act as humoral autoantigens in T1D [104]. T2D, on the other hand, is

characterized by a lack of response to insulin in cells that need to use glucose, such as
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muscle cells, liver cells and adipocytes, even with the production of the hormone in the

pancreas. In cells of patients with T2D, glucose transporters and proteins involved in

the translocation of glucose transporters do not correctly respond to the insulin signal.

This results in a poor cellular uptake of glucose from the blood stream. Among compo-

nents involved in the translocation of glucose receptors to the cell membrane, sortilins

control sorting of proteins across di↵erent cellular compartments, including tra�c be-

tween the Golgi apparatus and the cellular membrane [6]. Translocation of insulin to

the secretory pathway following the release of the hormone in the blood stream is a

cellular role performed with assistance of sortilins [20]. The first report of mHTT af-

fecting diabetes phenotypes was made in 1972, when a higher prevalence of diabetes was

detected among HD patients [102]. This observation was later supported by findings

indicating increased chances of diabetes among family members of individuals a↵ected

with HD [95]. Since HTT is a sca↵olding protein that connects cytoskeleton proteins to

proteins of the endocytosis and exocytosis pathways, it is possible that mutant mHTT

a↵ects diabetes phenotypes related to these pathways.

3.1.3 VPS10P-Domain Receptors or Sortilins: Regulators of Subcel-

lular Protein Tra�cking and Markers of Diabetes and Neurode-

generation

The vacuolar protein sorting 10 protein (VPS10P) domain is a 700-amino-acid

motif first identified in Saccharomyces cerevisiae that directs the tra cking of lysoso-

mal enzymes from the Golgi apparatus to the vacuole [105]. VPS10P-domain receptors
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in mammals contain five members; SORT1 (sortilin), SORLA, SORCS1, SORCS2 and

SORCS3. These receptors bind and neutralize a variety of ligands such as trophic fac-

tors, neuropeptides, glucose receptor 4 (GLUT4) and the amyloid beta peptide between

the trans-Golgi network, the endosomes and the plasma-membrane [6, 14, 8, 15]. In

macrophages, SORT1 binds other proteins from the Golgi apparatus causing the migra-

tion of vesicles using the retromer complex. Vesicles containing sortilins end up fusing

to the phagosome of macrophages and are known to deliver specific proteins required

for immunological control of Mycobacterium tuberculosis by macrophages [21]. Due to

its involvement with subcellular transport and signaling transduction, Reuter referred

to SORT1 as a dual function protein. As a transduction protein, SORT1 controls the

translocation of epidermal growth factor ligands. As an intracellular protein transport

controller, SORT1 acts in antigen presentation in dendritic cells, illustrating the role

of sortilin genes with the immune system [106]. Considering the involvement of sor-

tilin genes in immunity mediated by macrophages, sorting of cellular proteins, as well

as our previous study indicating the up-regulation of sortilin SORCS1 in a cell model

expressing mHTT [6, 20, 21, 28, 106], here focused on investigating the association of

sortilins with Huntington’s Disease using human and rat RNA-Seq datasets. We explore

the involvement of sortilins in an antigen presentation in HD and specifically provide

evidence that proves sortilins are part of the genetic component leading to diabetes in

human HD.
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3.2 Materials and Methods

3.2.1 Library Preparation and Sequencing

ST14A total RNA was extracted and converted to cDNA using the Smart-

seq2 protocol [107]. cDNA was then processed with the Nextera XT DNA library

preparation kit according to the manufacturer’s protocol (Illumina, San Diego, CA,

USA). Libraries were purified and size-selected using the Nvigen Size Selection Kit

according to the manufacturer’s protocol [108]. The bioanalyzer 2100 high-sensitivity

DNA assay (Agilent, Santa Clara, CA, USA) was used to check on the size range. The

functional library concentration was determined with the KAPA Biosystems library

quantification kit. The libraries were denatured after quantification and loaded on

Illumina HiSeq 2000 for sequencing.

3.2.2 Human and Rat Genomes

We used the human genome assembly version GRCh37.p13 (hg19) available

at the Ensembl Genome Browser to align the human sequencing files analyzed in this

study. The Rattus norvegicus reference genome version Rnor5.0 was used to map rat

sequencing files. Gene coordinates for isolation of genetic variants using Unix commands

and dbSNP IDs were also acquired using the Ensembl Genome Browser website, when

indicated.
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3.2.3 Genome-Wide Association Study (GWAS)

The genome-wide association of RNA-Seq reads with Huntington’s disease was

performed using a costumer Unix/bash script disclosed by Mohammed Khalfan of the

New York University Genetics Core Facility. Briefly, reads were aligned to the reference

genome using BWA, sorted, converted to a BAM file, duplicate marked and indexed

using Picard. The genome analyses toolkit (GATK) developed and provided by the

Broad Institute of Harvard and MIT was then used for realignment, variant calling,

single nucleotide polymorphism (SNP), indel filtering and extraction, base quality score

recalibration, and covariate analyses [109, 110, 111]. Knowing that GWAS strategies

are relatively new in science here we use the notion of GWAS as revised by Visscher:

“GWAS is an experimental design used to detect associations between genetic variants

and traits in samples from populations”, to determine that the algorithm used by this

report represents the first GWAS using RNA-Seq data from the HD cell model and

human Huntington’s Disease [112]. Outputs of the GATK/GWAS pipeline were files

including the variant call format (VCF), containing the SNPs identified for processing

described and reported in this document. A list of Unix commands used for analysis

shown in this study are provided in the Supplementary Materials.

3.2.4 Gene Expression Omnibus (GEO) RNA-Seq Datasets

We used GEO datasets previously published by Labadorf et al. (2015) (GEO

accession number GSE64810) [37], Lin et al. (2016) (GEO accession number GSM2100621)

[113] and HD iPSC Consortium (2017) (GEO accession number GSE95344) [114]. In
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this manuscript, we refer to these datasets as Labadorf (2015), Lin (2016) and HD

iPSC Consortium (2017) datasets respectively (publication year may or may not be

indicated). Files .vcf and .count generated respectively by the GATK and DESeq2

pipelines are included in the Supplementary Materials (these files contain respectively

the DNA genetic variants and the read counts detected by these pipelines).

3.2.5 Post-GATK/GWAS Processing

Several processing steps were required after completion of the GATK/GWAS

pipeline. These steps were necessary to allow formatting of the output files for compli-

ance with downstream software requirements and were accomplished using Unix com-

mands depicted in the Supplementary Materials (this section includes a brief description

of each Unix command used as well as extra results supporting findings described in

the main document). Other than the Unix commands depicted in the Supplementary

Materials, bcftools (version 1.9) [115], vcftools (version 0.1.14) [116] and PLINK [117]

were used to adjust the format of files used in the analysis. PLINK was used for the

extraction of PED and MAP files.

3.2.6 Statistical Analysis

PLINK was used for statistical testing of the comparison cases versus controls.

Fisher’s exact test was calculated as depicted in the command shown in the Supplemen-

tary Materials to compare the abundance of alleles in the cases and control individuals

[117]. A p-value threshold of 0.05 was used to consider a genetic variant statistically
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significant in our GATK/GWAS pipeline.

3.2.7 Manhattan Plots

R package Qqman was used to plot p-values below 0.05, indicating the asso-

ciation between HD and the specific genetic variant detected in each genomic position,

according to package instructions [118]. We highlighted SNPs located outside of the gene

body up to 1,000,000 base-pairs upstream and downstream of the gene body. We con-

sidered that within this region there existed regulatory elements influencing the genetic

products encoded by the gene body.

3.2.8 Linkage Visualization Using Haploview

PLINK was used to extract pedigree and .map files from .vcf files and to input

Haploview using default parameters, as determined by the Broad Institute guidelines in

the website and original paper recommendations [119]. The haplotype block was deter-

mined using the Four Gametes Rule option available on Haploview. Linkage plots were

constructed with the standard LD color scheme (D0/LOD). Color represents linkage, in

the following order: red (LOD 2 and D0 = 1), pink (LOD 2 andD0 ¡1),blue(LOD¡2andD0

=1),andwhite(LOD¡2andD0 ¡1).
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3.2.9 Validation of GATK/GWAS DNA Variants Identification by Py-

rosequencing

The NGS Pyrosequencing method was used as a genotyping validation of the

GATK/GWAS algorithm used in this study as previously described [120, 121].

3.3 Results

3.3.1 mHTT Is Associated with SORCS1 Protein Up-Regulation and

Sortilins SNPs

To investigate whether genetic variants of sortilin genes were associated with

human HD, we performed a GWAS in rat and human datasets using the Genome Analy-

sis Tool Kit (GATK). Table 2.1 represents an overview of the significant SNPs detected

in the entire RNA-Seq dataset as well as in the sortilins gene body and vicinity.

Based on the total number of SNPs identified, we were able to distinguish two

groups of datasets; those with low genetic variance and datasets with high genetic vari-

ance. It was observed that 220,000 Single Nucleotide Polymorphisms were significantly

associated with mHTT in the ST14A and HD iPSC Consortium data, whereas more

than 2.6 million SNPs were significantly associated with mHTT in the Labadorf and

Lin datasets (Table 1). 1.4–3.80% of all SNPs detected were significant in each dataset

and this similarity indicates that variants were consistent across all groups that were

analyzed. We hypothesized that SNPs near the genes in the study could influence gene

expression levels. To substantiate our hypothesis, we counted the number of SNPs in
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Table 3.1: Summary of DNA variants detected in GATK/GWAS pipeline of rat and
human RNA-Seq. SNP variants locate in gene body and regulatory vicinity.

Dataset Total SNPs Significant Sortilin SNPs in Sortilins

SORCS1 13

SORCS2 8

R. norvegicus 222997 8464 (3.80%) SORCS3 2

SORT1 11

SORL1 5

SORCS1 8

SORCS2 171

Labadorf 2658838 84349 (3.17%) SORCS3 53

SORT1 153

SORL1 38

SORCS1 9

SORCS2 121

Lin 3172675 44669 (1.41%) SORCS3 23

SORT1 111

SORL1 41

SORCS1 0

HD iPSC SORCS2 20

238013 8979 (3.38%) SORCS3 3

Consortium SORT1 22

SORL1 6
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the gene body and regulatory regions. For this analysis, the gene regulatory region was

defined as a body of ±1, 000, 000bp nucleotides away from the gene body. We used a

custom bash script to isolate the SNP positions (Supplementary Material, Command

1A). In the ST14A rat dataset, only variants of the SORCS1 gene were identified across

the five possible sortilins (six SNPs in the gene body, 13 SNPs in the regulatory region)

(Table 2.1). For a better visualization of sortilins SNPs observed in the GATK/GWAS

pipeline, a plot was developed using the positions of the mutations relative to the sortilin

gene organization and the dataset in which SNPs were identified as shown in Figure 2.1.
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Figure 3.1: Organization genomic regions of sortilins showing SNPs detected by the GWAS/GATK pipeline across introns
and exons. The dataset of the identification is indicated. A) SORCS1 gene organization in R. norvegicus. B) SORCS1 gene
organization in human. C) SORCS2 gene organization in human. D) SORCS3 gene organization in human. E) SORT1
gene organization in human. F) SORL1 gene organization in human. Mutations inside the red squares represent SNPs
in introns organization in human. Mutations inside red squares represent SNPs in introns between exons that encode the
VPS10P domain [8]. Exons are indicated with their numbers in blue for identification.
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From these results, it can be observed that sortilins had mutations significantly

associated with Huntington’s Disease (p-value < 0.05, Fisher’s exact test comparison)

in the Labadorf dataset. Only SORCS3 and Sortilin-related (SORL1 ) did not show

mutations flanking introns two and three, which are located between the exons encoding

the VPS10P domain (Figure 2.1). For a list of all positions of significant SNPs associated

with HD in this study, see the Supplementary Materials PLINK output. Figure 2A

represents the agarose gel electrophoresis results. From the gel it is evident that the

SORCS1 protein levels were up-regulated in the mHTT-expressing cells, a phenomena

that was previously suggested by our group [28]. To further access the e↵ect of mHTT

on the biology of sortilins, we investigated SNPs (Figure 2B) and the gene expression

(Figure 2C) of sortilins associated with HD.
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Figure 3.2: Influence of the mutant huntingtin (mHTT) on the expression and genetic variance of sortilin genes in Rattus
norvegicus (A) and human (B). (A) Western blot of sortilin related VPS10 domain containing receptor 1 (SORCS1) protein
in ST14A cells after overnight exposure to a growth medium containing glucose and bovine insulin; (B) Manhattan plots
showing SNPs detected in Labdorf, Lin and HD iPSC Consortium datasets (top to bottom). Venn diagrams depict SNPs
detected in three human datasets analyzed per sortilin gene (HD iPSC Consortium, Blue; Labadorf 2015, Red; Lin 2016,
Green). First the Venn diagram shows SNPs in the three human datasets associated with HD (p < 0.05). The other five
Venn diagrams show SNPs flanking the five sortilins SORT1, SORL1, SORCS1, SORCS2 and SORCS3 ); (C) RNA-Seq
analysis using the DESeq2 R package on the HD iPSC Consortium dataset. Blue: MHC/HLA; Green: Tetraspanins; Purple:
VPS10P (sortilins).
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Labadorf et al. identified the expression of sortilins a↵ected in HD individuals

[110]. We believe that the HD iPSC Consortium dataset did not share common SNPs

with the Labadorf and Lin datasets because the HD iPSC Consortium dataset was

composed of “HD patient-derived iPSC lines with juvenile-onset CAG repeat expansions

(60 and 109 repeats)”, a more genetically homogeneous group than the Labadorf and

Lin datasets (Figure 2B). Further confirming our observations and those of the Labadorf

group gene expression of sortilins are influenced by mHTT in the HD iPSC Consortium

dataset (Figure 2C). Supplementary Table 1 shows the description of SNPs that are

found significant across all human datasets (p-value < 0.05, Fisher’s exact test). Among

the biological processes reported on the Supplementary Table 1, tetraspanin variants

(illustrated in bold on Supplementary Table S1) indicate the association of mHTT with

the four-transmembrane proteins. In the ST14A rat cells that we studied previously and

here, the top up-regulated gene was TSPAN8, a transmembrane protein responsible for

the organization of the HLA/MHC complex. This observation indicates the agreement

between the findings concerning tetraspanins in the human and rat datasets analyzed

in this study. To compare the distribution of SNPs identified near the sortilin regions in

the GATK/GWAS pipeline exploited in this study with the overall SNPs flanking other

genes, Manhattan plots were constructed with the significant (p-value < 0.05) 84,349

SNPs (Table 1) detected in the Labadorf dataset as shown in Figure 3.
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Figure 3.3: Manhattan plot visualization of SNPs found significant (p-value < 0.05) in regions near HTT, sortilins and
APOE in the Labadorf 2015 dataset. Some of the genes were located in the same chromosome (HTT and SORCS2 on
chromosome 4, SORCS1 and SORCS3 on chromosome 10). When the chromosome was identical, significant SNPs were
counted as SNPs located 1,000,000 bp upstream and downstream the gene border coordinates. The level of significance
(negative log of p-value, y axis) of SNPs identified near the sortilin genes suggested that the genetic variation in sortilins
have a significant impact on the Huntington’s disease (HD) pathology in this dataset.
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We included visualization of the APOE gene variants in Figure 3 due to its

importance in neurodegenerations, Alzheimer’s Disease in particular. APOE genetic

variants also a↵ect human longevity due to the transport of lipids and risks associated

with cardiovascular diseases [122]. Total SNPs detected between HTT and SORCS2 on

chromosome 4 (11746 SNPs, Supplementary Materials Table S6) were approximately 5X

more SNPs than the region between SORCS1 and SORCS3 genes on chromosome 10

(1976 SNPs, Supplementary Materials Table S6). This is in agreement with the notion

of the biological importance of the HTT locus as the Mendelian causative mutation of

the HD pathology. Compared to the APOE locus which is highly polymorphic due to its

activity in lipid metabolism, HTT carried at least 5X more SNP mutations than APOE

(APOE carried 1863 total SNPs in its vicinity) (Figure 3, Supplementary Materials

Table S6). We detected 665 SNPs significantly associated with HD in the vicinity of the

HTT and sortilins genes (Supplementary Materials Table 6). Positions, alleles, allele

frequencies and p-values of 665 SNPs between the HTT and sortilins genes significantly

associated with HD are indicated in Supplementary Materials Table S7.

3.3.2 mHTT A↵ects Pathways Important for Immunological Function

By interrogating datasets analyzed for transcriptomic regulation and presence

of SNPs associated with mHTT in specific genomic regions known to be involved with

Type 1 and Type 2 Diabetes, we found that genes from the MHC/HLA locus, regarded

as T1D markers [18], were down-regulated in human cells expressing mHTT in the

HD iPSC Consortium dataset (HLA-B) (Figure 2C). MHC/HLA genes are responsible
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for the presentation of processed antigens to T-cells, and the activation of adaptive

immune response, as the gene expression is turned on after a virus or bacterial infection

or tumor mutation of proteins [7]. Figure 2C also shows that sortilin SORL1 and

several tetraspanins are modulated by HD in the HD iPSC Consortium dataset. SORL1

gene expression was down-regulated to approximately a third of the control values, and

reached statistical significance (Supplementary Table S3). Other sortilins showed a

similar trend, but not significance in the RNA-Seq analysis (Supplementary Table S3).

The HLA-B gene showed a decrease in the gene expression average of more than 50X

in the HD iPSC Consortium dataset (Supplementary Table S3). The trend in the

expression of the SORL1 gene in human was opposite to the pattern of the protein

expression of the SORCS1 gene observed in ST14 rat cells, in that the SORCS1 protein

was up-regulated by almost 2X (for the quantification of protein bands shown on Figure

2A, see Supplementary Materials Figure S2 and Supplementary Table S5) in ST14A

cells. These observations are based on the R package DESeq2 analysis [55] that we

performed on the datasets, which was di↵erent than that performed by Labadorf et

al. The SORCS1 gene in ST14A cells was also up-regulated in the DESeq2 RNA-Seq

analysis (Supplementary Table S4). In human datasets, sortilins showed a trend to

be down-regulated in the HD iPSC Consortium dataset (Figure 2C, Supplementary

Table S3), in the Labadorf dataset (Supplementary Table S6) and in the Lin 2016

dataset (Supplementary Table S7). However, the DESeq2 analysis was only detected

as statistically significant, the di↵erence in the expression levels of the SORL1 gene in

the HD iPSC Consortium dataset (Figure 2C), suggesting a gene expression influence of
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mHTT on SORL1 similar to the trend detected previously in the AD for this receptor

of Apolipoprotein E [123, 124]. These findings suggest a need in characterization of

gene expression alterations related to the immune function of sortilins in HD.

3.3.3 Validation of GATK/GWAS DNA Variants Identification by Py-

rosequencing Methodology

To validate the GATK/GWAS pipeline and aiming to establish the presence

of an SNP as the result of RNA or DNA mutation, we performed a pyrosequencing

detection of SORCS1 SNPs in DNA extracted from ST14A cells carrying HTT and

mHTT. To assess whether reads spanning SNPs loci in mutant cells were the result of

cell population heterogeneity or clonal expansion of the SNP, we analyzed single cell

data previously acquired in our lab from the same ST14A cells. Figure 4A shows the In-

tegrative Genome Viewer (IGV) visualization of reads spanning the loci of the detected

SNP. Figure 4B shows pyrosequencing results with mutation identified in genomic DNA.

Since the T allele was present in both the IGV visualization and DNA samples interro-

gated by pyrosequencing, we conclude that the variant was a DNA variant rather than a

SORCS1 mRNA variant. This result confirmed that this SNP mutation in SORCS1 was

identical to the mutation detected by the GATK/GWAS pipeline using ST14A mRNA

molecules, a C > T DNA substitution (Figure 2.4B).
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Figure 3.4: Visualization of mutations detected in the GATK/GWAS pipeline and validation of the pipeline by genomic
DNA sequencing of samples using pyrosequencing. (A) Genome browser visualization of single-cell RNA-Seq reads spanning
the SORCS1 gene in mutant (mHTT) and wild-type cells. The figure shows mutant samples with zero, five and six reads
spanning the SORCS1 locus; (B) confirmation of detection of C>T substitution in the DNA sequence by pyrosequencing
in SORCS1.
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3.3.4 SNPs in Sortilins and HTT identified by GATK/GWAS Pipeline

in Linkage Disequilibrium

We interrogated 166 SNPs reported in other studies about their presence in the

Labadorf dataset. The Supplementary Table S2 shows SNPs identified in this GWAS

study. 48 SNPs were present in the Labadorf dataset, indicating a detection rate close to

30% of well-documented publicly available sortilins SNPs in our study. Not necessarily

all 48 SNPs had a significant p-value suggestive of association with HD (Supplementary

Table S2). However, important genetic variants previously detected in studies associated

with Alzheimer’s Disease were associated with HD (Supplementary Table S2, p-values <

0.05). Results shown in Supplementary Table S2, although associated with HD (those

with p-values < 0.05) revealed that few sortilins SNP variants were in Linkage with

HD (Supplementary Material Figure S3). Therefore, we investigated Linkage patterns

unique to our GATK/GWAS dataset using the 665 SNPs shown in Figure 3 as associated

with HD. A complete list of SNP variants per gene and identity of the 665 significant

SNPs in HTT and sortilins genes are shown in Supplementary Materials Tables S8

and S9. After manually checking for the correlation of SNP position inheritance in

the control and cases of HD, haplotype maps of the Linkage Disequilibrium analysis

involving HTT, SORT1, SORL1, SORCS1, 2 and 3 SNPs variants are shown in Figure

5. Linkage patterns observed in the Labadorf dataset on Figure 5 were in agreement with

the Linkage pattern observed in Lin 2016 (Supplementary Materials Figure S4). In both

datasets, a continuous haplotype block including SNP Chr1:109950858 (indicated in the
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red square in Figure 5), upstream of SORT1 is in association with another haplotype

block in region Chr4:3236883-3238643 near HTT in HD cases, but not in controls of

both Labadorf and Lin datasets (Figure 5, Supplementary Materials Figure S4). Genes,

positions and p-values of SNPs associated with HD shown in Figure 5 are indicated in

Supplementary Materials Table S10.
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Figure 3.5: Linkage Disequilibrium of sortilin variants with HTT in human cases of the Labadorf dataset. Coordinates in
chromosome 4 represent SNPs in the HTT and SORCS2. Coordinates in chromosome 10 represent SNPs in SORCS1 and
SORCS3. Coordinates in chromosome 1 and 11 represent SNPs in SORT1 and SORL1, respectively. (A) Genotypes of
control individuals; (B) genotypes of the control and cases combined; (C) genotypes of cases. High Linkage indicated by
the shades of red between the HTT (position 3–3.2M of chromosome 4) and all sortilins.
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3.4 Discussion

Previously, we reported on the modulation in the expression of glucose trans-

porters GLUT1 and GLUT4, and sortilin SORCS1 by mHTT in the ST14A cells, sug-

gesting that mechanisms of insulin release and insulin sensitivity were a↵ected in human

HD by means of sortilin genes [28]. The identification of these genes in the HD pathol-

ogy may be useful for therapeutic interventions that may include the CRISPR/Cas9

gene editing or small drug inhibition of such genes. Sortilin SORCS1 was described as

a potential target in obesity. Sortilins are responsible for protein-protein interaction,

internalization and sorting of proteins between the trans-Golgi network and endosomes

using the retromer complex [14]. Given this role in cells, we hypothesized that sortilin

plays a role in the release of exosome vesicles. To evaluate biological mechanisms of

SORCS1, we are currently building a knock-out model of the SORCS1 ST14A cells

using CRISPR/Cas9 gene editing. We found non-coding variants in introns 1 and 2 of

sortilin genes, including SORCS1, associated with HD in the human and in rat (Figure

1). This observation suggests that variants could a↵ect the interaction of sortilins ge-

nomic sequence with proteins involved in their expression (Figures 1–3 and 5). These

results are in agreement with findings of Reitz et al., because these authors report on

genetic variants located in introns 1 and 2 of SORCS1, associated with Alzheimer’s

Disease [8]. We also found a total of 11 SNPs, three of which are significantly associ-

ated with HD, in common with SNPs observed by Reitz et al. 2013. All SNPs were

found in the non-coding regions of sortilins, (significant SNPs, p-value ¡ 0.05: SORL1,
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Chr11:121439665; SORCS1, Chr10:108706022 and SORCS2, Chr4:7733843) (Figure 1).

SORCS1 mutations located in intron 2, between exons that encode the VPS10P sorting

domain (Figure 1). These SNPs are therefore common to HD and AD, suggesting that

sortilins play biological roles in both AD and HD (Figure 1). We are confident about

these results because the number of significant SNPs associated with HD was small

compared to the total number of SNPs identified by the present GATK/GWAS pipeline

(less than 5% in all datasets as shown in Table 1). Furthermore, we confirmed that the

mutations detected by this GATK/GWAS pipeline were present in the genomic DNA

derived from the ST14A cells using the pyrosequencing assay, ruling out the possibil-

ity of mRNA variation (Figure 4A). The Labadorf group also reported modulation of

sortilin SORCS3 by mHTT in their Supplementary Materials [28]. We observed that

protein levels of sortilin SORCS1 were up-regulated in the ST14A cells (Figure 2A),

suggesting modification in the normal subcellular tra�c between intracellular organelles

and plasma-membrane, as expected from cellular roles of sortilins [14, 21]. Vázquez re-

ported on the involvement of sortilins in the maturation of phagosomes in the process

of phagocytosis of Mycobacterium tuberculosis [21]. In order to display peptides derived

from this parasite in the MHC/HLA class II complex, endosomal and lysosomal en-

zymes need to be delivered in sequence (sorted) into the phagosome which contains the

parasite proteins that will ultimately generate the parasite antigens [21]. Adaptor pro-

teins are also implicated in the receptor-ligand transport of sortilins via clathrin-coated

vesicles to endosomes. Once cargo is released, induced by the low-pH environment [125],

the retrograde transport of sortilin from endosome to trans-Golgi network depends on
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the sortilin interaction with the retromer complex [14, 21]. Therefore, results shown in

Figures 1–3 and 5 suggest that mHTT a↵ects the expression or associate with genetic

variants of sortilins in ST14A cells and human individuals. This is significant as it es-

tablishes a direct connection between vesicle tra c towards phagosome maturation for

innate and adaptive immune responses and variants of sortilins involved in the process

(Figure 3, Figure 5 and Supplementary Table S3). A further investigation of sortilins,

tetraspanins and HLA/MHC genes, may lead to the understanding of the involvement

of HTT and mHTT in the release of cellular vesicles, including exosomes, and how this

might a↵ect immunological pathways in diseases such as HD, diabetes and cancer. One

study reported an association of celiac disease (CE), a condition thought to primar-

ily involve MHC/HLA genes, with SORCS1 variants [126]. It is not surprising to find

vesicle tra cking associated with defects in the HLA/MHC loci from the perspective of

sortilins a↵ecting vesicle tra cking in HD brought by our study. Before identification

of mHTT as the cause of HD, one hypothesis was that the HLA/MHC loci were po-

tential contributors or the only cause of HD. Consistent with this hypothesis, attempts

were performed to assess the involvement of the HLA/MHC locus in the etiology of the

Huntington’s Disease [127, 26]. Although some association was initially reported, it did

not hold true after scrutiny of statistical correction [127]. We observed several of the

HLA/MHC rat genes with their expression influenced by mHTT in ST14A cells (data

not shown). We are currently investigating the involvement of MHC/HLA genes in our

ST14A HD cell model. Our results add to the growing body of knowledge of sortilins as

proteins that a↵ect processing of antigens in autoimmunity and other functions related
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to the immune system by providing evidence that gene expression or genetic diversity

of sortilin and MHC/HLA genes are associated with mHTT in HD (Figures 1–3 and 5;

Supplementary Materials Table S3). These findings contribute to an improved under-

standing on the control of tra c of glucose receptors, insulin and Alzheimer’s Disease

proteins in the trans-Golgi network, the endosome and the plasma-membrane in normal

and HD conditions, using models of HD described in this report (Figures 1–5). We

showed that mHTT is associated with increased protein expression of sortilin SORCS1

in ST14A cells (Figure 2A), in agreement with our previous report for mRNA molecules

of SORCS1 and that there exists allele association (also known as Linkage Disequi-

librium) of regions near SORT1, SORL1, SORCS1, SORCS2 and SORCS3 with gene

variants in the region of HTT gene specifically in human HD cases (Figure 5). Eleven

sortilins SNPs previously detected by Reitz et al. (2013), who investigated the involve-

ment of SORCS1 variants with AD, were detected in our study (Supplementary Table

S2) [14, 8, 15]. It is important to contrast the number of individuals involved in many

GWAS studies to the number of HD cases reported here (Reitz 2013 individuals: n =

11,840 cases and 10,931 controls; Labadorf dataset 2015: n = 20 cases and 49 controls).

Due to the sample size, more genetic variability is associated with the design of the Reitz

group, which helps explain the low number of positions identified in common between

the Labadorf and Reitz studies. Some of the SNP variants associated with HD were

reported in Alzheimer’s and cardiovascular diseases GWASs (Supplementary Table S2).
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3.5 Conclusions

We present evidence of the association between the mHTT and genes of crit-

ical biological processes in neurodegenerative diseases, diabetes and cancer in rat and

human RNA-Seq datasets. The genetic association of VPS10P (sortilins) variants with

HTT variants in HD cases has also been established in this work. Genetic variance

of the HLA/MHC loci in human and rat samples deserve further investigation, given

the association with the mHTT shown in human and rat datasets. We hypothesize the

existence of an allele association between sortilins and HLA/MHC genes. We envision

sortilins and HLA/MHC proteins as potential therapeutic targets in cancer, diabetes,

and neurodegenerative diseases, by modulation of antigen processing and immune re-

sponse mechanisms in these diseases. In addition, our results further validate the rat

ST14A cells as a model of human HD. An overview of these mechanisms related to

cellular immune functions can be identified in Figure 25.
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Chapter 4

Concluding Remarks

We began with quantification of glucose levels in single ST14A cells, a model

resembling the human striatum a↵ected by Huntington’s disease, using the nanopipette

platform. Glucose levels were regulated by mHTT, suggesting that phenotypes of di-

abetes previously observed in human patients could be further investigated and char-

acterized at the molecular level in the cell model used in our laboratory. When we

interrogated the same ST14A cells regarding the set of genes whose expression was af-

fected by the mHTT protein, we discovered that several genes present in the glycolysis

pathway, pentose phosphate pathway, Krebs cycle, and glucose transporters, all of which

are signaling pathways responsible for glucose homeostasis in the cell, were regulated by

mHTT protein. This finding illustrates that intracellular levels of glucose were actually

controlled at the genomic and proteomic levels by the expression of the genes involved

in the above-mentioned signaling pathways. To our surprise, the genes we chose for

further molecular biology validation, sortilin SORCS1 and glucose receptors, supported
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very well the hypothesis that type 1 and type 2 diabetes phenotypes were present in the

ST14A cells expressing the mutant huntingtin protein (mHTT) (Chapter 2). We showed

that sortilins could well be involved in Type 2 diabetes phenotypes in HD models, as

supported by their role in the translocation of GLUT4 receptors, down-regulated in

mutant ST14A cells by mHTT. In Chapter 3, we investigated the involvement of genes

identified by the RNA-Seq analysis of ST14A cells in human samples. We found SNPs

as well as gene expression of sortilins to be associated with human HD. Surprisingly,

we found that sortilins have an immunological role in cells by participating in phago-

some maturation and the display of class II MHC peptides in macrophages. This piece

of evidence described in the literature, agreed well with the molecular function of the

top upregulated gene, TSPAN8, a tetraspanin. It has been proposed that tetraspanins

help organize a lipid domain in the cellular membrane, also composed of MHC proteins.

MHC proteins may be translocated to the cellular membrane by the cellular machin-

ery composed of vesicles transported using the cytoskeleton and HTT coupled to the

molecular motor complex. Taken together, these findings suggest that diabetes pheno-

types in Huntington’s disease are inherited through the machinery associated with the

subcellular tra�c of glucose transporters and MHC proteins. In contrast to previous

hypotheses, our results suggest that these subcellular tra�c mechanisms likely involve

sortilin proteins in both Type 1 and Type 2 diabetes phenotypes.
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Appendix A

Review Article: Nanopipettes As

Monitoring Probes For The Single

Living Cell: State Of The Art And

Future Directions In Molecular Biology

Examining the behavior of a single cell within its natural environment is valu-

able for understanding both the biological processes that control the function of cells

and how injury and disease lead to pathological change of their function. Single-cell

analysis can reveal information regarding the causes of genetic changes, and can con-

tribute to studies on the molecular basis of cell transformation and proliferation. In

contrast, whole tissue biopsies can only yield information on a statistical average of

several processes occurring in a population of di↵erent cells. Electrowetting within a
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nanopipette provides a nanobiopsy platform for the extraction of cellular material from

single living cells. Additionally, functionalized nanopipette sensing probes can di↵er-

entiate analytes based on their size, shape or charge density, making the technology

uniquely suited to sensing changes in single-cell dynamics. In this chapter, we highlight

the potential of nanopipette technology as a non-destructive analytical tool to monitor

single living cells, with particular attention to integration into applications in molecular

biology.

A.1 Introduction

Nanopipettes are of scientific interest due to their application potential in

several arenas, from biomedical diagnostics to cellular biology. Nanopipettes are char-

acterized by the submicron to nanoscale size of the pore opening at the tip, which

serves as a suitable surface to fabricate functional tools for delivery to and/or aspira-

tion from a single living cell, or for probing the cell’s contents. The hollow structure

enables the dispensation of fluid from one region to the next, with their cavity acting

as passage [192]. In view of the fact that many biologically significant molecules, such

as DNA and proteins, are not able to spontaneously cross the cell membrane [193], the

use of a non-destructive single cell manipulation platform such as nanopipettes to study

single-cell dynamics is rapidly increasing. Other analysis techniques that require dis-

sociation of tissue from its natural environment lead to the loss of spatial information

on individual cells. Previous e↵orts at single cell manipulation include microinjection

137



to introduce molecules into the cytoplasm of single cells [194]; microfluidic technologies

[196], scanning probe and atomic force microscopy [197] to extract various biomolecules

from the cell cytosol. Nanopipettes o↵er significant advantages over these techniques in

that they target a specific single cell and the particular parts of the cell, including the

nucleus, and the ability to inject the cargo precisely. The fundamental understanding

of the molecular biology of single living cells in heterogeneous cell populations is of the

utmost importance in assessing changes in cellular functions in tissues. Whole tissue

biopsies can provide information on many events that are occurring in di↵erent cells,

but di�culties not always suitable for drawing conclusions regarding the progression

of some diseases. For example, malignant tumors are heterogeneous in most cases and

can include cells at di↵erent stages of transformation [198]. Because they provide a

tool that both can inject molecules into a cell and probe for the presence of biomarker

molecules, nanopipettes are useful in correlating the cellular mechanism of one disease

with another, as was recently demonstrated for Huntington’s and intracellular glucose

levels [28]. Thus, the use of multi-functional nanopipettes in single cell interrogation is

beneficial in understanding the mechanism and pathways that link two related condi-

tions, aiding in the development of drug therapies, and at the same time contributing to

diagnostics for at-risk individuals. Tools such as nanopipettes, which are easy to adapt

to several fields by modifying the nanopipette with di↵erent functionalities, can find

application in many scientific disciplines [199, 200, 201, 202, 203]. Pipettes have been

employed to transfer specified volumes of liquids in science and medicine for centuries

[204]. The use of glass micropipette as an intracellular microelectrode was shown as
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early as 1902 [205]. Later, the increasing need for precise manipulation of small vol-

umes in molecular biology resulted in the production of micropipettes with the ability to

dispense volumes in the µL to mL range. Pipettes were used in the patch-clamp method

in 1976 by Neher and Sakmann for detection of voltages and current from ion-channels

[206]. Most recently, with the advances in electrophysiology and manufacturing at the

nanoscale, nanopipettes emerged as useful tools for both in controlling and depositing

small volumes, and in analytical sciences. Previous publications have summarized the

production and characterization of di↵erent types of nanopipettes [207]. In this chap-

teer, we focus on the di↵erent areas of application of nanopipettes in molecular biology,

which include their use as: (1) surgical tools to inject or aspirate molecules from sin-

gle living cells; (2) functional probes to monitor the presence of biologically relevant

molecules in single cells.

A.2 Use of Nanopipettes as Surgical Tools

A.2.1 Nanoinjections by Single-Cell Surgery

Recently, information illuminating the behavior of single cells has received a

great deal of attention [208, 209]. To assess the response of a single cell, it is necessary

to have an instrument capable of rapidly analyzing and manipulating individual cells

in an automated way, while avoiding any damage that could a↵ect these cells’ viability.

Conventional methods of cell injection employ micropipettes [210] that deliver a large

volume of substance that is incompatible with the size of typical cells. Other methods,
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such as atomic force microscopy (AFM), hollow cantilevers [211] were constructed, but

are also limited by lack of control of injection volumes. Electrochemical autosyringes

that deliver the cargo by applying voltage across the liquid/liquid interface [193] and

double-barrel glass nanopipettes capable of controlled deposition of biomolecules onto

functionalized surfaces [212] showed potential for injections through cell membranes.

Previous studies examined the injections of and aspiration from the cells based on

microfluidic devices, light pulses, and photothermal nanoblades [213, 214, 215, 216].

The main advantage of our nanopipette/nanosensor over these methods is the electrical

system, which has a built-in feedback mechanism using homemade software that allows

the user to find the cell and penetrate in an automated manner. Our group has presented

the development of a fully electrical system that makes it possible to inject a controlled

amount of material ( 50 fL) into a single cell [201]. We demonstrated the deployment

of the system with injections of fluorescent dyes into adherent mammalian cells [9]. A

Scanning Ion Conductance Microscope (SICM) was integrated in the platform so we

could di↵erentiate a single cell from the population of cells. The system can detect

the target cell surface and enables the delivery of molecules into individual cells by

employing voltage pulses. Unique advantages of our system include simultaneous cell

surface detection and control over the volume of cargo delivery, which were not included

in previous nanoscale injection systems [217, 218]. A nanopipette is used in our cell

injection system both for feedback-controlled nano-positioning and for delivery. The

system is designed to work by following five steps: approach, feedback, penetration,

injection, and retraction, as depicted in Figure A.1.
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Figure A.1: (A) Schematic representation of cell-surface detection by a double-barrel
nanopipette; (B) SEM image shows the gold-sputtered double-barrel nanopipette; (C)
Injection of carboxyfluorescein into human fibroblasts. The fluorescence intensity was
normalized to that measured at 500 ms. Applied voltage: 10 V, scale bars 50µm. The
red curve is a sigmoidal fit to the experimental data points. (Reproduced from [9] with
the permission of the Royal Society of Chemistry).
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A detailed explanation of the feedback mechanism and the protocol can be

found in Seger (2012) [9]. The post-injection long-term cell viability was monitored

by injecting cells with carboxy-fluorescein succinimidyl ester into the cell and following

the its morphology. Normal cell division was observed after 27 h of injection, with the

daughter cells having normal cell morphology [9]. Future advances in the technology

would enable a fully automated system for multiplex single-cell injections at the same

time. Furthermore, interactions between di↵erent cell components, such as protein-RNA

interactions, can be studied with this nanoinjection platform. RNA-binding proteins

regulate the processes that RNAs are subjected to during and after transcription. Un-

derstanding protein-RNA interactions is crucial in illuminating their e↵ect on the fate

and function of RNA molecules. With our ongoing progress in monitoring the presence

and concentration of proteins, nanopipettes can be deployed for real-time detection of

complex protein interactions in the future. Further information on the transcriptome

can be revealed by nanobiopsy and correlated with the behavior of the RNA-binding

proteins [219].

Intracellular Tracking of Injected Components

Various molecules can be used to track a cell, such as genetically encoded fluorescent

proteins [220], quantum dots [221] and fluorescent dyes. The ability to follow the pro-

cess of the division of a single cell and how it transfers information to its daughter

cells is key to advancing molecular biology and genomics. This ability would also be of

benefit to developmental biology in understanding the conversion of a single cell into a

full organism [222]. The ability to analyze the lineage history of cell populations reveal
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information on developmental origin [223] and contribute to studies of disease trans-

formation, seen in cancer, for instance [267]. Additionally, predicting the behavior and

function of a single cell in complex tissue over time could contribute to pharmaceutical

development and personalized medicine [268] by providing targets before pathogenesis.

More e�cient drug therapies, earlier intervention and recovery are sought to improve

patient treatment and quality of life. Drug resistance during treatment is one of the

major problems in many diseases, particularly in cancer [269, 270, 271, 179]. Resis-

tance to a drug can even result in the resistance of cells to other pharmaceuticals [273],

decreasing the chances of successful treatment. Therefore, it is crucial to examine the

population of cells where resistance is developing in order to understand the molecular

basis of drug resistance and to improve treatment outcome. In order to overcome drug

resistance, researchers must understand how genomic changes are transferred from one

cancer cell to another, including the perpetuation of drug resistance. Identified alter-

ations can reveal genetic signatures of the development of drug resistance, leading to

earlier intervention, modulation of therapy, and improved treatment outcomes.

A.2.2 Single-Cell Nanobiopsy Platform

Single-cell nanobiopsy platform was developed for continuous sampling of in-

tracellular content from individual cells and has been described in detail elsewhere [201].

Because it is possible to extract a minute volume of material with a nano-size tip, it is

possible to deploy this custom single-cell biopsy platform for extraction of cytoplasm

from multiple locations in the same cell. The ability to map the subcellular distri-
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bution of di↵erent biomolecules opens up new avenues of study; it is now possible to

obtain information on cellular circuitry, neuronal growth, and network formation among

cells, contributing to proteomics, genomics and diagnostics in several important fields

of medicine and science.

A.2.2.1 Single Cell Immunoassay

Aside from carbohydrates and nucleic acids, proteins are one of the most com-

mon macromolecules in cells. Among these molecules, proteins are the most diverse

molecules, playing a variety of biological roles: communication of information within

and among cells, protection of cells against infection, catalysts for chemical reactions,

and as structural components, to name but a few [274]. Therefore, there is great interest

in quantifying, identifying and isolating proteins, in order to understand the plethora

of unknown mechanisms in which they are involved. Conventionally, the methods of

Lowry and Bradford were employed to quantify total protein content [275, 276]. How-

ever, these methods do not permit the identification of specific proteins involved in

the processes of living cells. Subsequently, antibodies were utilized to identify specific

proteins [277], and Southern blot, Northern blot and Western blot analyses were devel-

oped to detect DNA, RNA, and proteins, respectively. Western blot method adapted

to detect single-cell proteins di↵erentiated by molecular weight; this enabled the in-

terrogation of more than 1000 cells in less than 4 h and multiplexed measurements

of up to 11 proteins [278]. Single-cell Western blot, however, relies on separating the

single-cell protein lysate using a polyacrylamide gel coating on a glass microscope slide,
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which destroys the cell. Flow cytometry, microfluidics technologies, and surface methods

such as ELISPOT were also studied as single-cell proteomic tools and have been exten-

sively reviewed elsewhere [279]. The use of functionalized nanopipettes as a platform

for label-free identification of biomolecules such as proteins has been strongly recom-

mended. Also, protein-based recognition elements, such as antibodies and enzymes, can

be functionalized in the sensing zone and further used for sensing of various molecules

[280]. I will present a summary of sensing applications in the next sections of this Chap-

ter. Functionalized nanopipettes are inserted into the single cell and used to monitor

proteins in that cell. An antibody-labeled nanopipette shows excellent potential for the

longitudinal interrogation of single cells. Implementation of this technology is on the

cutting edge of advances in developing methods to combat human diseases. In addi-

tion to the proteomic approach, incorporating aspiration and sequencing of molecules

from the nanopipette biopsy could identify significant disease-resistant variant genes.

Therefore, the nanopipette can serve as a platform for integrated analyses of genomics,

transcriptomics, proteomics and metabolomics of cells.

A.2.2.2 Genomics

The Human Genome Project pioneered research to identify the genetic entities

behind conditions such as genetic disorders and drug resistance [281]. This research has

become key in the process of drug discovery. However, drug discovery and diagnostics

continue to present significant challenges. One di�culty lies in the heterogeneity of

cells in complex tissues. The need to overcome this di�culty motivated the develop-
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ment of useful tools for single-cell genomics and transcriptomics. These methods allow

the examination of individual cells, circumventing the need to interpret pooled genetic

information in population-based experiments, which will mask the earliest stages of

change. Drug resistance, for example, can originate with mutations in an individual

cell, which can then take over an entire population [198]. To overcome limits imposed

by averaging out subpopulations in heterogeneous tissue, single-cell interrogation was

proposed. Single-cell investigations that are destructive do not represent appropriate

tools, because it is necessary to scrutinize genetic variation arising from the same cell

over time. Some biological processes require monitoring of the same cell at multiple

time points to understand the complete process. Fluorescence time-lapse microscopy

was previously used to analyze gene circuit dynamics and heterogeneous cell behavior

[282]. As an example, this technology was applied in embryonic stem cells to reveal the

dynamics of the expression of pluripotency factor Nanog. Microscope-based detection of

expression assessed di↵erent expression levels of the Nanog protein, demonstrating the

interchangeable levels of Nanog-high and Nanog-low cells [283]. Our group deployed the

nanopipette technology as a tool to aspirate the genomic information from single living

cells and sequence the material with no destructive e↵ect on the cell membrane [201].

The nanopipette platform enables non-destructive continuous longitudinal interrogation

of single cells, and has the advantages to be non-destructive, label-free, single-cell sys-

tem. Nanopipette also allows one to assess gene expression in subcellular compartments

and organelles such as the cytoplasm, nucleus, and mitochondria. Figure 2 illustrates

the genomics application of nanopipettes in aspiration and sequencing of mitochondrial
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DNA.

A.2.2.3 Transcriptomic Analysis from Single Cell Aspiration

Extraction of molecules from a single cell by means of the nanobiopsy platform

relies on electrowetting within a nanopipette. In brief, when an organic solution fills a

nanopipette and the device is inserted into an aqueous solution, a liquid-liquid interface

is created at the tip. Once voltage is applied between these two solutions, a force is

produced at the interface which causes the solution to enter into or leave from the

nanopipette [193, 284]. Under this condition, when a negative potential is applied, the

solution moves toward the lumen of the nanopipette, and when a positive potential is

applied, the solution moves to the outside of the nanopipette. In these interrogations,

the amount of aspirated material from the cell compartment was estimated to be around

50 fL, or approximately 1% of the volume of a cell [201]. Our group integrated the

nanopipette platform into a scanning ion conductance microscope (SICM) system that

automatically positions the nanopipette above the cell of interest [9]. While in aqueous

solution, the nanopipette is biased with a positive voltage to prevent the solution from

flowing towards the lumen of the nanopipette. This voltage generates an ion current

between the liquid-liquid interface, which can be used as the input of a feedback loop

integrated with custom-built software. The software controls the movement of the

nanopipette, continuing to approach the cell until a drop in the ionic current is detected,

indicating the tip is at close proximity to the surface of the cell [9]. When a reduction

of the electric current is detected, software stops movement in the direction of the
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Figure A.2: Nanopipette isolation of mitochondrial DNA. (a) Fluorescent staining of
human BJ fibroblast cells with MitoTracker Green before (right) and after nanobiopsy
(left). Red circles show dark spot resulting of mitochondria removal. Scale bars 15
µm. (b) Nanopipette tip (red circle on left) used for mitochondria nanobiopsy in part
a. Red circle on right indicates negative fluorescent of left panel showing fluorescence
caused by nanopipette tip, indicating success of mitochondria nanobiopsy. Scale bars
15 µm. (c) Sequencing results demonstrate variable conservation of mitochondrial SNPs
frequencies in aspirations. Heteroplasmic SNPs with estimated frequencies of 5% and
99% are displayed as circles whose area is proportional to observed frequency. Nucleotide
of the variant is specified by color. A is red, C violet, G is blue and T is green. Variant
14713 A>T presents similar frequencies in aspirations and population. Variant 16278
C > T on the other hand, presents a greater variance of heteroplasmic frequencies
in aspirations. Variants of low frequency were found in both aspirations but not in
population.
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cell and lowers the nanopipette at high speed (100 µm/s). This movement inserts the

nanopipette into the cell membrane. The voltage applied to the nanopipette is then

switched to 500 mV for 5 s, causing aspiration of cell cytoplasm into the nanopipette.

Subsequently, a switch to 100 mV stops the influx, but does not induce the e✏ux of the

aspirated content [11]. Nanopipettes fabricated from multiple-barreled capillaries allow

the simultaneous injection of dye as molecules of biological interest are aspirated from

the cell. Because of the small size of the device (approx. 50 nm), injury to cells from

the nanopipette is minimal. Sequential delivery of multiple dyes has demonstrated the

ability of the nanopipette platform to interrogate the single cell numerous times without

fatally damaging the cell. Figure 3 shows the injection of multiple dyes into a single

cell. Seger and collaborators demonstrated the ability of cells to survive for 27 h after

the exposure [9]. These injections suggest the potential application of the nanopipette

platform in multiple interrogations of the single cell, without lethal damage, which can

be critical for development of single-cell drug resistance studies. Another study showed

the use of nanopipettes to detect genes that were not previously described in the body

of neurons by finding the compartmentalization of mRNA molecules in di↵erent parts

of neurons [285]. For the mRNA molecule to be interrogated, it must first be sequenced.

A.2.2.4 Nanogenomics

The nanopipette can also be employed to aspirate cell contents from the same

single cell multiple times during its lifetime to study molecular dynamics. This plat-

form was previously validated to isolate molecules such as RNA for cDNA synthesis
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Figure A.3: (A) Fluorescence; (B) Bright-field merges show injections of green fluores-
cent protein rhodamine, and mitotracker orange into the cells. GFP: green channel;
mitotracker orange: blue channel, rhodamine: red channel. Cells stained purple are a
mix of blue (mitotracker) and red (rhodamine) channels. One cell at the center can be
seen with GFP, mitotracker and rhodamine fluorescence, indicating three nanopipette
interrogations. GFP was the first component to be injected into the cell, however it did
not di↵use well into the cell, probably due to protein viscosity. After GFP, mitochondria-
staining dye mitotracker orange was introduced. Rhodamine was injected as the third
component into the group of cells.
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and qPCR. Our group became one only a few groups to perform Next Generation Se-

quencing (NGS) from the species extracted with nanopipettes. Nashimoto’s research

group has shown device automation in the ZYX axis for isolation of mRNA molecules

[286]. Guillaume-Gentil has demonstrated the identification of metabolites and enzymes

using atomic force microscopy and also validated mRNA aspiration using qPCR [287].

However, analytical techniques such as NMR and MS spectrometry for the detection of

single-cell molecules are still limited. In 2007, Luo and Li reported on the identifica-

tion of 12C/13C-dansyl labeled metabolites by means of MALDI-MS in a minimum of

100 cells [288]. The group was able to detect subpopulations of heterogeneous tissue,

but technical limitations of the method did not allow single-cell resolution. Guillaume-

Gentil also reported the utilization of atomic force for aspiration and detection of mRNA

molecules [289]. Cao and collaborators demonstrated longitudinal interrogation of sin-

gle cells, sampling GFP and RFP transcripts from cells [266]. These techniques, on

the one hand, relied on the observation of aspiration by fluorescence or qPCR ampli-

fication. Genes of interest, on the other hand, are not always tagged with fluorescent

protein to identify protein localization. Also, not all RNA molecules involved in ge-

netic mechanisms are expressed as proteins. However, it is not rare that all the genes

of a cell must be interrogated. To successfully identify the highest possible number of

genes involved in drug resistance, interrogation of cells can only be accomplished using

next-generation DNA sequencing platforms. To show that nanopipettes did not a↵ect

in the function of cells upon piercing the cell membrane, human BJ fibroblasts were

treated with Ca2+ agent Fluo4 AM, and fluorescent microscopy was used to show the
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localization of Ca2+ ions before, during and after nanopipette biopsy [201]. Optic mi-

croscopy images showed that the procedure was minimally invasive, generating only a

small change of Ca2+ during nanobiopsy. The cell recovered a few seconds after the

process, reaching Ca2+ concentrations that matched pre-aspiration levels. By contrast,

Actis et al. demonstrated that micropipette aspiration caused dramatic changes in the

concentration of Ca2+ ions in the cell [201]. The low interference of nanopipettes re-

sults from the minimal interaction of the nanopipette with the surface membrane of the

cell, contrasted with the highest surface of communication and damage demonstrated

by micropipettes, indicating a better outcome for nanopipette interrogation compared

to micropipette interrogation. It is important to note that nanopipette aspiration is

based on a voltage-controlled influx of material and not adsorption of molecules to the

walls of nanopipette. PCR amplification of DNA templates was not observed if negative

voltage was not applied to the nanopipette during single-cell interrogation and when

aspiration was performed in the bulk solution. This is the critical element that di↵eren-

tiates the nanobiopsy technology from AFM-based platforms. Both Wickramasinghe’s

and Osada’s groups used AFM probes to extract RNA from cells in culture, either

based on physisorption or hybridization of complementary RNA immobilized onto the

probe [224, 225]. We foresee that the use of nanopipettes to aspirate limited copies of

mitochondrial DNA from a living cell might provide the basis for less invasive and more

accurate monitoring of disease progression. The potential of nanobiopsy is also such

that the foundation can be established for the development of new classes of drugs to

attenuate diseases as diverse as Parkinson’s and Alzheimer’s Disease. The nanopipette
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can be used as a platform for clinical management of cancer research, elucidating the

role of heterogeneity in primary tumor tissues and systemically identifying critical pa-

rameters in disease progression and potential metastatic states [226, 227]. By combining

the nanopipette platform with downstream sequencing implementation, gene expression

inside single cells can be longitudinally investigated, and the e↵ect of drug mechanisms

on mutation-selection can be better examined. The nanopipette platform also allows

subcellular interrogation. By using di↵erent dyes in the cellular nucleus or by staining

the cytoplasm, enabling the visual isolation of the nucleus, it is possible to target the

two compartments di↵erentially. The following pictures in Figure 4 show cells stained

with mitochondria dye (mitotracker orange).

The chromosomal region can be distinguished from the cytoplasmic by observ-

ing the white granulocytes that correspond to the interaction of mitochondrial proteins

with the dye. The nucleus is depicted as circular black orifices without mitochondria.

The nanopipette was inserted into the dark orifice, corresponding to the cellular nucleus.

To control for the downstream sequencing process of nanopipette aspiration, we imple-

mented the addition of External RNA Controls Consortium (ERCC) spike-in controls

with samples collected from the cells. ERCC controls are a set of RNA standards for

use in microarray, qPCR and sequencing applications [228]. These molecules are artifi-

cial poly-adenylated RNA, used in library preparation protocols before cDNA synthesis.

The ERCC internal control is designed so that increased variability is detected as the

number of reads decrease. However, the nanopipette biopsy was still able to identify

reads mapping to the human genome [285]. Therefore, coupling the nanopipette plat-
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Figure A.4: Aspiration of nuclear content by Nanopipette. (A) Nanopipette is placed
on top of MCF-7 cell; (B) Nanopipette is placed on top of a di↵erent MCF-7 cell;
(C) Fluorescence corresponding to mitotracker orange staining of cells depicted in (A);
(D) Fluorescence corresponding to mitotracker orange staining of cells depicted in (B).
Nuclear region is visualized by pattern of staining with the mitotracker dye. In (D) red
arrow points to dark compartment, corresponding to one nucleus. Green arros shows one
cytoplasmic region. Nanopipette was inserted into the nucleus, as seen in (B). Nuclear
content was aspirated and transferred to the cDNA synthesis master mix, followed by
sequencing using the Illumina MiSeq instrument.
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form with the sequencing of mRNA molecules showed the ability of the nanopipette

platform to successfully identify low-abundant molecules in the context of gene expres-

sion, a capability essential for single-cell interrogation. ERCC spike-ins were used to

show the ability of nanopipettes to isolate cellular RNA molecules for sequencing. Reads

used were those that mapped to at least one spot in the human genome, as described

by Actis (2013) [201] and Toth (2018) [285].

After separation of the ERCC counts from reads proceeding from cellular con-

tent, reads mapped to the human reference genome were plotted as Principal Component

Analysis (PCA) results of cellular expression, showing the clustering pattern of the nu-

clear aspirations of single cells. The PCA of gene expression in the nuclear nanobiopsy

samples, using both non-processed and pre-processed gene counts, are shown in Fig-

ure 6. The sequencing reads were aligned against the human reference genome using

the STAR aligner, and the HTSeq package was used to count the number of mapped

reads. Using the limit of detection (10 reads per detected transcript), reads were input

to DESeq2 (HL = HeLa transcriptome library; MBL = MDA-MB-231 transcriptome

library; NL = iCell neuron library; MCL = MCF-7 transcriptome library). Figure 6A

shows the PCA of gene expression in the nanobiopsy samples. Libraries MBL1, MBL9,

MBL12, and MBL14 were considered outliers and removed from downstream analysis.

The Figure 6B graphs are plotted from PCA runs with reads log-transformation, with

the aim of mitigating the variation e↵ect of highly expressed genes or any biases possi-

bly introduced during the cell nanobiopsy procedure, library preparation or sequencing

run. In Figure 6C we focused on the areas from Figure 6A that have more clustering
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Figure A.5: Limit of detection of ERCC RNA molecules as a control for nanopipette
biopsies. Content from nuclear nanobiopsy was transferred to cDNA mix (containing 0.5
µL of ERCC mixture at a 1:10,000 dilution) for synthesis of cDNA (containing 0.5 µL of
ERCC mixture at a 1:10,000 dilution) to reverse transcribe the RNAs followed by cDNA
sequencing. Sequencing reads were mapped to the ERCC reference pseudo-genome.
Numbe of RNAs followed by DNA sequencing. The sequencing reads were mapped to
the ERCC reference pseudo-genome. The number of transcripts were counted using the
HTSeq package and plotted as a function of the number of ERCC transcripts (ERCC
concentration ⇥ volume ⇥ dilution factor). The estimated intersect of the ERCC curve
with the X axis was between 7 and 220, which represents at least one detected ERCC
transcript. The threshold for detected transcripts was chosen to be 10 for subsequent
analysis.

156



structure for better visualization. Furthermore, Figure 6D was plotted to give a closer

look to the clustered areas from Figure 6C. Figure 6C,D illustrate the expression profile

of the four cell types are di↵erent from one another.

It was not clear to what extent the MDA-MB-231 cells and MCF-7 cells were

distinguishable using PCA in Figure 6. Therefore, we plotted the MDA-MB-231 cells

and MCF-7 separately in (Figure 7A–C). Figure 7B represents focused areas of Figure

7A, Figure 7C represents focused areas of Figure 7B, for more clustering structure. Fig-

ure 7E represents focused areas of Figure 7D for more clustering structure. These results

suggested that, although the number of detected reads is small per sequenced library,

nanopipette technology detects the similarities of same-cell types based on the gene

transcription pattern. Figure 7D–F support the conclusion of MDA-MB-231 vs. MCF-

7 comparison. Figure 7E represents focused areas of Figure 7D, Figure 7F represents

focused areas of Figure 7E, with more clustering structure.

To determine the identity of more abundant genes in the MDA-MB-231 and

MCF-7 cells, we extracted RefSeq IDs with more than 200 reads in at least one of the

39 sequenced libraries from the dataset, and checked the presence of the genes in both

MDA-MB-231 and MCF-7 cells. Table 1 represents the ability of nanobiopsy to resolve

the identity of a cell type by detecting highly abundant transcripts associated with

ubiquitous biological processes.

As an example, genes associated with glucose metabolism (UGP2, ENO1),

ribosomal protein synthesis (RPLP0, EEF1A1, NPM1), protein folding (HSP90AA1),

protein degradation (POMP), DNA binding (H3F3B), and drug resistance by cancer
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Figure A.6: Principal Component Analysis of gene expression in the nuclear nanobiopsy
samples. (A) Raw data input to DESeq2; (B) DESeq2 run with log-normalized reads;
(C) Resolution of clustering after removal of the MBL1, MBL9, MBL12 and MBL12
libraries as outliers; (D) Resolution of clustering excluding sequencing libraries MBL2
and MBL4.
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Figure A.7: Principal Component Analysis of gene expression comparing two cell types
at a time. (A–C) comparison of MDA-MB-231 and MCF-7 libraries cluster separately
by cell type, seen as a trend in comparison of MDA-MB-231 and MCF-7 libraries cluster
separately by cell type, seen as a trend in which same-cell type libraries cluster closer to
each other; (D–F) comparison of HeLa vs. iCell which same-cell type libraries cluster
closer to each other; (D–F) comparison of HeLa vs. iCell Neurons cells. Libraries cluster
separately by cell type. (Pourmand Lab, Personal Communication, 2018).
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Table A.1: Genes detected commonly in MDA-MB-231 and7 MCF-7 cells. Libraries
that had at least one gene with 200 reads were qualified for mapping using RefSeq IDs.
The genes displayed in the table were detected both in the MDA-MB-231 and MCF-7
cells.

RefSeq Accession Symbol Gene Name

NM 001001521 UGP2 UDP-Glucose Pyrophosphorylase

NM 001002 RPLP0 Ribosomal Protein Lateral Stalk Subunit P0

NM 001017963 HSP90AA1 Heat Shock Protein 90 a family class A member 1

NM 001201483 ENO1 Enolase 1

NM 001402 EEF1A1 Eukaryotic Translation Elongation Factor 1 a 1

NM 001699 AXL AXL Receptor Tyrosine Kinase

NM 002520 NPM1 nucleophosmin 1

NM 005324 mRNA H3F3B H3 Histone, Family 3B

NM 015932 mRNA POMP Proteasome Maturation Protein
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cells (AXL) [229, 230, 231, 232, 233, 234]. More specifically, genes ENO1, H3F3B and

HSP90AA1 are important cancer drivers in human cells.

A.3 Monitoring Intracellular Components by Nanopipette

Sensing

The identification and quantification of molecules in the single cell play a cru-

cial role in diagnostics and fundamental molecular biology. The ability to dynamically

monitor the presence and amount of any molecule and/or biomarkers in the single

cell aids in understanding the relationship of these molecules to several diseases, and

contributes to drug discovery research. The sensing region or the nanopipette tip sur-

face responds to changes in the ionic current flowing through the pore, which can be

brought about by electrostatic, biotin-streptavidin, or antibody-antigen interactions.

Specific antigen-antibody interaction changed the current amplitude and showed rea-

sonable promise for future applications in biomolecular diagnosis. The successful imple-

mentation of nanopipette technology in biosensing enabled the identification of a variety

of molecules from glucose to proteins. In the following section, we review the commonly

used immobilization techniques, techniques to generate signal, and recognition probes

on the nanopipette. Specific examples from the literature are given subsequently.
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A.3.1 Layer-by-Layer (LbL) Immobilization of Recognition Elements

The idea of running voltage through the nanopore and using the resultant cur-

rent as feedback originated in 2002 [235]. Beginning in 2004, numerous groups began

using nanopipettes as a transport system for metals and small molecules [212, 236, 237].

In 2006, the idea of attaching polymers to the nanopipette in order to increase feed-

back responses came to fruition, when it was shown that the surface charge could be

manipulated by coating the pore with Poly-L-Lysine (PLL). The attachment of PLL

was confirmed by the current rectification observed when running voltage through the

tip of a coated nanopipette into a solution containing 25 mM KCl [238]. This feedback

mechanism, which gave scientists the ability to confirm that a polymer was attached,

allowed for further functionalization of nanopipettes in the form of layer-by-layer (LbL)

assemblies. In 2009, Umehara et al. posited that the attachment of specific probes to

the nanopipette pore could lead to label-free, quantitative sensing of small molecules,

proteins, and/or antigens [280]. That paper was the first to detail an approach for

LbL assembly that allowed the detection of specific proteins in solution using anti-

bodies. First, PLL was coated and baked onto the bare surface of the nanopipette

[239]. 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (EDC) and N-

hydroxysulfosuccinimide (NHS) were then deposited to create a link between PLL and

the subsequent layer [240]. Protein A/G was then conjugated to the NHS/EDC linker

[241]. Finally, IgG was immobilized to protein A/G on the tip of the nanopipette [242].

During the same year, this type of LbL assembly was patented [243].
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A.3.2 Electrochemical Techniques Used for Analysis

Nanopipettes have not always been functionalized into biosensors as they are

today. Beginning in 2002, the Korchev and Klenerman labs began using nanopipettes

as a new SICM probe for cellular structures and substructures [?, 237, 244, 245]. In

this setup, there is a reference electrode (RE) inside the nanopipette and a working

electrode (WE) in the solution. Voltage is applied between the two electrodes, and the

resultant current is used to gauge how far away the nanopipette is from the structure

[233]. The nanopipette is attached to a piezo stage, which controls its xyz movement.

Current is kept constant as the nanopipette is moved along the xy plane by adjusting its

z position. By using this current feedback system, researchers are able to provide high-

resolution imaging. Once a topological map has been drawn, the computer-controlled

piezo stage can be used to precisely position the nanopipette over a feature of interest,

such as an ion channel. Then, the current feedback system is switched o↵, allowing the

nanopipette to be lowered to the surface of the channel. At that point, suction is applied,

forming a giga-seal, which allows noise-reduced patch-clamp recordings to be made [246].

In addition to high-resolution imaging and patch-clamp recording, nanopipettes have

been explored as vectors for molecule delivery. At approximately this time, research

began using nanopipettes for SICM; the labs cited above as well as others began to use

nanopipettes to capture and transport DNA, metal ions, and other molecules [236, 237,

247, 248, 249]. In one example, carbon nanotubes were filled with iron; a current was

run through the tube, and iron flowed out of the tube and was deposited on a surface
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[236]. Elsewhere, the same schematic was used as described above, where a reference

electrode (RE) is placed inside the nanopipette while the working electrode (WE) is in

a bu↵er solution [237, 247, 248, 249]. In these cases, a potential waveform is applied

between the electrodes that influences the electroosmotic flow (EOF), electrophoretic

flow, and dielectrophoresis of DNA, metal ions, or proteins in solution. Klenerman’s

group has reported variations observed when testing conditions are kept constant [247],

suggesting that the electrical field and gradient inside the nanopipette is extremely

sensitive to the geometry of the nanopipette. In 2004, the Stanford Genome Technology

Center began to use a nanopipette as an electrochemical biosensor [200]. Unlike previous

works, the WE was placed inside the nanopipette, and the RE was placed in the bath

solution. When voltage was applied between the two electrodes and the resultant current

was measured, the Stanford group was able to observe translocation of DNA labelled

with gold nanoparticles (DNA-AuNPs) by observing short bursts of current reduction

when the DNA-AuNPs translocated into or out of the nanopipette. The same group

began exploring the behaviors of functionalized nanopipettes. These experiments, which

largely used the same electrochemical techniques, focused on current rectification of the

nanopipette system at various applied voltages [238]. It was observed that coating

nanopipettes with PLL could modulate current at particular applied voltages and could

amplify signals produced under certain conditions. This led to the development of a

layer-by-layer assembly on the inner pore of the nanopipette [280, 243], with antibodies

attached to its outermost layer, making it specific to a particular antigen. By applying

a constant voltage, the researchers were able to see changes in current when the antigen
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was added to the solution. Variations of this assay exist in several forms. The Long

lab, for example, has observed the ability to di↵erentiate alpha-fetal protein (AFP) from

AFP bound to its conjugate antibody (AFP-anti-AFP) [250]. In their experiments, they

measured translocation events by observing the change in current as the protein or the

antibody-bound protein transverses the nanopipette’s pore. It was shown that when

the antibody binds to AFP the translocation is longer and more complete, causing a

larger reduction in current. Today, the basic schematic for a nanopipette is to have two

electrodes, one inside the nanopipette and one in the surrounding solution. A waveform

is then applied through the electrodes and the resultant current is observed. The current

can be modulated and changed based upon how the pipette has been functionalized or

on the target for observation in the solution.

A.3.3 Recognition Element Selection for Immobilization on Nanopipettes

The recognition element is one of the major factors a↵ecting nanosensor per-

formance. The specificity of a nanopipette-based biosensor is restricted by the molecule

deployed as the recognition element. Receptors, enzymes, antibodies, and nucleic acids

can be employed in the sensor design to recognize the target of interest [251]. Ini-

tially, a�nity reagents, such as monoclonal antibodies and enzymes obtained from liv-

ing systems, were deployed in sensor construction. However, numerous concerns with

monoclonal antibodies, such as reproducibility of the clone, high production costs, sta-

bility, and cross-reactivity, led to the development of oligonucleotide-based molecules

for recognition [252]. Nucleic acid aptamers are attractive alternatives to protein-based
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recognition probes with lower cost, longer shelf life, and less batch-to-batch variation

derived from the chemical production process [253]. Like antibody detection, aptameric

detection takes advantage of specific binding between its conjugate and itself, which

causes a change in current rectification that occurs as the pore of the nanopipette is

blocked, and/or a change in the surface charge. The selection criteria for the recog-

nition molecule of nanopipette-based sensing largely depends on the application area

and the analyte. Using antibodies on the outermost layer can provide specific sensors;

other molecules, such as aptamers [128] or enzymes [16], can readily be used as other

recognition molecules for detection. Enzymes can also be used in a secondary detec-

tion method. For example, glucose oxidase was attached to the outermost layer of a

nanopipette pore, causing the oxidation of -D-glucose to D-gluconic acid. This led to a

drop in pH, which caused a measurable change in current rectification [16].

A.3.4 Specific Examples from the Literature

A.3.4.1 Glucose

The di↵erences between glucose levels of individual cells may be indicative of

diseases such as cancer [255]. These changes can further assist in the identification of ab-

normal cells. After identification, these cells can be labeled and followed over the course

of treatment. For example, increases in glucose levels were observed in the metastatic

breast cancer lines MDA-MB-231 and MCF7 compared to nonmalignant cells [16]. This

increase in glucose consumption contributed to the tumor cells’ rapid growth and prolif-

eration, which requires increased metabolic activity. It was also speculated that altered
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glucose metabolism can result in metastasis and resistance to chemotherapeutic drugs

[256]. Therefore, it is essential to monitor the metabolic activity of the single cell, not

only for identification, but for the ability to study the transformation of single cancer

cells in the heterogeneous cell population. We have used the nanopipette as a platform

to immobilize glucose oxidase (GOx) for real-time intracellular glucose detection and

have monitored the changes in impedance [16] (Figure 8).

A direct relation between impedance change and glucose concentration was ob-

served and used to create a calibration curve. Notably, the surface chemistry developed

for GO can further be employed for the attachment of various enzymes and applied to

detect di↵erent substrates in the cells.

A.4 Conclusions and Future Perspectives

In the last decade, much e↵ort has been concentrated on applications of nanopipettes

as single-cell surgical tools both for injection and for aspiration of various materials. The

combination of nanopipettes as surgical tools and selective sensing tools enabled detec-

tion of biologically relevant compounds in single living cells and in well-defined regions

of the cell compartment. The advances in nanopipette technology have also benefited

various areas of molecular biology research, including but not limited to proteomics and

genomics. In the future, the technology presented here can be applied to automated

cellular collection systems, which could allow the researcher to perform several tasks at

the same time. There is significant interest in producing nanopipettes with precisely
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Figure A.8: Representative schematic showing the steps of glucose oxidase immobiliza-
tion to the surface of the nanopipette tip. First, PLL is coated on the surface. Then,
gluteraldehyde treatment occurs to cross-link the glucose oxidase to the PLL-coated
surface; (B) After each step of immobilization, the changes were characterized electro-
chemically. 10 mM PBS (pH 7) was used as the supporting electrode; (C) Nanopipette
tip imaged by SEM. Tip geometry is displayed in the inset; (D) Enzymatic process for
conversion of glucose into hydrogen peroxide and gluconic acid. (Reprinted with the
permission from [16]. Copyright (2018) American Chemical Society).
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identical geometrical parameters, such as size and shape of the tip. Post-processing

of nanoparticle production can help fine-tune these parameters by applying di↵erent

approaches. Development of precise tip parameters is of scientific interest not only for

sensing applications but would also be of interest to researchers dealing with dielectric

etching. We believe that with increased attention to nanopores, nanogating, and ion

channels, nanopipettes will find even broader application in a variety of fields, from elec-

trophysiological to medical research, and will become a fundamental tool for single-cell

studies.
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