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The nearshore region (surfzone and adjacent inner-shelf) are biologically and economically

important and are affected by temperature changes from a variety of unique nearshore processes.

Three such processes are explored here, along with their affect on the nearshore heat budget.

Surfzone incident wave energy flux is dissipated by wave breaking which through viscosity

generates heat (termed wave heating). A primative surfzone heat budget (including wave heating)

closes on diurnal and longer time scales. Solar radiation was the dominant term, and wave heating

the second most variable with mean heating contribution roughly one fourth that of solar radiation.

Breaking waves also generate foam, creating an albedo-induced surfzone solar heating

reduction. Surfzone albedo observations were elevated above open-ocean observations, with
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average albedo of 0.15 and one-minute averaged albedo as high as 0.45. New image- and wave-

based surfzone albedo parameterizations were tested versus observations and have high skill

(r2 = 0.90 and r2 = 0.68 respectively).

Nonlinear internal waves propagate across the inner-shelf, sometimes into the surfzone.

The cross-shore evolution of nonlinear internal waves were tracked from 8-m depth to shore.

Coherently propagating fronts had associated temperature drops up to 1.7◦C with frontal velocities

between 1.4 and 7.4 cms−1. Front position was quadratic in time, decelerating in a manner

consistent with gravity current scalings. Frontal temperature drop and equivalent two-layer height

collapsed as a linearly decaying function of normalized cross-shore distance. During the rundown,

near-surface cooling and near-bottom warming at 8-m depth coincide with a critical gradient

Richardson number, indicating shear-driven mixing.

Together, waves act to both warm the surfzone (through wave heating) at a daily-averaged

rate of ≈ 28 Wm−2 and cool the surfzone (through albedo-induced reduction of solar heating) at

a daily-averaged rate of ≈ 41 Wm−2. Both wave-heating and albedo-induced reduction in solar

heating varied predictably with commonly observed nearshore parameters.
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Chapter 1

The surf zone heat budget: The effect of

wave heating
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1.1 Abstract

Surfzone incident wave energy flux is dissipated by wave-breaking which through viscosity

generates heat. This effect is not present in shelf heat budgets, and has not previously been

considered. Pier-based observations of water temperature in 1–4 m depth, meteorology and waves

are used to test a surfzone heat budget, which closes on diurnal and longer time-scales. Wave

energy flux is the second most variable term with mean contribution 1/4 of the mean short-wave

radiation. The heat-budget residual has semi-diurnal and higher frequency variability and net

cooling. Cross-shore advective heat flux driven by internal wave events, rip currents and undertow

contribute to this residual variability and net cooling. In locations with large waves, steeper

beaches or less solar radiation, the ratio of wave energy flux to short-wave radiation may be > 1.

1.2 Introduction

The nearshore (defined as ≤ 6 m water depth) region is ecologically and economically

critical. Invertebrates, fish, and birds make their home in the nearshore. The region is a center

of tourism and recreation, fueling economic activity. Nearshore waters are often impacted by

poor water quality [Dorfman and Rosselot, 2009], creating health risks for bathers e.g., [Haile

et al., 1999], thereby affecting coastal economies. The surfzone is the near-beach region where

depth-limited wave-breaking occurs (with typical width Lsz = O(100) m, and depth typically

twice the significant wave height). The region just seaward of the surfzone is denoted here as the

inner-shelf. Thus, the nearshore includes both the surfzone and inner-shelf.

Water temperature variations play a critical ecological role in the nearshore, and are linked

to variation in mussel and barnacle growth rates [Phillips, 2005], egg-mass production rates

of the coastal crab Cancer setosus [Fischer and Thatje, 2008], as well as barnacle recruitment

rates [Broitman et al., 2005]. Temperature is also a tracer for nutrient delivery to coastal waters

e.g., [Omand et al., 2012]. Pathogen ecology in swimming waters is affected by temperature, in-
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cluding Staphylococcus [Goodwin et al., 2012], Enterroccus [Halliday, 2012], and Campylobacter

[Hokajarvi et al., 2013].

Previous nearshore temperature observations have typically been made using a vertical

array to measure temporal variability and vertical structure e.g., [Winant, 1974, Pineda, 1991].

Observations from the Scripps Institution of Oceanography (SIO) pier (La Jolla) in the Southern

California Bight (http://cordc.ucsd.edu/projects/Piers/SIO/TChain/) reveal substantial temperature

variability in 6 m water depth at high frequency (< 11 hr), semi-diurnal (11-14.5 hr), diurnal

(18-33 hr) and subtidal (> 33 hr) time-scales as defined by [Lerczak et al., 2003]. In water as

shallow as 1.5 m, high-frequency nonlinear internal waves with 1 ◦C variation were observed

on the summertime Dutch coast [van Haren et al., 2012]. However, the dominant processes

governing surfzone temperature variability are not known, and a surfzone heat budget has never

previously been studied.

Heat budgets on the Northern California outer shelf (60-130 m water depth) show cross-

shelf advection exports heat off shelf year-round [Lentz, 1987, Dever and Lentz, 1994]. In

shallower water (12-26 m) net cross-shore heat advection keeps shallow waters cooler than

predicted by local surface heating [Fewings and Lentz, 2011]. This cross-shore heat advection

is influenced at subtidal time scales by stratification, along-shelf winds [Austin, 1999], and

cross-shore wave-driven mass transport [Fewings and Lentz, 2011]. In addition, significant

shelf temperature variations can be driven at diurnal time-scales by sea-breeze driven upwelling

e.g., [Woodson et al., 2007] or solar heating e.g., [Davis et al., 2011], and also driven at semi-

diurnal and shorter time-scales by internal waves e.g., [Omand et al., 2011, Walter et al., 2012].

In contrast to the shelf, an additional process is unique to the surfzone heat budget.

Incident wave energy flux Fwave, due to surfzone wave breaking, leads to turbulent dissipation

e.g., [Feddersen, 2012a, Feddersen, 2012b], which by viscosity converts mechanical energy to

heat. In addition, incident waves can also drive surfzone currents, which are largely frictionally

balanced e.g., [Feddersen et al., 1998], also generating heat. Incident Fwave is not fully converted
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into heat as there can be surfzone export of mechanical energy. However, as discussed in Section 5,

this is much smaller than the incident Fwave.

Observations from a cross-shore thermistor array mounted on the SIO pier (Section 2)

are used to test a simplified surfzone heat budget (Section 3). The previously unconsidered wave

energy flux term is significant and the binned-mean heat budget closes to first order (Section 4),

although significant semi-diurnal and higher frequency variability in heat content is not resolved.

The implications of wave energy flux heating of the surfzone, and cross-shore advective heat flux

are discussed in Section 5. Results are summarized in Section 6.

1.3 Experiment

A surfzone heat budget was tested with observations at the SIO pier for 47 days from

June 6 – July 23, 2013. Six thermistors (Onset TidBit) were attached at z = −0.9 m below

mean sea level to the north (shaded) portion of pier pilings at cross-shore (x) locations between

x = 49 m and x = 216 m (where x = 0 m is at the mean low-tide shoreline) in mean water depths

spanning h = 1.5 m to h = 4 m (Figure 2.1). The surfzone and inner shelf bathymetry profile

(Figure 2.1) was measured on day 46 of the experiment by a jet ski bathymetry surveying system.

Four specific thermistor locations are denoted, from onshore to offshore, as A, B, C, and D.

An additional deeper thermistor was deployed at C, 1.6 m below the upper thermistor and was

active for 20 days. Offshore surface water temperature was recorded at the Scripps Coastal Data

Information Program (CDIP) mooring site 201 (location E) 1.2 km from shore in approximately

39 m water depth. Data was removed during extreme low tides (vertical extents > 0.69 m), when

the thermistors might have been exposed to air (≈ 10% of all data).

Air temperature, humidity, winds, and tidal elevation were measured at the end of the

SIO pier (near D). Incoming short-wave radiation also was measured on the SIO Pier with a

LI-200SA Pyranometer sensor maintained by the SIO Climate Research Division. Hourly wave

4



0 50 100 150 200

−4

−2

0

A B C D

L s z

S u r f zo n e In n er - s h e l f

z
(
m

)

C r o s s - s h o r e co o r d i n a t e x ( m )

Figure 1.1: Cross-shore x distribution of thermistors mounted to the SIO pier (dots). A cross-
shore bathymetry profile at the SIO pier is shown in black with mean sea-level at z = 0 m (blue)
and ± tide level (blue dashed). Seven thermistors (red) were deployed from June 5th to July
23th 2013. Specific cross-shore sensor locations are denoted A (x = 49 m), B (x = 105 m), C

(x = 160 m), and D (x = 216 m). An additional thermistor was temporarily deployed from June
5th to June 25th at location C (open dot) 1.6 m below the near-surface thermistor. The outer
surfzone boundary Lsz is set at x = 132 m (vertical black dashed line).
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statistics, including significant wave height Hs, were provided by a virtual buoy (monitored and

predicted points “MOP”) at the SIO pier, from the real-time CDIP spectral refraction wave model,

initialized from offshore buoys [O’Reilly and Guza, 1991, O’Reilly, W.C. and Guza, R.T., 1998].

This wave model has been used in studies of beach erosion [Yates et al., 2009] and shoreline

ground motions [Young et al., 2013] in the Southern California Bight. During times when the

pier-mounted SIO wave gauge was operational (May and late July to August 2013), the model

demonstrates very high skill.

1.4 Surfzone Heat Budget

The surfzone heat budget is written as a cross-shore and vertically integrated box model

for heat content H, similar to a North Carolina inner-shelf heat budget in 13-26 m water depth

[Austin, 1999]. With alongshore (y) uniform conditions, the surfzone heat content H (Jm−1) in a

region from the shoreline x = 0 to the fixed surfzone width x = Lsz is,

H = ρcp

∫ Lsz

0

∫ 0

−h(x)
T (x,z)dzdx, (1.1)

where ρ is the density and cp is the specific heat capacity and h is the water depth. The upper-limit

(z = 0 m) of the vertical integral is the mean sea surface. Heat content time-variation is driven by

the total heat-fluxes Ftot into and out of the box, i.e.,

dH
dt

= Ftot. (1.2)

The total surfzone heat flux Ftot is,

Ftot = (Qsw +Qlw +Qlat +Qsen)Lsz +Fwave +Fadv (1.3)
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where the Q (Wm−2) terms are surface vertical heat fluxes, consisting of the water-entering

short-wave (Qsw) radiation, net long-wave (Qlw) radiation, and latent (Qlat) and sensible (Qsen)

heat fluxes. As written in (1.3), the Q terms are assumed cross-shore uniform, but may differ

between the surfzone, where waves are breaking, and farther offshore (but within the nearshore).

The F terms in (1.3) are cross-shore heat fluxes (Wm−1) evaluated at the surfzone

boundary x = Lsz. The surfzone-specific cross-shore heat flux contribution from breaking surface

gravity waves, Fwave (Wm−1), as in (1.4) is considered here for the first time. For narrow-banded

waves, the cross-shore wave energy flux at the surfzone boundary is

Fwave =
1

16
ρgH2

s cg cos(θ), (1.4)

where g is gravity, cg is the group velocity at the peak frequency, and θ is the peak direction. Surf-

zone cross-shore advective heat flux Fadv, due to processes in the surfzone (such as undertow and

rip currents) or shelf (internal waves), were not estimated here, and are discussed in Section 1.6.

Furthermore, the export of mechanical energy from the surfzone to inner-shelf is shown to be

small (Section 1.6).

The resulting net surfzone heat flux, Fnet, considered in this heat budget is,

Fnet = (Qsw +Qlw +Qlat +Qsen)Lsz +Fwave, (1.5)

which, as in (1.2), is balanced against dH/dt, i.e.,

dH/dt = Fnet. (1.6)

This heat budget (1.6) assumes that the gradient of cross-shore integrated alongshore (y) advective

heat flux (i.e., terms related to V dT/dy, where V is the alongshore current) is negligible. On

beaches with alongshore uniform bathymetry and incident wave field, time-averaged (hourly)
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alongshore mass, momentum, and turbulent TKE flux gradients are weak e.g., [Feddersen et al.,

1998, Feddersen and Guza, 2003, Feddersen, 2012a]. Thus, alongshore heat flux gradients are

expected to be weak as well.

The surfzone heat content H (1.1) was estimated with data from four surfzone thermistors

and cross-shore integrating using the trapezoidal rule. Due to strong breaking-wave induced

turbulence e.g., [Feddersen, 2012b], the surfzone is assumed to have vertically uniform tempera-

ture (i.e., well mixed), consistent with vertically-uniform surfzone dye [Hally-Rosendahl et al.,

2014] and turbulent kinetic energy [Ruessink, 2010] observations. The outer limit of the surfzone

was fixed at Lsz = 132 m (between B and C, vertical dashed line in Figure 2.1) which contained

the surfzone at all times. However, at high tides and with small waves, wave-breaking occurred

farther onshore of Lsz = 132 m. The constant vertical integral upper limit (z = 0 m) fixes the

mass of the surfzone. Thus heat-content changes (and associated fluxes) due to tidal-induced

surfzone mass changes are not included here. The change in surfzone heat content, dH/dt, was

estimated with centered differences.

Short-wave radiation above the water surface (Q+
sw) was measured with a pier-end ra-

diometer 10 m above the water surface. Water entering short-wave radiation Qsw is estimated

as Qsw = Q+
sw(1−α), where α is a solar-zenith angle dependent open-ocean albedo (≈ 6%)

parameterization [Payne, 1972]. As the surfzone is generally turbid with large optical attenuation,

all water-entering Qsw is assumed absorbed in the water column. Since the albedo of wet sand

is small (≈ 6%) [Zhang et al., 2014], any Qsw reaching the bed will be absorbed by a thin sand

layer, which will rapidly equilibrate with the turbulent water of the surfzone. Total (outgoing and

incoming) long-wave radiation Qlw is estimated with a standard bulk parameterization method

using cloud cover, vapor pressure, and air and water temperature [Josey et al., 1997]. Vapor

pressure was calculated from sea surface temperature using the Antoine equation [Thomson,

1946]. Air-sea sensible (Qsen) and latent (Qlat) heat fluxes are estimated via the COARE 2.5

bulk parameterization [Fairall et al., 1996] using wind speed, air and water temperature and
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humidity. All heat budget terms were low-pass filtered with a 2 hr cutoff. Through controlled

thermistor tests, the 2-hr low-pass filtered dH/dt instrument noise level is estimated using (1.1) to

be ≈ 300 Wm−1.

1.5 Results

Over the 47 day deployment, observed ocean temperature T spanned 14.5 ◦C to 23.4 ◦C

(Figure 1.2a), with coherent variability at subtidal (> 33 hrs) time-scales. Diurnal variability

was stronger closer to shore (A & D) than 1.2 km offshore at E. Air temperature was typically

colder than the ocean, fluctuating subtidally and diurnally. Significant cross-shore T variation was

also observed. The temperature difference between surfzone location A and inner-shelf location

D, ∆TAD (separated by ∆x = 157 m), varied significantly between −3 ◦C and 2 ◦C, generally

at diurnal and shorter time-scales (not shown). The deployment spanned several spring-tide

(amplitude 1.3 m) and neap-tide (amplitude 0.3 m) cycles (Figure 1.2b, black), with the majority

contribution from M2 and K1. The mean significant wave height, Hs, was 0.7 m (Figure 1.2b,

red) but fluctuated on subtidal time-scales with maximum and minimum of 1.6 m and 0.3 m,

respectively.

The water-entering short wave radiative heat flux (QswLsz) warms the surfzone, varies

diurnally from zero at night-time to peak daytime values ≈ 5× 104 Wm−1, and is the largest

surfzone heat budget term (blue curve in Figure 1.2c and Table 1.1). The net long-wave radiation

(QlwLsz) cools the surfzone and is largely steady at roughly half the time-averaged QswLsz

(magenta curve in Figure 1.2c and Table 1.1). The latent heat flux (QlatLsz) and wave energy flux

(Fwave) have similar magnitude and variability (black and red curves, respectively in Figure 1.2c

and Table 1.1), but cool and warm the surfzone, respectively. The wave energy flux term Fwave,

is on average 1/4 of the short-wave radiative heating QswLsz, and is the 2nd most variable term

(Table 1.1), indicating it is an import factor in the surfzone heat budget. Estimated sensible heat
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Figure 1.2: Time series of: (a) water temperature at locations A (x = 49 m), D (x = 216 m) and
E (CDIP buoy, x = 1200 m), and air temperature at SIO Pier (see legend). Note temperature at E

is offset by 1.5 ◦C for visibility. (b) Pier tidal elevation (black) and significant wave height Hs in
10 m depth (red). (c) Surfzone energy flux terms including water-entering short-wave (QswLsz)
net long-wave (QlwLsz) radiative fluxes, sensible (QsenLsz) and latent QlatLsz) air-sea fluxes, and
wave energy flux Fwave. (d) Cross-shore integrated surfzone heat budget terms dH/dt and Fnet.
The magenta dot at day 32 in plot (a) indicates the time of a strong internal wave event observed
at locations C, B and A highlighted in Figure 1.4. The green bar over days 8 and 9 in plot (a)
corresponds to the time highlighted in Figure 1.5.
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Table 1.1: Mean and standard deviation (std) of cross-shore integrated surfzone heat flux terms
(1.6) and (1.5): short-wave (QswLsz), long-wave (QlwLsz), latent (QlatLsz), sensible (QsenLsz)
heat fluxes, wave energy flux (Fwave), net surfzone heat flux Fnet, and surfzone heat content
time-derivative dH/dt. Note that Lsz = 132 m.

(×104 Wm−1) QswLsz QlwLsz QlatLsz QsenLsz Fwave Fnet dH/dt Fres
Mean 1.40 -0.63 -0.33 -0.06 0.33 0.70 0.18 -0.52
Std 1.69 0.07 0.20 0.05 0.29 1.73 5.52 5.10

flux (QsenLsz) is small compared to other heat budget terms.

The net surfzone heat flux Fnet (1.5) and surfzone heat content time-derivative dH/dt are

reasonably coherent at diurnal and longer time-scales (Figure 1.2d), but dH/dt has more variability

than Fnet (Table 1.1) at semi-diurnal and shorter time-scales. This results in an unbinned heat

balance (1.6) with low best-fit skill (squared correlation r2 = 0.16) and high heat-budget residual

Fres = dH/dt − Fnet (Table 1.1). A binned-mean heat balance, representative of diurnal and

longer time-scales, has a strong linear relationship between Fnet and dH/dt with high best-fit

skill (r2 = 0.89), near-one slope (± standard deviation) of 1.20(±0.06), and an intercept of

−6×103 Wm−1 (Figure 1.3). The slope and intercept of the binned-mean and unbinned heat

balance are similar. The binned-mean heat balance high skill and the near-one slope indicates

that, at diurnal and longer time-scales, the heat budget closes to first order.

The wave energy flux Fwave, the 2nd most variable Fnet term, plays a significant role in the

surfzone heat budget. If Fwave is excluded from Fnet (1.5), the binned-mean best-fit slope is farther

from unity (1.33±0.07) than if Fwave is included (1.20±0.06). Thus, the wave energy flux helps

balance the observed dH/dt variability, demonstrating its importance to the surfzone heat budget.

Over the 47-day experiment, the surfzone had net warming (positive 〈dH/dt〉 in Table 1.1

where 〈〉 represent a time-average), but warmed slower (by ≈ 5200 Wm−1) than expected from

〈Fnet〉, consistent with the heat budget’s negative intercept (Figure 1.3). The surfzone net heat-flux

Fnet variability is dominated (79% of variance) at diurnal (18-33 hr) and subtidal (> 33 hr) time-

scales. The heat budget residual Fres variability far exceeds the 300 Wm−1 expected noise level
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Figure 1.3: Surfzone heat budget (1.6): Binned-mean dH/dt versus Fnet (solid red circles) and
standard deviations (vertical red bars). The best-fit line (red dashed) has a slope of 1.20 and an
intercept of −6×103 Wm−1, with best-fit skill of r2 = 0.89.

(Table 1.1) and is dominated (80% of variance) at semi-diurnal (11-14.5 hr) and higher-frequency

(< 11 hr) time-scales. Thus, processes (such as cross-shore heat advection) driving heat-content

net cooling and variability on semi-diurnal and shorter time-scales are missing from the estimated

Fnet. This is discussed further in Section 1.6.

1.6 Discussion

At the La Jolla, CA experiment site, the ratio of time-averaged (over the deployment)

wave energy flux 〈Fwave〉 to time-averaged short wave radiation 〈Qsw〉Lsz was ≈ 1/4, and the

daily-averaged ratio 〈Fwave〉/(〈Qsw〉Lsz) varied between 0.05 and 1.1. This indicates that wave

energy flux is important to the surfzone heat budget. The summer (June–July) deployment

with long days and high solar zenith angle resulted in large daily-averaged short wave radiation

〈Qsw〉= 106 Wm−2. At this site, summer waves are generally small compared to winter. During

different seasons or at other locations (such as the Oregon coast where there are strong waves and
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cloudy skies) the wave energy flux Fwave may be even more important in the surfzone heat budget.

Assuming a planar beach slope β and normally incident shallow-water waves (cg =
√

gh) that

break in depth hb having constant γb = Hs/hb e.g., [Thornton and Guza, 1983], Lsz = hb/β and

the ratio Fwave/(QswLsz), using (1.4), becomes

Fwave

QswLsz
=

ρβγ2
b(ghb)

3
2

16Qsw
. (1.7)

The ratio (1.7) gives the importance of wave energy flux relative to short-wave radiative solar

heating, and is proportional to beach slope β, γ2
b, and h3/2

b (a function of Hs). For constant

daily-averaged Qsw, at steep beaches (where β is large and small surfzone width) or locations with

large waves (where hb is deeper), the importance of Fwave relative to QswLsz in (1.3) increases.

A Pacific Northwest winter case example with slope β = 0.02, γb = 0.5, and measured coastal

Nov-Mar averaged short-wave radiation 〈Qsw〉 = 52 Wm−2, and large waves typical of this

location (Hs = 3 m and hb = 6 m) gives a average ratio (1.7) of 2.7. Thus, wave heating can be

more important than daily-averaged short-wave radiative heating.

The incident Fwave may not be fully converted to heat in the surfzone, resulting in surfzone

export of mechanical energy. One pathway is by shoreline wave reflection on non-dissipative

steep beaches. However, on dissipative beaches (such as this one), reflected wave energy flux was

< 0.03 of the incident Fnet e.g., [Elgar et al., 1994]. Rip currents or undertow could also export

mechanical energy, which can be simply quantified as

hbu∗
(

1
2

ρu∗2
)

(1.8)

(units Wm−1) where u∗ is an effective surfzone to inner-shelf exchange velocity that includes all

potential exchange mechanisms. For a nearby beach with larger waves than typically observed

here, u∗ ≈ 10−2 ms−1 [Hally-Rosendahl et al., 2014]. With hb ≈ 2 m (Figure 2.1), the surfzone

export of kinetic energy (1.8) is approximately 10−3 Wm−1, 6 orders of magnitude less than the
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mean Fnet of 3300 Wm−1 (see Table 1.1). If instead u∗ = 10−1 ms−1 (a very large value), the

surfzone export of kinetic energy becomes ≈ 1 Wm−1, still < 0.1% of the mean incident wave

energy flux. Thus, the great majority of Fnet must be dissipated within the surfzone.

The heat budget residual (Figures 1.2d, 1.3, and Table 1.1) has large semi-diurnal and

higher-frequency variability and a negative mean (residual cooling), analogous to the summertime

shallow (12-m depth) shelf mean heat export by cross-shore advective processes [Fewings and

Lentz, 2011]. Rip currents (e.g., seaward directed flow out of the surfzone, [Dalrymple et al.,

2011]) can export heat from the surfzone [Hally-Rosendahl et al., 2014], as likely can the undertow.

The rip current or undertow induced Fadv can have contributions at a range of time-scales from

the mean, subtidal, tidal, and higher frequency. Internal waves can drive strong semi-diurnal

and higher-frequency nearshore temperature variability e.g., [Winant, 1974, Pineda, 1991]. This

suggests that cross-shore advective heat flux Fadv due to these processes is important to the

surfzone heat budget. Although Fadv was not measured here, the contribution from internal waves

and surfzone processes (rip currents or undertow) to the surfzone heat content variability is

examined qualitatively with two case examples.

During the deployment, strong cold events were observed to propagate from the inner-

shelf (5 m depth) into the surfzone. A four-hour highly nonlinear internal wave (or bore) event

demonstrates the internal wave contribution to high-frequency surfzone heat content variations

(Figure 1.4). Internal waves have been observed seaward of the surfzone in ≥ 6 m water depth

e.g., [Winant, 1974, Pineda, 1991, Pineda, 1994, Omand et al., 2011], and video observations of

internal wave surface signatures just seaward of the surfzone suggest cross-shore propagation

[Suanda et al., 2014]. However, this is the first in situ observation of cross-shore internal bore

propagation from ≈ 4 m depth through the surfzone.

During this event, Hs ≈ 0.82 m and the ebbing spring tide varied ≈ 1 m. At t = 1 hr, TC

(x = 160 m) dropped 4 ◦C (from 21 ◦C) in 0.6 hr, subsequently rebounding to its initial level

0.5 hr later (red curve in Figure 1.4a). The cold event arrived at B (55 m farther onshore) 0.3 hr
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Figure 1.4: A 4-hour cold event on July 8th (indicated by a magenta dot on day 32 in Figure
1.2a): (a) SIO water temperature T at locations A, B, C, and D versus time t (t = 0 hr corresponds
to 20:30 PDT). Black dots at (A,B,C) indicate the time of minimum temperature. (b) Net surfzone
heat flux Fnet (red) and the residual Fres = dH/dt−Fnet (black dashed) versus time t.

later, with an amplitude reduction to 3 ◦C (green curve in Figure 1.4a). The cold event minimum

arrived at A 0.6 hr later with a reduced amplitude of ≈ 2 ◦C (blue curve in Figure 1.4a). Within

the surfzone (B and A), the cold event duration is longer than at the deeper C, and temperature

does not recover to its pre-event level, indicating net cooling from this event. At location D (59 m

offshore of C), no significant cold event is observed (cyan curve in Figure 1.4), indicating that

the cold internal wave event only surfaced farther onshore. The inferred cold event propagation

speeds (C = ∆x/∆t) CBC = 0.05 ms−1 and CAB = 0.03 ms−1 are approximately consistent with a

reduced-gravity shallow water phase speed appropriate for a gravity current.

During this cold event, the surfzone net heat flux Fnet is very small (red curve in Fig-

ure 1.4b), yet the residual dH/dt−Fnet (black dashed curve in Figure 1.4b) is large with maximum

magnitude of 1.7×105 Wm−1. This indicates that the internal-wave driven advective heat flux

into or out of the surfzone is at times large, in part explaining the large high frequency variability

in dH/dt (Figure 1.2d). The area under the residual is negative (net cooling, black dashed curve
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Figure 1.5: (a) Temperature at shallow surfzone location A (blue, x = 49 m, and h = 1.5 m)
and the offshore, deeper location D (red, x = 216 m, h = 4 m) and (b) net surfzone heat flux
Fnet and the residual Fres = dH/dt−Fnet versus time of day. Temperature and solar radiation are
ensemble averaged across 14 & 15 June (neap tide, days 8-9 highlighted by a green bar in Figure
1.2a). Periods of differential warming (DW, 9:00 - 14:30) and equilibration (EQ, 15:00 - 18:00)
are highlighted.

Figure 1.4b) indicating that significant internal wave or surfzone driven mixing occurred.

Surfzone to inner-shelf heat exchange driven by surfzone processes is highlighted from

a two-day (June 14-15, days 9-10) ensemble-averaged neap-tide case. Between 09:00-14:30,

the surfzone (A) and inner-shelf (D) warmed (Figure 1.5a) consistent with strong positive Fnet

(Figure 1.5b) dominated by solar heating. However, the surfzone (A) warmed more rapidly than the

inner-shelf D (denoted differential warming, DW in Figure 1.5a), likely due to shallower surfzone

depths, resulting in ∆TAD ≈ 0.4 ◦C after about 4 hours. Subsequently, surfzone temperature

equilibrated, while nearshore temperature continued to rise (14:30-18:00, EQ in Figure 1.5a).
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Both regions cool after 18:00. The surfzone temperature equilibration occurs even though the

net heat flux Fnet is positive (red curve in Figure 1.5b). Throughout EQ (14:30-18:00), the heat

budget residual is negative (black dashed curve in Figure 1.5b), implying net surfzone cooling.

The residual cooling time-scale is much longer than that of the onshore propagating cold event

(Figure 1.4). Furthermore, no large rapid temperature fluctuations (as in Figure 1.4) nor any

sense of propagation were observed at the thermistors. It is unlikely that a cold bore event was

present below the surfzone thermistors (0.5–1.4 m above the bed, Figure 2.1), but not detected.

Thus, the residual surfzone cooling during EQ is not due to internal waves. During EQ, the net

residual cooling (≈ 2.5×104 Wm−1) is also similar to the 2×104 Wm−1 transient rip-current

induced surfzone- to inner-shelf heat flux inferred by [Hally-Rosendahl et al., 2014]. Thus,

this example of residual surfzone cooling is likely also due to surfzone to inner-shelf exchange

induced by surfzone processes (undertow or rip currents). Larger waves drive larger rip currents

e.g., [Dalrymple et al., 2011]. Thus, feedback between wave-energy flux and advective rip

currents may also exist, such that as larger waves provide heat to the surfzone, some of that heat

is advected offshore in more intense rip currents.

In addition to the large semi-diurnal and high-frequency time-scale heat budget residual,

the binned-mean dH/dt variability is 20% larger than the binned-mean Fnet variability (best-fit

slope is 1.2). Many factors may contribute to this, including estimating heat content (1.1) with only

four thermistors, neglecting bathymetric h(x) evolution, or assuming no stratification. In addition,

the tidal sea-surface variation, inducing surfzone mass and thereby heat-content variations, is

neglected. The vertical motion of the tides would lift and lower any surfzone stratification past the

thermistors aliasing the dH/dt estimate. At the seaward of the surfzone location C (Figure 2.1), a

second thermistor was deployed for the first 20 days 1.6 m below the upper thermistor. During this

time, the root-mean square stratification was 0.06 ◦Cm−1. Using the observed tidal amplitudes,

this results in a tidally-induced apparent heat content variation of 2×103 Wm−1, small relative

to Fres (Table 1.1). However, within the surfzone, strong breaking-wave induced mixing is
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expected to result in weaker stratification as with other tracers e.g., [Hally-Rosendahl et al.,

2014, Ruessink, 2010]. The near closure of the binned-mean heat budget justifies the neglect of

the alongshore heat-flux gradients. Wind-generated spray in the open ocean has been shown to

strongly affect latent (Qlat) and sensible (Qsen) heat fluxes [Andreas et al., 2008]. The COARE

2.5 parameterization for Qlat and Qsen used here do not include depth-limited breaking spray

effects. Surfzone depth-limited wave breaking generates spray at least an order of magnitude

larger than just offshore [van Eijk et al., 2011a]. Thus, surfzone latent and sensible heat fluxes

may be under-represented, which could result in the best-fit slope above one and net cooling.

The heat flux between sediment and the surfzone as on tidal flats e.g., [Rinehimer and Thomson,

2014, Kim et al., 2010] is neglected in (1.3) as here the beach slope and tidal amplitudes are 25×

larger and 3× smaller, respectively, than on these tidal flats.

1.7 Summary

An experiment was conducted at the Scripps Institution of Oceanography (SIO) pier from

June 6–July 23, 2013 to determine the importance of the onshore wave energy flux Fwave to

the surfzone heat budget, which up to now had not been considered. Pier deployed thermistors

measured surfzone and inner-shelf water temperature, with concurrent pier-based meteorological

measurements and model wave energy flux estimates. The surfzone heat budget balances the

time variation of vertical and cross-shore (over the surfzone width Lsz) integrated heat content

dH/dt with surfzone water-entering short-wave and net long-wave radiation, latent and sensible

heat fluxes (QswLsz, QlwLsz, QlatLsz and QsenLsz respectively) and the cross-shore wave energy

flux Fwave. Short-wave radiation was the largest term in the surfzone heat budget. Time-averaged

long-wave radiation, latent and sensible heat flux cooled the surfzone. The wave energy flux

Fwave heated the surfzone, was on average ≈ 1/4 of the daily averaged short-wave radiative

heating, and was the second most variable term in the heat budget. The binned-mean heat budget,
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representative of diurnal and longer time-scales, had high skill (r2 = 0.89) and a slope near one,

indicating the surfzone heat budget closed to first order.

The heat balance had unexplained residual variability at semi-diurnal and high frequency

time-scales, and residual net cooling (≈ 5200 Wm−1). Cross-shore (surfzone to inner-shelf)

advective heat fluxes due to nonlinear internal waves (causing 3◦C surfzone temperature variation

in 0.6 hours) and surfzone processes such as rip currents and undertow, (at times exporting

≈ 2.5×104 Wm−1) contributed to the high-frequency and net heat budget residual.

Excluding the wave energy flux Fwave from the binned-mean heat budget results in a

best-fit slope farther from one, further demonstrating the importance of breaking-wave induced

heating to the surfzone heat budget. A scaling for the ratio of Fwave to short-wave surfzone heat

flux (QswLsz) shows that at locations where there are large waves, a large beach slope, or less

solar insolation, the ratio may be > 1.
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Observations and parameterizations of

surfzone albedo
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2.1 Abstract

Incident shortwave solar radiation entering the ocean depends on albedo α and plays an

important role in the temperature variability and pathogen mortality of the nearshore region. As

foam has an elevated albedo, open-ocean albedo parameterizations include whitecapping effects

through a wind-based foam fraction. However, surfzone depth-limited wave breaking does not

require wind. Surfzone albedo observations are very rare, the variability of surfzone albedo is

not known, and parameterizations are not available. New, year-long upwelling and downwelling

shortwave radiation observations were made from the Scripps Institution of Oceanography pier

spanning the surfzone and inner-shelf. Surfzone albedo was elevated due to foam with mean

observed albedo of α = 0.15 and one-minute average albedo as high as α = 0.45, far exceeding

expected albedo (0.06) from standard parameterizations. Using a pier-mounted GoPro camera,

an image-based albedo parameterization is developed that estimates the fractional foam area

to derive albedo. This parameterization has high skill (r2 = 0.90) on time scales as short as a

wave period (9 s). A second wave-model based parameterization for (hourly) averaged albedo

is developed relating the non-dimensional roller energy dissipation to the mean foam fraction

and thus albedo. The parameterization has good skill (r2 = 0.68) and resolves cross-shore albedo

variations. These new parameterizations can be used where imagery is available or wave models

are applicable, and can be used to constrain local heat budgets and pathogen mortality.

2.2 Introduction

The nearshore region (≤ 7 m water depth) is critical both economically and ecologically.

The region is a center for tourism, recreation, and commercial use, and is also home to a wide

variety of fish, birds, plants and invertebrates. Water temperature is an important ecological

aspect, affecting growth rates, recruitment rates, egg-mass production, pathogen ecology and

many other factors e.g., [Phillips, 2005, Fischer and Thatje, 2008, Broitman et al., 2005, Goodwin
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et al., 2012, Halliday, 2012]. In this sensitive region, incident shortwave solar radiation entering

the ocean (Qsw) plays an important role in both the temperature variability [Sinnett and Feddersen,

2014] and pathogen mortality through UV-B photobiological damage e.g., [Sinton et al., 1994,

Sinton et al., 2002].

Shortwave solar radiation entering the ocean is defined as

Qsw = Qd−Qu, (2.1)

where Qd is the total downwelling (downward) component of solar shortwave radiation, and Qu

is the upwelling (upward) component of shortwave radiation reflected from the ocean surface.

The albedo α (surface reflection coefficient) is defined as

α =
Qu

Qd
, (2.2)

making

Qsw = (1−α)Qd. (2.3)

Under direct sun, open ocean albedo α depends on the solar zenith angle θs (the angle

of sun declination from vertical) and has a daily average of α ≈ 0.06 [Payne, 1972, Briegleb

et al., 1986, Taylor et al., 1996]. Under cloudy (diffusely lit) skies, open ocean albedo is near

0.06 and is independent of θs [Payne, 1972]. However, wind generates ocean whitecaps (foam)

e.g., [Monahan, 1971, Monahan and Muircheartaigh, 1980] associated with elevated albedo.

Wind also enhances the sea-surface slope variability e.g., [Ross and Dion, 2007], which affects

albedo at large solar zenith angles e.g., [Saunders, 1967]. Laboratory measurements indicate that

pure foam has albedo α = 0.55 [Whitlock et al., 1982]. For a fractional surface coverage of foam

ζ, the combined effects of foam and open water on albedo are often e.g., [Koepke, 1984, Frouin
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et al., 1996, Jin et al., 2011] represented as

α = ζαf +(1−ζ)αθ, (2.4)

where αf is the foam albedo, and αθ is the parameterized solar zenith angle dependent open

ocean albedo e.g., [Taylor et al., 1996]. The foam fraction ζ from open ocean whitecapping has

been parameterized using a surface wind speed |uw| dependence e.g., [Hansen et al., 1983, Jin

et al., 2004, Jin et al., 2011], but has a negligible effect on albedo (less than 0.002) for winds

|uw|< 12 ms−1 [Payne, 1972, Moore et al., 2000, Frouin et al., 2001].

In the surfzone, foam is generated by depth-limited wave breaking regardless of wind,

potentially elevating surfzone α and reducing Qsw. Nearshore temperature evolution e.g., [Sinnett

and Feddersen, 2014, Hally-Rosendahl et al., 2014] depends strongly on Qsw in the surfzone

and inner-shelf, the region just seaward of the surfzone. Elevated surfzone albedo may also

help explain reduced surfzone pathogen mortality relative to the inner-shelf e.g., [Rippy et al.,

013a, Rippy et al., 013b] making the surfzone albedo an important factor controlling the ecology

of the region. Limited (21 min) surfzone albedo observations at 440–650 nm wavelengths reported

elevated albedo up to 0.4–0.6, compared to 0.06 observed in the inner-shelf [Frouin et al., 1996],

potentially influencing the surfzone heat budget [Sinnett and Feddersen, 2014]. However, no

other surfzone albedo observations have been published (to our knowledge) and depth-limited

wave-breaking albedo parameterizations do not exist. Thus, the magnitude and variability of

surfzone albedo is not known, nor are its impacts on nearshore temperature and pathogen mortality.

Making surfzone albedo observations is difficult, thus surfzone albedo parameterizations are

needed.

Results from a year-long experiment at the Scripps Institution of Oceanography (SIO) pier

measuring nearshore albedo under a wide variety of conditions are presented here, together with

tests of two surfzone albedo parameterizations. As surfzone foam is visible in both time-elapsed
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e.g., [Lippmann and Holman, 1990, Holland et al., 1997, Almar et al., 2010] and snapshot

e.g., [Stockdon and Holman, 2000, Chickadel et al., 2003] optical images, the first parameteriza-

tion uses optical images to estimate foam fraction and albedo. The second parameterization uses

a wave and roller transformation model to estimate foam fraction and albedo. The experiment

methods and observations are described in section 2.3. Results and the two parameterizations are

presented in section 4.4, discussed in section 4.5, and summarized in section 2.6.

2.3 Methods and Observations

2.3.1 Experiment Description

Shortwave solar radiation, wave statistics, winds, and water depth were measured between

October 25th, 2014 and October 25th, 2015 at the SIO pier (Figure 2.1a), La Jolla, California (lat

32.867, lon -117.257). Cross-shore (x) bathymetry profiles were made at 0.5 to 1 month intervals

(see dots in Figure 2.3a) between x = 0 m (the cross-shore location of the shoreline extent at

mean tide at the start of the experiment) and the pier end at x = −270 m. NOAA tide gauge

station 9410230 at the SIO pier end (in ≈ 7 m water depth) measured the water level at 6 minute

intervals. A representative cross-sectional view (Figure 2.1b) shows the mean bathymetric profile,

the Mean Tide Level (MTL) reference height (h = 0), and tidal standard deviation (≈ 0.5 m).

Downwelling, Qd and upwelling, Qu shortwave solar radiation was measured by a Camp-

bell Scientific NR01 research grade four-way radiometer (Figure 2.2b) having two shortwave

radiation sensors (wavelengths from 305 nm to 2,800 nm) with 2.9 s response time and cosine

angle spatial response over a 180◦ field of view. The sensor noise level is < 1.5% of the signal,

instrument drift is expected to be < 1% per year, and instrument tilt errors are expected to be

< 2%. Both radiometer sensors were calibrated within one year of their deployment according to

ISO 9847.

The NR01 radiometer was attached to the end of a custom designed boom arm (Figure
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Figure 2.1: (a) Photo of the Scripps Institution of Oceanography (SIO) pier (La Jolla, California)
and nearshore region at low tide. (b) Mean cross-shore bathymetric profile with mean tide level
and approximate tidal extents. The radiometer is located at xR = −100 m (indicated with an
orange marker), a location frequently within the surfzone.

2.2b) and fitted to the south side of the SIO pier at xR =−100 m. The cross-shore deployment

location was chosen so that the radiometer would observe the surfzone roughly two-thirds of

the time depending on the tidal depth and wave height. The radiometer was mounted 6.5 m

above MTL to avoid significant spray from breaking waves, while assuring that more than 90%

of the upwelling signal was confined to a 14 m radius watch circle beneath the instrument. The

mounting boom was hinged at the pier end and mid-boom arm (Figure 2.2c arrows) allowing it to

swing parallel and pivot up to the pier deck for cleaning at roughly 5 day intervals.

Generally, the radiometer sampled Qd and Qu continuously at 1Hz, storing the 1 min mean

and standard deviation. On 9 days, a GoPro camera with a 72◦ vertical and 94◦ horizontal field of

view was mounted on the pier deck approximately 2.5 m above the radiometer looking down at

the water at ≈ 45◦ from horizontal. The camera captured images of the surfzone conditions at

two second intervals with a 1/4000 second shutter speed, f/2.8 aperture value and ISO 100 speed

rating. During this time the radiometer stored 1 Hz samples directly, allowing image and albedo

comparison.
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Figure 2.2: (a) Photo of the Campbell Scientific NR01 radiometer deployed over the surfzone,
mounted on the south side of the SIO pier. (b) A close-up of the NR01 radiometer, consisting of
upwelling and downwelling shortwave radiation sensors. (c) A schematic of the boom mount
allowing radiometer deployment 6.5 m above MTL at a distance 6.35 m from the pier pilings.
Hinges (arrows) allow the boom to pivot laterally and swing vertically for regular radiometer
cleaning.

At pier-end, hourly significant wave height H(p)
s and peak period Tp were estimated by the

Coastal Data Information Program wave gauge. During times when the wave gauge was offline

(July 29 to August 20, 2015) a realtime spectral refraction wave model initialized from offshore

buoys [O’Reilly and Guza, 1991, O’Reilly, W.C. and Guza, R.T., 1998] with very high skill was

used. Winds were observed by the NOAA station at the pier end 18 m above MTL and reported

as six-minute averaged values. The experiment site latitude and local time was used to calculate

solar zenith angle θs based on [Reda and Andreas, 2008].
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Figure 2.3: Hourly time-series over the year-long experimental period of (a) water depth hR at
the radiometer cross-shore location (xR =−100 m), (b) pier-end significant wave height Hs, (c)
wind speed |uw|, (d) solar zenith angle θs, (e) observed downwelling Qd (red) and upwelling Qu

(blue) short-wave solar radiation, and (f) observed albedo αo = Qu/Qd. Times when Qd or Qu

were corrupted are removed in (e) and (f).
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2.3.2 Observations

At xR, the water depth hR varied due to tidal changes in sea surface elevation and on

longer time scales due to bathymetry changes (Figure 2.3a). Beach profile evolution followed

a wintertime (defined here as day 26 on November 20, 2014 to day 126 on February 28, 2015)

erosion and summertime (day 212 on May 25, 2015 to day 312 on September 2, 2015) accretion

pattern, characteristic of southern California beaches e.g., [Ludka et al., 2015].

Pier-end significant wave height H(p)
s varied between 0.22 m and 2.16 m and peak period

Tp between 3 s and 18 s (not shown) with increased wave activity occurring every few days,

modulated seasonally with typically stronger wintertime and weaker summertime wave events

(Figure 2.3b). Winds were typically calm, with average wind speed |uw| of 2.25 ms−1 having

diurnal variability and occasional peaks above 10 ms−1, particularly in winter (Figure 2.3c).

Solar zenith angle fluctuated diurnally with daily minimum θs varying on an annual time-scale

between between 56.31◦ and 9.43◦ near the winter and summer solstice respectively (Figure

2.3d).

Foam-free albedo depends on θs in direct light (clear sky) but not in diffuse light (cloudy

skies) [Payne, 1972]. Lighting conditions are characterized with the atmospheric transmittance Tr

defined as the ratio of the observed downwelling radiation Qd to the theoretical maximum Qd,

Tr =
Qd

Scos(θs)γ−2 , (2.5)

where S is the solar constant and γ is the ratio of the actual to mean earth-sun separation distance.

Direct light conditions are defined when Tr > 0.6, and diffuse light conditions are defined when

Tr < 0.3. The observations were made in 58% clear sky, 16% cloudy sky and 26% mixed sky

(0.3 < Tr < 0.6) conditions.

Both Qd and Qu observations were removed during rain or heavy fog events when the

radiometer was affected by moisture. In addition, Qd and Qu observations were removed when
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θs > 60◦ to avoid nighttime and times when the sun was behind a coastal bluff or very near

the horizon. The radiometer was too close to the cross-shore location of exposed sand when,

at xR, the depth hR < 1.3 m (approximately 38% of the time). These observations were also

removed. The boom arm extended 6.35 m to the south of the pier to avoid pier shadow under

clear skies, when the vast majority of light arrives from the southern sky. However, when the

solar azimuth angle φ < 109◦ (< 0.1% of the time), pier shadows were cast under the radiometer

and these observations were removed. In total, ≈ 50% of daytime data was retained. For pure

diffuse light conditions, the true Qu is slightly underestimated primarily due to pier deck shadow

reducing the available downwelling light and also due to pier pilings directly blocking a fraction

of the upwelling light from the north. This effect is corrected following [Payne, 1972] so that the

upwelling shortwave radiation is

Qu = Qmu[1+0.15(1−Tr)], (2.6)

where Qmu is the measured upwelling shortwave radiation, Tr is the atmospheric transmittance,

and pier geometry sets the coefficient (0.15). This correction has no effect on the results.

Downwelling shortwave radiation Qd had a predominantly diurnal pattern with seasonal

long-term variability and short (< 6 h) time-scale variability due to clouds (red in Figure 2.3e).

Clear-sky daily maximum Qd varied between 610 Wm−2 in wintertime to 1064 Wm−2 in the

summer. Clouds typically reduced Qd, but also increased Qd for short periods (seconds to

minutes) due to magnification caused by the “edge-of-cloud” effect e.g., [Davies, 1978, Coakley

and Davies, 1986]. Reflected shortwave upwelling radiation Qu (blue in Figure 2.3e) also varied

on diurnal time scales, but contained variability on shorter time scales as well. A time series

of over 70,000 one-minute averaged observed albedo observations αo was generated from the

the retained Qd and Qu with (2.2). Observed albedo αo varied from 0.04 to 0.45 on a range of

timescales from minutes to many days (Figure 2.3f).
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2.4 Results

2.4.1 Albedo dependence on θs and waves

Here, the one-minute averaged observed albedo αo is directly compared to solar zenith

angle (θs) dependent parameterizations that assume no foam e.g., [Taylor et al., 1996]. Observed

one-minute averaged albedo αo are significantly elevated from a solar zenith angle dependent

parameterization αθ (compare dots to red dashed in Figure 2.4) for both clear and diffuse light

conditions. For cos |θs|> 0.5, αo varied from near 0.04, typical of αθ, to 0.45, far exceeding αθ

(Figure 2.4). Over all conditions spanning both the surfzone and inner-shelf, the mean albedo was

0.11, nearly twice previous estimates of open-ocean daily averaged albedo e.g., [Payne, 1972].

Although the minimum αo values are consistent with αθ under both light conditions, the binned

mean αo is roughly one αo standard deviation higher than αθ for all θs in both clear and diffuse

light conditions (compare red diamonds and vertical bars to red dashed curve, Figure 2.4).

Depth-limited wave breaking is often well determined by the ratio of local wave height

to water depth Hs/h e.g., [Thornton and Guza, 1983]. To investigate whether the elevated αo

is due to breaking-wave generated foam or rather due to surface wind speed (as in open ocean

parameterizations), the relationship between 〈αo〉 (where 〈〉 denotes an hourly average) and

H(p)
s /hR is examined, where H(p)

s is the pier-end (x = −270 m) significant wave height and

hR is the water depth at the radiometer (xR =−100 m). Hourly-averaged 〈αo〉 varies between

0.04–0.33 and is strongly related to H(p)
s /hR (Figure 2.5a) with r2 = 0.64. Wind speeds at this

location were typically weak; mean winds were ≈ 2 ms−1, and sustained winds over 4 ms−1

were observed less than 12% of the time. As expected, winds were not correlated with 〈αo〉

(Figure 2.5b) since total ocean reflectance when winds are less than 8 ms−1 is negligible [Koepke,

1984] and whitecapping due to winds below 15 ms−1 has not been observed to enhance albedo

[Payne, 1972, Frouin et al., 2001]. The relationship between 〈αo〉 and H(p)
s /hR demonstrates that

for larger incident waves H(p)
s or smaller local water depth hR, 〈αo〉 is elevated in a consistent
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Figure 2.4: One-minute averaged observed albedo αo versus cos(θs) under (a) clear sky condi-
tions (Tr > 0.6) and (b) diffuse light conditions (Tr < 0.3). Binned means (red diamonds) and
± one standard deviation (red vertical lines) of αo are mostly elevated over the θs-only based
[Taylor et al., 1996] parameterization αθs (red dashed).

manner and confirms that the breaking-wave foam strongly contributes to the observed albedo,

motivating the following two parameterization approaches.

2.4.2 Image-Based Parameterization

Following open-ocean whitecapping parameterizations e.g., [Hansen et al., 1983, Jin

et al., 2004, Jin et al., 2011], surfzone albedo is expected to depend on θs and the breaking-wave

generated foam fraction ζw. Time-averaged and snapshot images of the surfzone have successfully

been used to identify areas with elevated foam e.g., [Lippmann and Holman, 1990, Stockdon and

Holman, 2000]. Here, images from the pier-mounted GoPro camera are used to estimate ζw and

compared to 1-Hz sampled αo to derive an image-based albedo parameterization.

For a broken wave with extensive foam (Figure 2.6a), the 1-Hz sampled αo = 0.33,

elevated above αθ = 0.06. In contrast, for foam-free conditions (Figure 2.6b), αo = 0.05, con-
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Figure 2.5: Hourly averaged observed albedo 〈αo〉 versus a) hourly-observed H(p)
s /hR where

H(p)
s is the significant wave height measured at the pier-end (x =−270 m) and hR is the water

depth at the radiometer, and b) hourly averaged wind speed. Correlation between albedo and
wind speed at this site (r2 = 0.06) is not significant from zero at the 95% confidence interval,
however albedo is correlated with H(p)

s /hR (r2 = 0.64).

sistent with expected αθ. The images were cropped and converted to 0–255 count grayscale

G (Figures 2.6c and d) representing the ocean surface light intensity. The grayscale value

G = 0.2989r+0.5870g+0.1140b, where r, b and g are the red, blue and green components re-

spectively, retain luminance while removing hue and saturation. Elevated G can result from foam

(white areas in Figure 2.6c) or sun glint (specular reflection, upper left Figure 2.6d). Typically,

sun glint is brighter than foam, which is brighter than foam-free areas, allowing for differentiation

between regions using grayscale values.

For the breaking case, the probability density function (PDF) of grayscale pixel values

p(G) contains three peaks near 100, 190 and 255 (Figure 2.6e), corresponding to areas of open

water, foam and sun glint in Figure 2.6a. For the non-breaking case, p(G) only has two peaks

near 100 and 255 (Figure 2.6d) corresponding to open water and sun glint. The peak near 190

associated with foam (Figure 2.6c) is not present. To quantify image area containing open water,
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foam and sun glint, all grayscale PDFs are first averaged together forming a mean p(G) (not

shown). Similar to [Carini et al., 2015], PDF curvature p′′(G) maxima define cutoff values

between open water, whitewater and sun glint (lines on Figure 2.6e,f), here found to be G = 170

and G = 230. As foam is not a specular reflector [Monahan et al., 1986], sun glint must be

from foam free regions and is thus classified as open water. The pixel fraction (as a proxy for

surface area) of foam ζw is then calculated. For the breaking case (Figure 2.6e), the pixel fraction

attributed to foam was ζw = 0.55, and for the non-breaking case (Figure 2.6f) ζw = 0.03. This

approach is applied to all images, creating a time series of foam fraction ζw(t) at xR.

Similar to open ocean whitecapping albedo formulations (2.4), the image-derived albedo

αI is

αI = ζwαf +(1−ζw)αθ, (2.7)

where αθ is the θs dependent parameterization for foam-free water, ζw is derived from the images,

and the foam albedo αf is considered a free parameter. The 1-Hz αo varied over 0.02–0.45,

spanning a broad range of solar zenith angle (13.7◦ < θs < 56◦), depth (1.3 < h < 2.6 m) and

wave height (0.45 < Hs < 1.21 m) conditions. Minimizing the rms error between αI and αo

results in a best fit αf = 0.465 and a surfzone albedo parameterization with high skill (r2 = 0.90

with binned-mean r2 = 0.97, Figure 2.7).

The high skill of the parameterized αI is highlighted with a ten-minute example including

several breaking wave events from larger wave-groups at 1-2 minute intervals (Figure 2.8).

Breaking waves caused observed albedo αo (black line, Figure 2.8) to increase sharply (in a few

seconds), well above αθ (black dotted). Individual αo peaks during a large wave-group event

(around 200 s) were spaced near Tp = 9 s. The highest αo values, near 0.35, occurred after two

or more successive breaking waves almost completely covered the radiometer’s field of view.

Smaller αo peaks occurred when breaking events partially filled the field of view or did not break

as vigorously. After the initial step-like increase lasting a few seconds, the albedo decayed toward

αθ with time scales ≈ 20 s as the bubbly foam outgassed e.g., [Ma et al., 2011]. The asymmetry
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Figure 2.6: Images of water below the radiometer (a) during a breaking event when αo = 0.33
and (b) under calm non-breaking conditions when αo = 0.05. Cropped and grayscale converted
images of (c) a breaking wave and (d) non-breaking. PDFs of the grayscale values for (e)
breaking conditions and (f) non-breaking conditions are delineated (vertical black lines) to
show grayscale pixel values classed as “open water” (G < 170), “foam” (170 < G < 230) and
“sun glint” (G > 230). The fraction of pixels identified as “foam” (ζw) is 0.55 under breaking
conditions (left), but only 0.03 for non-breaking conditions (right).

of the observed albedo αo rapid increases and slower outgassing decay are well represented by

αI (red curve, Figure 2.8), and αI tracks αo at both wave group and individual-wave timescales.

At αo peaks (particularly > 0.2), after a rapid increase, parameterized αI tends to have a high

bias (Figure 2.8). This elevated αI bias for αo > 0.2 is also seen in the scatterplot (Figure 2.7)

and is discussed further in section 4.5. Overall this image-based parameterization predicts the

foam-induced elevated αo unexplained by αθ (Figure 2.4), and the good αI and αo time-series
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Figure 2.7: Gridded logarithmic density (gray scale) of image-derived albedo αI versus observed
albedo αo sampled at 1 Hz for nine days (N = 137,547). The observations were made when θs

varied between 13.7◦ and 56◦, depth h varied between 1.3 m and 2.6 m, and pier-end Hs varied
between 0.45 m and 1.21 m. The best fit αf = 0.465 has fit skill r2 = 0.90 with binned mean
(red diamonds) fit skill r2 = 0.97. Binned-mean standard deviations are represented by red lines.
Bins contained at least 100 observations.

agreement (Figure 2.8) is also seen at other times and over a wide variety of surfzone conditions.

2.4.3 Wave Model Based Albedo Parameterization

Although the image-based parameterization has very high skill, a camera is required,

which often is not available. However, given knowledge of one dimensional h(x), wave transforma-

tion models have high skill in predicting the cross-shore evolution of wave height e.g., [Ruessink

et al., 2001, Ruessink et al., 2003]. This motivates a second albedo parameterization that utilizes

a wave model to relate roller dissipation to foam fraction and albedo through (2.4).

Assuming normally-incident narrow-banded waves on alongshore uniform beaches, one-

dimensional wave and roller transformation models e.g., [Thornton and Guza, 1983, Battjes and
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Figure 2.8: Ten-minute time series of image-derived albedo αI (red), observed albedo αo (black)
and parameterized open ocean albedo αθ (dashed) beginning near noon on September 11, 2015.
Water depth h(xR) = 1.5 m with moderate waves (Hs = 0.6 m and Tp = 9 s at the pier-end) and
light winds (|uw|= 3.7 ms−1) with θs = 31◦.

Stive, 1985, Ruessink et al., 2001] relate wave energy flux gradient to wave-energy dissipation,

d
dx

(ECg) =−〈εb〉, (2.8)

where E is the wave energy density, Cg is the group velocity given by linear theory, and 〈εb〉 is

the bulk breaking wave dissipation. The wave energy density is E = 1/16ρgH2
s where ρ is water

density, g is gravity and Hs is the local significant wave height. The breaking wave dissipation

〈εb〉 is given by [Church and Thornton, 1993] with standard breaking parameters (B = 0.9 and

γ = 0.57). The roller energy equation is e.g., [Ruessink et al., 2001]

d
dx

(2Erc) =−〈εr〉+ 〈εb〉, (2.9)

where Er is the roller energy density and c is the linear theory phase speed. Roller dissipation is
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defined as [Deigaard, 1993]

〈εr〉=
2gEr sinβ

c
(2.10)

with slope β = 0.1 e.g., [Walstra et al., 1996]. The coupled equations (2.8 and 2.9) are solved

with the specified h(x) and offshore (pier-end) boundary conditions of observed Hs and Tp, with

Er = 0.

Example output from the wave and roller model characterizes the cross-shore evolution

of Hs (Figure 2.9a) due to the bathymetric profile (Figure 2.9e). As waves shoal onshore, wave

height increases to Hs = 1.5 m at x =−170 m where breaking occurs, roller dissipation becomes

non-zero (Figure 2.9b) and wave height decreases. The terraced, non-monotonic bathymetry

create undulating regions of elevated 〈εr〉 (e.g., near x = 140 m, x = 90 m, Figure 2.9b) and

weaker 〈εr〉 (e.g., near x = 125 m and x = 65 m).

To develop a wave-model based albedo parameterization αw, the average foam fraction

〈ζw〉 is hypothesized to depend linearly on non-dimensional (̂) wave roller dissipation 〈ε̂r〉 as

〈ζw〉= m〈ε̂r〉, (2.11)

where 〈ε̂r〉 is non-dimensionalized by wave-dissipation scaling e.g., [Battjes, 1975, Feddersen

and Trowbridge, 2005, Feddersen, 2012b, Feddersen, 2012a] as

〈ε̂r〉=
〈εr〉

ρ(gh)3/2 , (2.12)

and m is a fit parameter found by minimizing rms error between αo and αw. The hourly averaged

wave-model based albedo is found from (2.4) using 〈ζw〉 and αf = 0.465 as in section 2.4.2.

The radiometer observed αo is a cosine angle weighted area-average with ≈ 14 m radius. To

compare the observed albedo with the parameterized albedo, 〈ζw〉 is also area-averaged with an

identical cosine weighted response centered at xR. The resulting foam fraction 〈ζw〉 is both time
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Figure 2.9: (a) Modeled significant wave height Hs, (b) modeled wave-roller dissipation 〈εr〉,
(c) inferred mean foam fraction 〈ζw〉, (d) wave-model parameterized albedo 〈αw〉, and (e)
bathymetry profile h(x) versus cross-shore coordinate x for noon on February 8, 2015. The
black dot indicates the radiometer cross-shore location (xR), which measured 〈αo〉= 0.27 under
clear skies (T > 0.6) while θs ≈ 48◦ at this time. The wave model was initialized with one-hour
averaged Hs = 1.3 m and Tp = 13.4 s measured at the pier-end (assuming incident waves).
Modeled quantities are not shown for h < 0.5 m.
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Figure 2.10: Hourly-averaged observed albedo 〈αo〉 versus the wave-model albedo parameteri-
zation 〈αw〉 (N = 1169). The 1:1 line (dotted) is shown with binned means (red diamonds) and
± standard deviation (red lines). The best fit slope m = 398 and skill r2 = 0.68 (binned-mean
r2 = 0.94).

and area averaged (where denotes an area average) and the resulting time and area averaged

wave-model based albedo 〈αw〉 is found from (2.4).

When the radiometer sampled the surfzone (at xR, Hs/h ≥ 0.57), the mean observed

surfzone albedo αo was 0.15, over twice the daily average open ocean albedo parameterization of

0.06. The observed hourly averaged albedo 〈αo〉 varied between 0.04 and 0.33, greater than the

open ocean albedo parameterization more than 80% of the time. The parameterized 〈αw〉 was a

good predictor of 〈αo〉 with significant skill (r2 = 0.68) when best fit parameter m = 398 (dots

in Figure 2.10). The parameterized binned mean 〈αw〉 (red diamonds in Figure 2.10) has high

skill (r2 = 0.94) over these widely ranging and elevated albedo conditions. Factors contributing

to variance in the binned quantities is discussed in section 4.5.
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Although 〈αw〉 is generated from hourly-averaged wave statistics, 〈αw〉 is able to track

albedo changes on time scales related to θs, h and Hs (Figure 2.11). For example, over six days,

the combined effects of θs and wave energy at xR cause the daily average of both 〈αo〉 and 〈αw〉 to

vary between 0.06 and 0.18. Albedo also varied by 0.16 in only 4 hours on day 2 associated with

changes in Hs/h, yet there is still good agreement between 〈αw〉 and 〈αo〉. Albedo estimation

at specific cross-shore locations is also possible. The parameterized cross-shore foam fraction

〈ζw〉 varies from zero offshore to local maxima of 〈ζw〉 = 0.3 and 〈ζw〉 = 0.5 at x = −140 m

and x =−90 m, respectively (Figure 2.9c), consistent with the range of image inferred ζw. The

resulting 〈αw〉(x) (Figure 2.9d) is frequently above the θs dependent parameterization at this time

(αθ = 0.06) which is only valid in locations where there is no breaking. Surfzone albedo can

also be parameterized with non-dimensionalized roller-energy instead of roller dissipation, with

similar skill.

2.5 Discussion

Elevated surfzone albedo can impact heat budgets [Sinnett and Feddersen, 2014] and

pathogen mortality e.g., [Sinton et al., 2002]. Water-entering short-wave solar radiation Qsw is

the largest surfzone heat budget term [Sinnett and Feddersen, 2014]. An average surfzone albedo

increase from α = 0.06 to (as observed) α = 0.15 would reduce Qsw so that cross-shore advection

or wave heating are relatively more important. For example, the [Sinnett and Feddersen, 2014]

heat budget found a residual surfzone heat export of 5.2×103 Wm−1. Revising the heat budget

using α = 0.15, reduces the residual heat export by 30%. Dye tracer can linger in the surfzone

for > 12 h [Hally-Rosendahl et al., 2014], indicating the time-scales pathogens can remain in

bathing waters. Increasing albedo from 0.06 to 0.15 roughly doubles fecal coliform bacterial

survival rates [Sinton et al., 2002], increasing potential human health risk if not appropriately

accounted for.
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Figure 2.11: Six day time series (October 25-30, 2014) of (a) solar zenith angle θs, (b) depth
normalized significant wave height Hs/h at xR with expected threshold of significant wave
breaking (dotted) (c) observed albedo 〈αo〉 (black) and wave parameterized albedo 〈αw〉 (red).
Nighttime (θs > 90) is shaded.

The observed albedo αo is a space and time-average over the radiometer’s 14-m radius

cosine response and 2.9 s time constant. With propagating breaking waves which continuously

outgas bubbles, the radiometer will never instantaneously sample pure foam over its entire field

of view. This may explain why the best-fit foam albedo αf = 0.465 is less than the laboratory

observed maximum value of 0.55 [Whitlock et al., 1982]. Although the image-based αI predicts

αo with high skill (Figure 2.7), for αo > 0.2, αI is biased high particularly when a breaking wave

front passes and dα/dt is large (Figure 2.8). The 2.9 s radiometer response time, relative to the

near-instantaneous camera response time, may explain this bias at times of step function-like

changes in albedo.
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The specific grayscale PDF cutoff limits for open water, foam, and sun glint, derived

from p′′(G) extrema, are the result of the lighting and fixed camera settings at this location. To

apply this parameterization with another camera or at another location, one must first establish

the relevant p′′(G) based cutoff limits. This method can also be applied to time-averaged images.

Good agreement between αI and αo was found with a constant foam albedo αf applied to

grayscale values within the foam cutoff limits. The fit may be improved if αf is a function of G.

Furthermore, images were not georectified. The images were cropped to limit the field of view to

a relatively small area beneath the radiometer, and the 45◦ camera angle caused the imaged pixel

area to have a similar spatial response as the radiometer. For example, the pixels near the top

of the image cover roughly 35% more area than the pixels near the bottom, and the radiometer

cosine response reduces the signal by roughly 40% near the top of the image. As the camera

and radiometer were sampling with similar spatial weights, image rectification was not needed.

However, image rectification may be required if this parameterization technique is applied to

images covering a wider area (e.g., ARGUS), or to images taken at shallower angles.

When breaking occurs, 〈αo〉 is elevated above αθ (Figures 2.3,2.4), and the wave-model

based parameterization has good skill (r2 = 0.68) in predicting αo (Figure 2.10), although

significant unexplained variance remains. Waves were assumed to be normally-incident (as

expected for long-period waves in h < 6 m), and standard wave and roller model coefficients

were used. The bathymetry near piers is often scoured [Elgar et al., 2001], which may result in

pier-based bathymetry measurement errors. Depth h errors and wave model errors would induce

roller energy dissipation 〈εr〉 errors, and eventually 〈αw〉 errors, potentially contributing to the

unexplained variance in Figure 2.10.
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2.6 Summary

Breaking-wave induced foam elevates albedo α relative to foam-free ocean. Open-ocean

albedo parameterizations account for foam through a wind speed dependent whitecapping foam

fraction ζw. However, surfzone depth-limited wave breaking does not depend on wind, and

wind-based foam fraction parameterizations are inaccurate in the surfzone. Measuring albedo in

the energetic surfzone environment is difficult, and observations of surfzone albedo are very rare.

The variability of surfzone albedo is not known, and parameterizations have not been available.

Ocean-entering shortwave solar radiation Qsw depends on albedo and affects both temperature

variability and pathogen mortality. This motivates new observations of surfzone albedo and the

development of two surfzone albedo parameterizations based on camera images and a wave

model.

A year-long experiment at the Scripps Institution of Oceanography pier observed up-

welling Qu and downwelling Qd shortwave radiation spanning the surfzone and inner-shelf over a

range of wave and depth conditions. A two-way radiometer was mounted 6.5 m above the mean

ocean surface and 6.35 m away from the pier, limiting pier shadow effects. Additional wave,

wind, tidal and bathymetric observations were collected. On nine days, a downward-looking

GoPro camera fixed above the radiometer location continuously captured water surface images.

For solar zenith angle θs < 60◦, one-minute averaged observed albedo (as large as αo = 0.45) far

exceeded the open ocean solar zenith angle parameterized albedo of 0.06. The elevated observed

albedo was related to breaking wave conditions under the radiometer and observed albedo was

not related to the wind speed.

A surfzone albedo parameterization is developed using images to estimate foam fraction

ζw, identified by the distribution of grayscale pixels values. This image-based parameterization

has high skill (r2 = 0.90), with a best-fit parameter for foam albedo of αf = 0.465, slightly less

than laboratory maximum of 0.55 likely due to radiometer finite time and spatial response. This
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parameterization captures albedo variability on the time-scales of individual waves (9 s) and wave

groups (minutes).

A wave-model based parameterization relates non-dimensionalized wave roller energy

dissipation to the hourly-averaged foam fraction 〈ζw〉 and, thus, to albedo. The wave model is

initiated with bathymetry and incident wave conditions. This parameterization predicts hourly

averaged observations from the radiometer, has good skill (r2 = 0.68), and can resolve cross-shore

albedo variations. Bathymetry or wave model errors may contribute to unexplained variance.

These new parameterizations are applicable where imagery (e.g., ARGUS) or nearshore wave

models are available, and can be used to constrain local heat budgets and pathogen mortality

estimation.
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Chapter 3

Observations of Nonlinear Internal Wave

Runup to the Surfzone
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3.1 Abstract

The cross-shore evolution of nonlinear internal waves (NLIWs) from 8 m depth to shore

was observed by a dense thermistor array and ADCP. Isotherm oscillations spanned much of the

water column at a variety of periods. At times, NLIWs propagated into the surfzone, decreasing

temperature by ≈ 1 ◦C in five minutes. When stratification was strong, temperature variability

was strong and coherent from 18 m to 6 m depth at semi-diurnal and harmonic periods. When

stratification weakened, temperature variability decreased and was incoherent between 18 m

and 6 m depth at all frequencies. In 8 m depth, onshore coherently propagating NLIW events

had associated rapid temperature drops (∆T ) up to 1.7◦C, front velocity between 1.4 cms−1

and 7.4 cms−1 and incidence angles between -5◦ and 23◦. Front position, ∆T , and two-layer

equivalent height (zIW) of four events were tracked upslope until propagation terminated. Front

position was quadratic in time, and normalized ∆T and zIW both decreased, collapsing as a

linearly decaying function of normalized cross-shore distance. Front speed and deceleration are

consistent with two-layer upslope gravity current scalings. During NLIW rundown, near-surface

cooling and near-bottom warming in 8 m depth Coincide with a critical gradient Richardson

number, indicating shear-driven mixing.

3.2 Introduction

Internal waves (internal isopycnal oscillations) are ubiquitous in the coastal ocean. In

coastal regions, nonlinear internal waves (NLIW) transport and vertically mix sediment, larvae

and nutrients e.g., [Leichter et al., 1996, Pineda, 1999, Quaresma et al., 2007, Omand et al., 2011].

As an aggregation mechanism, internal waves can generate patches and fronts of swimming

plankters e.g., [Lennert-Cody and Franks, 1999, Jaffe et al., 2017]. In the nearshore (defined here

as depths h < 20 m) NLIWs can drive temperature fluctuations of up to 6◦C at tidal and higher

frequencies e.g., [Winant, 1974, Pineda, 1991, Walter et al., 2014]. The nearshore semi-diurnal
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internal tide can transport nutrients onshore [Lucas et al., 2011b, Lucas et al., 2011a], which

can cause phytoplankton blooms [Omand et al., 2012]. Nearshore NLIWs were also correlated

with the presence of phosphate and fecal indicator bacteria near the surfzone [Wong et al., 2012].

Although important to nearshore ecosystems, the cross-shore transformation of NLIWs in very

shallow water, particularly to the surfzone, is poorly understood.

NLIWs that propagate into the nearshore may be either remotely or locally (on the shelf)

generated [Nash et al., 2012]. On the shelf, NLIW generation and propagation depends on the

bathymetric slope e.g., [Garrett and Kunze, 2007], background stratification e.g., [Zhang et al.,

2015], and barotropic tides e.g., [Shroyer et al., 2011] and can be modified by upwelling and

regional-scale circulation [Walter et al., 2016]. In analogy to a surface gravity wave surfzone, as

internal waves propagate into shallow water on subcritical slopes, they steepen, become highly

nonlinear, and dissipate e.g., [Moum et al., 2003, MacKinnon and Gregg, 2005], creating an

“internal surfzone” e.g., [Thorpe, 1999, Bourgault et al., 2008]. NLIWs can have both wave and

bore-like properties when propagating upslope on the shelf from 120 m to 50 m depth [Moum

et al., 2007]. NLIWs sometimes form highly nonlinear solitons trailing the leading edge of

the dissipating internal tidal bore e.g., [Stanton and Ostrovsky, 1998, Holloway et al., 1999].

Farther onshore, internal wave runup occurs as an internal bore - sometimes termed a “bolus”

e.g., [Bourgault et al., 2008] - in the “internal swashzone”, analogous to surface bores with wave

runup in the swashzone of a beach [Fiedler et al., 2015].

In the nearshore, NLIWs have been observed often as internal bores associated with

the internal tide. In Monterey Bay (at h = 15 m), sharp temperature drops in the bottom 10 m

associated with the M2 (12 hour period) internal tide steepen into a bore front and precede

gradual cooling over several hours before temperature quickly recovers amid intensified mixing

[Walter et al., 2012]. The 12-h evolution of a semi-diurnal non-linear internal bore near Del Mar

California was tracked between 60 m and 15 m depth [Pineda, 1994]. In h≈ 12 m depth, internal

tidal bores have been related to nutrient and larvae transport [Pineda, 1999]. Bottom trapped
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(cold) bores were observed near Huntington Beach in the Southern California Bight in depths

between 20 m and 8 m, attributed to breaking semi-diurnal internal waves [Nam and Send, 2011].

An onshore propagating nonlinear internal wavetrain was observed between 30 m and 10 m depth

in a strongly stratified estuary that disintegrated into irregularly spaced, short duration bottom

trapped bores [Bourgault et al., 2007], which generated turbulence as they dissipated [Richards

et al., 2013]. Nearshore NLIWs can have significant temporal variation e.g., [Suanda and Barth,

2015] associated with multiple angles of incidence, and can strongly interact with one another

[Davis et al., 2017]. High-frequency (periods of minutes) NLIW have also been observed to

reflect off of steep internal beaches [Bourgault et al., 2011].

The internal surfzone and swashzone have been delineated in laboratory e.g., [Wallace

and Wilkinson, 1988, Helfrich, 1992, Sutherland et al., 2013a] and numerical studies e.g., [Arthur

and Fringer, 2014]. Laboratory studies of internal bores typically use a layered lock exchange

e.g., [Shin et al., 2004, Marino et al., 2005] or motor driven paddle to create an internal disturbance

e.g., [Wallace and Wilkinson, 1988, Helfrich, 1992], then quantify the speed and shape of the

upslope surge of dense water based on layer density differences and total water depth. Analogous

to surface wave breaking, conditions affecting the internal wave breaking regime and subsequent

upslope evolution as a bore were found to be a function of an internal Iribarren number Ir (ratio

of internal wave steepness to bathymetric slope) or offshore wave frequency and amplitude

[Sutherland et al., 2013a, Moore et al., 2016]. The Ir also affected the total upslope bore

dissipation and eventual transport of tracers [Arthur and Fringer, 2016]. However, the relationship

between NLIW runup in the ocean and either idealized laboratory or numerical simulations is not

clear.

Scripps beach, the Scripps Institution of Oceanography (SIO) Pier (La Jolla, CA), and

surrounding canyons provide a natural laboratory to study NLIWs in shallow environments.

Canyon currents have been linked to internal waves in this (and other) canyon systems [Shepard

et al., 1974, Inman et al., 1976]. Recent observations in La Jolla canyon show an active internal
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wave field at the semidiurnal frequency. Energy flux is up canyon as internal oscillations transition

to higher harmonics (M4 and above), indicating onshore propagation of a highly nonlinear and

evolving internal wave field [Alberty et al., 2017]. In 7 m water depth at the end of the SIO

pier (this study location), bottom temperature can drop rapidly, 5 ◦C over minutes [Winant,

1974, Pineda, 1991]. With a 4-element cross-shore array on the Scripps pier, cold pulses were

observed propagating onshore into the surfzone [Sinnett and Feddersen, 2014]. However, details

of internal runup to the shoreline, variability and potential impacts to the nearshore are not well

observed.

Here, observations are presented from a dense and rapidly sampling instrument array

spanning the nearshore from 18 m depth all the way to the shoreline. Analysis is focused on

describing the details of internal runup across the entire internal swashzone and relating these

observations to idealized laboratory and numerical simulations. Experimental details are described

in section 4.3.1, with some of the first time series and spectral observations of NLIW runup in

water depths as shallow as h = 2 m in section 3.4. Observations of individual runup events are

described in section 3.5 and related to laboratory and numerical studies. Discussion of these

results are in section 3.6 and concluding remarks are in section 3.7.

3.3 Experimental Details

3.3.1 Location and Overview

Temperature and current observations at the SIO pier (La Jolla California, 32.867N,

117.257W) were made during fall (29 September to 29 October) 2014 when stratification in the

Southern California bight is strong [Winant and Bratkovich, 1981]. The SIO pier is 322 m long

and extends west-north-west (288◦) into water roughly 7.6 m deep. It is ≈ 500 m southeast of

Scripps Canyon, the northern arm of the La Jolla canyon system (Figure 3.1a). The shoreline is

roughly alongshore uniform from 200 m north to 500 m south of the pier, with mean cross-shore
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Figure 3.1: (a) Google Earth image of the experiment site (La Jolla California) and surrounding
nearshore waters. The bathymetry (10 m contour interval, white lines) highlights the La Jolla
(southern) and Scripps (northern) Canyon system. The site of a moored temperature chain near
the 18 m isobath (green star, S18), bottom mounted thermistors (red dots) and the SIO pier
(black line) are shown. The x coordinate is chosen to be along the pier (cross-shore). (b) Detail
showing the cross-shore (x) instrument deployment locations along the SIO pier (symbols)
with reference to the mean tide level z = 0 m (blue line), tidal standard deviation (blue dotted)
and mean bathymetry (solid black). Three different types of thermistors were deployed, Onset
TidBits (blue), SBE56 (red) and the CORDC temperature chain (green). Instrument sites near
the 8 m, 6 m, 4 m and 2 m isobaths are indicated (S8, S6, S4, and S2).
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slope s≈ 0.027 from the shoreline to h = 18 m depth before a steep canyon break. The reference

depth (z = 0) is at the mean tide level (MTL), and the cross-shore origin (x = 0) is defined as the

shoreline at MTL. The x coordinate axis is aligned with the length of the pier (positive onshore)

making the y axis oriented alongshore (positive toward the north, Figure 3.1a). The alongshore

origin (y = 0) is defined at the northern edge of the pier.

3.3.2 Instrumentation

For the 30–day experimental period, a vertical temperature chain was deployed at h= 18 m

(denoted S18) directly offshore of the pier at x =−657 m, y = 0 m (green star, Figure 3.1a) with

14 Seabird SBE56 thermistors sampling at 2 Hz spaced 1 m apart extending from 1 m above the

bed to 3 m below MTL. An additional SBE56 was tethered to a surface float which continually

sampled near surface temperature at a fixed level relative to the tide. Concurrently, 36 Onset

Hobo TidBits and 8 Seabird SBE56 thermistors were deployed on the SIO pier pilings (y = 0 m)

at various cross-shore sites (−273 m < x <−29 m) and vertical locations (−5.9 m < z < 0.1 m)

(blue and red circles, Figure 3.1b). These TidBits and SBE56s sampled water temperature at

3 min and 15 s intervals respectively, and were calibrated in the SIO Hydraulics Laboratory

temperature bath, yielding accuracies of 0.01◦C (TidBits) and 0.003◦C (SBE56). The TidBits

have a 5-minute response time and are capable of resolving oscillations at periods longer than

10 minutes.

A pier-mounted Seabird SBE 16plus SeaCAT maintained by the Southern California

Coastal Ocean Observing System (SCCOOS) measured salinity and temperature at x =−246 m

and z = −5.8 m (roughly 1.2 m above the bed), sampling every 6 min (square, Figure 3.1b).

Salinity was linearly related to temperature over the experiment duration at this site, with salinity

of 33.57 ±0.05 90% of the time. A pier-end Precision Measurement Engineering (PME) vertical

temperature chain with 1 m vertical resolution maintained by the SIO Coastal Observing Research

and Development Center (CORDC) provided temperature measurements at 1 Hz sampling rate
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with 0.01◦C accuracy (green circles, Figure 3.1b). This temperature chain (installed to examine

long-term trends) was offline from 2 October to 6 October, and again from 16 October to 18

October. Four additional SBE56 thermistors were mounted 0.3 m above the bed in depth h≈ 7.6 m

at x =−273 m and alongshore locations spaced 100 m apart (y =−200,−100,100 and 200 m,

red dots, Figure 3.1a). These instruments were active 9-30 October and sampled temperature at

1 Hz to capture alongshore variation and incident event angle relative to the slope. Temperature

data from near-surface pier-mounted thermistors was removed at times when they were exposed

to air (low tide or large waves) following [Sinnett and Feddersen, 2014]. For convenience, the

pier-mounted instrument site locations near the 8 m, 6 m, 4 m and 2 m isobaths (x =−273 m,

−219 m, −155 m, and−100 m) are referred to as S8, S6, S4 and S2 (see Figure 3.1b) throughout

the rest of the manuscript.

Water column velocity was observed by an upward looking Nortek Aquadopp current

profiler deployed in 7.6 m depth at S8 (black triangle, Figure 3.1b). It sampled with 1 min

averages and 0.5 m vertical bin size. The ADCP was placed 5 m north of the pier (y = 5) to

reduce pier-piling flow disturbance, while remaining consistent with pier-mounted thermistors.

Velocity data was rotated into the x and y coordinate system based on compass headings taken at

deployment. Data above the surface wave trough or in regions with low acoustic return amplitude

were removed (≈ 1.5 m below the tidal sea surface).

Meteorological and tide measurements were made by NOAA station 9410230 at S8.

Air temperature and wind speed (two-minute average) were sampled at z≈ 18 m at six-minute

intervals. Surface (tidal) elevation η is calculated from an average of 181 one-second samples

reported every six minutes. Hourly significant wave height (Hs) and peak period (Tp) were

observed by the Coastal Data Information Program (CDIP) station 073 (pressure sensor) mounted

to a pier piling at S8. When observations were not available, (29 September to 21 October) a

realtime spectral refraction wave model with very high skill initialized from offshore buoys was

used [O’Reilly and Guza, 1991, O’Reilly, W.C. and Guza, R.T., 1998]. Cross-shore bathymetry
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was measured from the pier deck using lead-line soundings every 10 m on 26 September, 10

October, and 24 October. The bathymetry was then interpolated in x and the time dependent

bathymetry was used when appropriate. The average slope between S8 and S4 was s = 0.033 with

bathymetry variation less than 0.3 m at any location (slope changes < 4%) during the experiment.

The outer extent of surface wave breaking (surfzone location xsz) was estimated by shoaling

surface wave conditions observed at S8 over the measured bathymetry with the observed tides

following [Sinnett and Feddersen, 2016].

3.3.3 Background Conditions

The experiment site has a mixed barotropic tide with amplitudes over the 30 day experi-

ment period varying between 0.17 m and 1.05 m on a spring-neap cycle, dominated by the lunar

semi-diurnal (M2) and lunar diurnal (K1) tidal constituents (Figure 3.2a). Wind conditions were

generally calm, with a light afternoon sea breeze rarely peaking above 5 ms−1 (Figure 3.2b).

Pier-end (S8) significant wave height Hs varied from 0.3 to 1.5 m over the entire experimental

period. Surface wave events near days 2, 19, 22 and 27 caused significant wave height to peak

well above the mean Hs ≈ 0.7 m. Air temperature followed a strong diurnal heating and cooling

cycle in the first 10 days of the record, with diurnal variations ≈ 7◦C (Figure 3.2d, black). The

diurnal air temperature variation decreased to ≈ 4◦C after day 10, with a subtle cooling trend

seen throughout the record. Surface water temperature (from the S18 surface thermistor) varied

weakly, but contained a diurnal heating and cooling signature (Figure 3.2d, red). Diurnal air and

near-surface (z >−3.5 m) water temperature variability was coherent with a ≈ 4 h lag. Diurnal

air and water temperature variability below z =−3.5 m was incoherent.
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Figure 3.2: Observed (a) SIO pier tidal elevation η, (b) wind speed uw, (c) significant wave
height Hs at the SIO pier-end (S8) and (d) air (black) and surface ocean in 18-m depth (red)
temperature versus time. Wave observations were made by the Coastal Data Information
Program (CDIP) station 073. Tidal observations, wind speed and air temperature were observed
by NOAA station 9410230 located at the pier-end.

3.4 Month-long Nonlinear Internal Wave observations from

18 m depth to shore

Temperature observations from 18 m depth to near the shoreline at five cross-shore

locations (Figure 3.3a-e) highlight the rich and diverse NLIW field present during the 30 day

observational period. The first 10 days were strongly stratified at S18 (x =−657 m, h = 18 m)

with a large barotropic tide (Figure 3.3e). During this time, winds were typically calm, with a

few events where uw > 4 ms−1. Significant wave height averaged 0.8 m during the first four

days, then decreased to less than 0.5 m and remained small until day 19. An energetic NLIW

field is present at S18 during the first 10 days, with large vertical isotherm excursions (20◦C
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Figure 3.3: Temperature versus vertical location below the mean tide level (MTL) z and time at
cross-shore locations (a) x =−100 m, h≈ 2 m, denoted S2 (b) x =−155 m, h≈ 4 m, denoted
S4 (c) x =−219 m, h≈ 6 m, denoted S6 (d) x =−273 m, h≈ 8 m, denoted S8 (e) x =−657 m
h≈ 18 m, denoted S18. The vertical axes have been scaled to approximate the depth at each
cross-shore location (the vertical scale of plot (e) is compressed to fit on the page). Data in plots
(a-d) have been removed (white) when sensors were inoperative or above the water line. Black
dots (right side, all panels) indicate the fixed (relative to MTL) thermistor locations. The black
triangle in (e) indicates the surface following sensor (surface level η shown as black line). Gray
squares at the bottom of (e) indicate the arrival time of isolated events highlighted in section 3.5,
and colored squares indicate the arrival time of events A-D (left to right) which are highlighted
in detail in section 3.5. The black bar on the abscissa indicates the time span highlighted in
Figure 3.4.
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isotherm displacement is ±6 m, Figure 3.3e). At this time, cross-shore coherent cooling events

at semi-diurnal and faster time scales are regularly observed in the otherwise warm shallow

water and can reduce the S4 temperature by 2.25◦C in only 10 min. Clear examples of NLIW

cross-shore excursions occur near days 1 and 8 (Figure 3.3). The 10 day period containing strong

internal wave activity typical of early fall conditions at this site is denoted “period I”.

The early to late fall transition between period I and the less active remaining 20 days

(termed “period II”) is characterized by cooling surface water (z >−7 m) and warming at depth

(Figure 3.3e). The transition occurs just after day 10, when warm water extended all the way

to the bottom at S18 with very weak stratification. At this time, surface gravity waves were

weak (Hs < 0.5 m), sustained winds were moderate (uw < 5 ms−1) with spring barotropic tides

(Figure 3.2). At S18, vertical excursions of the 20◦C isotherm were smaller during period II,

usually less than ±3 m. Near surface diurnal temperature oscillations due to solar heating were

±0.2◦C at S18, increasing to ±0.5◦C at S2, and were coherently observed at all cross-shore

locations. Though the water was less stratified and isotherm excursions were smaller at S18,

NLIW events were still observed during period II (notable in Figure 3.3 near days 12 and 27).

Cross-shore coherent NLIW events are described in greater detail by zooming in to a time of

energetic NLIW activity (identified by the black bar, Figure 3.3e) during period I.

The 3.5-day energetic NLIW period (Figure 3.4) had strong stratification and barotropic

tides but weak winds and surface waves. Temperature variability at all cross-shore locations is

strong, containing oscillations at periods near M2, the M4 harmonic (6.2 hour period) and higher

frequencies. At S18, the T = 20 ◦C isotherm excursions are over 10 m and NLIW events are

coherently observed all the way to S2. Mid-water column temperature fluctuations are as high

as 4.8 ◦C in 10 min at S18, but decrease onshore with a maximum temperature fluctuation of

2.0 ◦C at S2. The first 1.5 days (days 7 - 8.5) are strongly stratified with very warm surface water

and a sharp thermocline. Near-bottom M4 temperature variability is present at all cross-shore

locations. Stratification is weaker during days 8.5 to 10.5 (Figure 3.4), yet temperature variability
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Figure 3.4: Similar to Figure 3.3, but with the time axes of all plots zoomed to highlight 3.5
days of internal wave activity. The black bar on the abscissa indicates the timespan included in
Figure 3.5.
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at all locations is still observed primarily at M2 periods, although M4 variability is also present

particularly at S8 (Figure 3.4d).

High frequency temperature variability (periods shorter than 3 hours) is superimposed

on top of the M2 and M4 variability. The cross shore evolution of high frequency variability is

visible in a 9 hour zoom (Figure 3.5) of the time period indicated by the black bar in Figure 3.4e.

At S18, the T = 20 ◦C isotherm gradually rises during the first hour with little high frequency

temperature variability. Then, at hour 1.5, the 20◦C isotherm plunges roughly 10 m, beginning a

series of oscillations at ≈ 10 min period that persist over the next six hours (Figure 3.5e). The

first two 10 m oscillations of the 20 ◦C isotherm near hour 2 are qualitatively similar to a soliton.

These superimposed high frequency oscillations at S8 are present at S6, but decay in shallower

water, though some aspects of the high frequency NLIW field are coherent upslope. For example,

near hour 7 at S18 (the peak of the M4 period event) a pulse of cold water elevates S8 isotherms

(lasting roughly 10 min). The cold pulse arrives at progressively later times upslope, until it is

finally observed at S2 just before hour 8 (Figure 3.5a-d). The pulse propagated onshore at an

unknown angle and affected temperature in water depths as shallow as 2 m, causing temperature

there to drop 0.7 ◦C in five minutes.

Although occasional pulses of cold water can be tracked coherently upslope, very little

high frequency energy is coherent between S18 and S8. A further zoom of 1.5 hours shows

temperature with the 18.1◦C, 19.6◦C and 21.1 ◦C isotherms highlighted to emphasize the lack of

cross-shore coherence at high frequency (Figure 3.6). At S18, isotherms are displaced ±0.8 m

at ≈ 10 min period (Figure 3.6e). At S8, isotherm displacements are ±0.4, reduced from S18

(Figure 3.6d). However, isotherm displacements are not coherent between S18 and S8 with near

zero correlation for all lags during this active 90 minute period. A transition to temperature

variability on longer time scales and an upslope isotherm tilt is also evident in Figure 3.6, as the

90 min average 21.1 ◦C isotherm depth is approximately 2 m higher at S4 than at S18. At S8,

both the 19.6◦C and 21.1◦C isotherms contain variability at ≈ 10 min periods, particularly in the
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Figure 3.5: Similar to Figure 3.4, but with the time axes of all plots zoomed to highlight 9 hours
beginning on 7 October 2014 00:15 PDT. The black bar on the abscissa indicates the timespan
included in Figure 3.6
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Figure 3.6: Similar to Figure 3.5, but with the time axes of all plots zoomed to highlight 1.5
hours beginning on 7 October 2014 at 5:49 PDT. The 18.1◦C, 19.6◦C and 21.1◦C isotherms are
highlighted with a black curve in all panels.
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last 40 min (Figure 3.6d). Upslope at S6, variability at≈ 10 min period is evident near the bottom

(19.6◦C isotherm), but mid-water depths (z ≈ −2 m) contain variability at longer time scales

(Figure 3.6c). The resulting variability of the 21.1 ◦C isotherm at S4 is predominantly at 20 min

periods, with less high frequency variability than in deeper waters (compare Figures 3.6b and d).

The temperature observations (Figures 3.3–3.6) with large amplitude isotherm displace-

ments relative to water depth, rapid temperature changes, and M4 harmonics demonstrate the

presence of a rich NLIW field. Spectral properties of the NLIW field are explored focusing on the

mid-water column temperature time-series from fast sampling SBE56 thermistors at z =−9 m at

S18, and z =−4 m at S6 (Figure 3.7a,b). During the active period I (first 10 days), large (4–5 ◦C)

temperature oscillations are present at both locations. The less active period II (days 10–30) still

has NLIW activity, although the magnitude (1–2 ◦C) is much reduced. To contrast these two

periods and locations, a seven day time-period is selected to represent period I (red and blue,

Figure 3.7a,b) and period II (purple and green, Figure 3.7a,b). Temperature spectra of these four

time series were calculated with the multi-taper method [Thomson, 1982] using the JLab toolbox

[Lilly, 2016]. The 95% confidence interval (gray shading) is found from the χ2
k distribution with

the 14 degrees of freedom given by the orthogonal Slepian tapers.

Period I temperature spectra at S18 (red, Figure 3.7c) has peaks at M2 and M4 frequencies,

and decays with frequency up to a broad secondary peak at 6–10 cph (7–10 min period), corre-

sponding to high frequency variability at S18 in Figure 3.5. Farther upslope, the S6 temperature

spectra does not have a clearly defined M2 peak and the S6 M2-band variance is 21% that of

S18 (blue, Figure 3.7c). However, at S6 a clear and significant M4 peak is present that has

essentially the same variance as at S18. The M4 peak indicates either M2 to M4 nonlinear energy

transfers between S18 and S6 or M4 generation in deeper water, likely in the offshore canyons

[Alberty et al., 2017]. An additional small S6 spectral peak is evident near M8 (harmonic of

M4, 0.33 cph, 3-hour period) with nearly twice as much variance as at S18, suggesting nonlinear

energy transfers from M4 to M8 between S18 and S6. The S6 spectra falls off similarly to S18,
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Figure 3.7: Top panels: Mid-water column temperature at (a) S18 (green star in Figure 3.1)
at z = −9 m and (b) S6 at z = −4 m, versus time. Two 7-day periods containing contrasting
internal wave conditions are highlighted at each location. Temperature during days 1.5 - 8.5 in
the active period I is colored red (S18) and blue (S6); and temperature during days 19.2-26.2 in
the less active period II is colored purple (S18) and green (S6). Bottom panels: Temperature
spectra vs frequency at both S18 and S6 for (c) period I and (d) period II. Colors correspond
to the highlighted periods in (a) and (b), and frequencies corresponding to the 24-hour (K1),
12-hour (M2), 6-hour (M4), 3-hour (M8) and 10 min periods are highlighted (vertical dotted).
The 95% confidence interval for spectra at S18 and S6 are shaded light gray and dark gray,
respectively.
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but does not have the broad high-frequency spectral peak, consistent with the reduced onshore

high frequency variability observed in Figure 3.5. Between S18 and S6, the M2 variability was

coherent (≈ 0.78, above the 99% confidence level of 0.39) with 20 min phase lag, suggesting

propagation albeit at an unknown angle. Between S18 and S6, M4 variability also was coherent

(0.8), as was the M6 and M8 variability (at 0.6 and 0.5), albeit more weakly than M2 and M4.

However, variability above 1 cph was not coherent between S18 and S6, similar to the zero lagged

correlation of the 19.6 ◦C isotherm elevation between S18 and S8 in Figure 3.6.

The period II temperature spectra (Figure 3.7d) were reduced at all frequencies relative

to period I. Spectral peaks at M2, M4 and higher harmonics are still present at S18 in period II

(purple, Figure 3.7d), but spectral levels are reduced by a factor of 10 at these frequencies.

Furthermore, the period I S18 elevated variability at > 1 cph is absent during period II. The

period II diurnal temperature variability at S6 (green, Figure 3.7d) is slightly elevated relative to

S18, consistent with increased solar heating and longwave cooling at the shallower S6 depth, and

is coherent between S6 and S18. At M2 and higher frequencies, the S6 period II spectra has no

significant peaks, was incoherent with S18, and had a total variance half that of S18.

3.5 Coherent Upslope Evolution of Individual Nonlinear In-

ternal Wave Events

The NLIW field observed from S18 (18 m water depth) to near-shoreline S2 (Figures 3.3–

3.6) contains cold pulses that propagate coherently upslope (e.g., Figure 3.5). The runup char-

acteristics of these cold pulses ultimately determine the NLIW cross-shore extent and impact

to the nearshore region, through for example, larval transport e.g., [Pineda, 1999]. Here, the

coherent upslope evolution of individual NLIW events is explored in analogy to laboratory

studies e.g., [Wallace and Wilkinson, 1988, Sutherland et al., 2013a]. Events are a significant

and rapid reduction and recovery of temperature near the pier-end over a few hours, and are
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Figure 3.8: Five-hour time series of a NLIW runup event at S8 beginning at 8:13 am PDT on 26
October 2014: (a) S8 1 Hz temperature from near surface to near bed, (b) Cross-shore baroclinic
current U ′ and (c) alongshore baroclinic current V ′ versus depth and time. In (b) and (c), the
bed and mean tidal surface are indicated by the black and blue curves respectively.

65



defined quantitatively later. Detailed analysis is restricted to between S8 and just seaward of the

surfzone at S2 where high thermistor density (Figure 3.1b) allowed for coherent upslope tracking

of NLIW events. The time period is narrowed to 9–28 October (experiment days 11 to 30) when

the S8 (pier-end) alongshore array (red dots, Figure 3.1a) was concurrently deployed. A single

NLIW event is examined first to introduce important event parameters (e.g., event front speed cf).

Analysis is then broadened to multiple events at S8 and farther onshore, leading to scaling the

upslope NLIW event evolution.

3.5.1 Example NLIW Event Characteristics

An example 5-h long NLIW event occurred on 26 October (red square, experiment day 28

bottom of Figure 3.3e) with large surface wave (Hs ≈ 1.2 m) and moderate wind (uw ≈ 3.5 ms−1)

conditions (Figure 3.2). This event is selected to highlight NLIW runup properties. Prior to the

event front arrival at hour 1, S8 temperature was essentially constant near 21.2 ◦C and weakly

stratified, dT/dz < 0.01◦Cm−1 (Figure 3.8a). After the event front arrival, S8 near-bottom

temperature fell rapidly (≈ 1◦C in 1 min) and the water column stratified (dT/dz > 0.25◦Cm−1).

Temperature fluctuations of O(0.2 ◦C) at 1–30 min time scales are observed throughout the

water column. Near-bottom temperature began to increase after hour 2 (≈ 0.025◦Cmin−1), while

temperature in the upper 3 m cooled slightly. The event concluded between hour 2.75 and 4 as the

near-bed warmed and the near-surface cooled until the water column was again weakly stratified

near hour 4. During this event, the coldest (bottom) S8 temperature was near 19.4◦C (Figure

3.8a), but the coldest (bottom) S18 temperature before the event was near 20.7 ◦C (not shown).

Thus, the coldest water at S8 during the event originated from a location deeper than 18 m and

traveled horizontally upslope more than 384 m to reach S8.

Velocity associated with the upslope NLIW example event was observed by the ADCP

at S8. Cross-shore (U) and alongshore (V ) velocities are decomposed into (e.g., for U) depth-
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averaged (barotropic) velocity U and is the depth-varying (baroclinic) velocity U ′, so that

U(z, t) =U(t)+U ′(z, t), (3.1)

and the vertical average of U ′ is zero. The barotropic component is assumed to be irrotational

in the experiment domain and slowly varying in time. This decomposition is partially aliased

by the removal of velocity bins near the tidal sea-surface. Prior to the event onset, barotropic

velocity magnitude was weak (< 0.05 ms−1) as was baroclinic velocity magnitude (almost

always U ′ < 0.02 ms−1). However, after the abrupt temperature drop at hour 1 signaling the

event arrival (Figure 3.8a), baroclinic velocity U ′ increased, with onshore velocity at depth

exceeding 0.06 ms−1 and offshore velocity near the surface (Figure 3.8b). The baroclinic current

was predominantly in the cross-shore (U ′) direction, with a weak alongshore (V ′) component

(Figure 3.8c). Near hour 2, the direction of U ′ reverses, and thereafter the near-bed flow is

offshore and the near-surface flow is onshore, coincident with the bottom temperature recovery

(Figure 3.8a and b). During the recovery (2.75 h to 4 h), the transition depth between near-surface

cooling and near-bed warming is z≈−3 m (Figure 3.8a), which is also near the U ′ zero crossing

depth.

The near-bottom upslope event temperature evolution (Figure 3.9) is key to determining

event parameters. Prior to the event start at hour 1, the region from S8 to the shoreline was

essentially homogeneous in T (Figure 3.9a). The pier-end near-bottom T was also largely uniform

in the alongshore (Figure 3.9b). At each cross-shore and alongshore location, the event arrival is

clearly visible as a steep drop in T (the event front) that propagates coherently in the alongshore

and cross-shore. This T drop then slowly reaches a minimum before beginning to recover near

hour 2. At S8, the overall temperature drop of about 2 ◦C was fairly uniform spanning 400 m in

the alongshore (Figure 3.9b). In the cross-shore, the temperature drop is coherent and reduced

onshore to x =−137 m (black curve in Figure 3.9a). Onshore of x =−137 m, neither a sharp nor

67



coherent temperature drop is observed (dashed curves in Figure 3.9a). By hour 4 the event is over

and temperature has largely recovered to the pre-event value, albeit with occasional remnants of

colder water upslope (e.g., yellow, magenta, and blue curves at hour 4.2 in Figure 3.9a).

The example event’s upslope near-bottom temperature evolution (Figure 3.9) highlights

key quantifiable event-front characteristics. The sharp temperature drop indicates the event

front arrival time tf1, defined as when the 3 minute averaged temperature change dT/dt <

−0.033 ◦Cmin−1 (gray dots Figure 3.9). Onshore (+x) NLIW event front propagation is evident

from the progression of tf1 at different cross-shore locations (Figure 3.9a). Similarly, the along-

shore event front arrivals (Figure 3.9b) indicate a south to north (+y) propagation component,

consistent with the observed baroclinic velocities (positive near-bottom U ′ and weakly positive

V ′ at event start, Figure 3.8b and c). At a particular cross-shore location, the event front passes

at a time tf2 defined as where the 3-minute averaged dT/dt >−0.0067 ◦Cmin−1 (open circles in

Figure 3.9b). Time tf2 does not necessarily correspond to the coldest observed event temperature,

but rather to when the sharp event front (rapid T drop) has passed the sensor. The temperature

drop ∆T associated with the event front is then defined as

∆T = T (tf1)−T (tf2). (3.2)

At S8, an event is defined to occur when ∆T > 0.3 ◦C over 9 minutes, and is defined to propagate

farther upslope (onshore) as long as coherent ∆T > 0.15 ◦C. For this example event, S8 ∆T =

1.26 ◦C, but as the event propagated onshore the magnitude of the coherent event-front decreased

to ∆T = 0.34 ◦C at x =−137 m (black curve in Figure 3.9a). As onshore-coherent ∆T > 0.15 ◦C

was not observed onshore of x = −137 m (dotted lines, Figure 3.9a), the NLIW event runup

cross-shore extent is defined as xR =−137 m.

Event front speed cf and angle θ are calculated using the cross-shore and alongshore

event arrival time and the observed barotropic velocity. The change in event front alongshore
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Figure 3.9: NLIW event example bottom temperature versus time beginning at 8:13 am PDT on
26 October 2014 for (a) the cross-shore locations and (b) the pier-end (S8) alongshore locations
(red dots in Figure 3.1a), offset by 0.1◦C in both (a) and (b) for visibility. Gray dots indicate
the event arrival time at all locations. Open circles in (a) indicate the temperature change that
defines ∆T , with S8 ∆T = 1.26◦C highlighted. The NLIW event ∆T was below the 0.15◦C
cutoff threshold onshore of the runup extent xR =−137 m, indicated by the dotted lines in (a).
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arrival position versus time dyf/dt at S8 is estimated from the slope of the linear fit of alongshore

front location yf versus arrival time when ∆T > 0.3 ◦C at three or more alongshore locations.

Similarly, the S8 cross-shore change in position versus time, dxf/dt, is found from the arrival

time difference between bottom sensors at S8 (x =−273 m) and x =−246 m. At S8, the event

propagation angle estimated as

θ = arctan
(

dxf/dt
dyf/dt

)
, (3.3)

which is independent of the barotropic current. Although barotropic motions do not affect θ, they

do affect cf (in this case by approximately 30%). Accounting for barotropic motions, the event

front speed is,

cf = dxf/dt cosθ−U cosθ−V sinθ. (3.4)

For this example event, S8 front speed is cf = 0.06 ms−1 and incidence angle is θ = 11.2◦.

Observations of ∆T and cf can be related to idealized two-layer laboratory and numer-

ical studies of NLIW runup with defined layer height (hi) and layer density (ρ) difference ∆ρ

e.g., [Sutherland et al., 2013a, Arthur and Fringer, 2014]. Here, the continuously stratified ocean

is related to an idealized equivalent two-layer fluid with layer density difference ∆ρ = α∆T

(where α is the coefficient of thermal expansion) and the equivalent two-layer interface height set

by equating the change in vertically integrated baroclinic potential energy PE associated with the

continuously-stratified event front to the potential energy change of a two-layer system with ∆ρ

and layer depth hi. The instantaneous vertically integrated baroclinic potential energy is

PE(t) =
∫ h̃

0
(ρ(z′, t)−ρ0)gz′ dz′, (3.5)

where ρ0 is a constant reference density, g is gravity, the tidally varying water depth is h̃ = h+η,

and z′ is a vertical coordinate referenced to the bed. The change in PE associated with the event
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front is

∆PE = PE(tf2)−PE(tf1). (3.6)

For a two-layer system, the equivalent vertically integrated change in potential energy from tf1 to

tf2 is

∆PE = ∆ρg
z2

IW
2

, (3.7)

where zIW approximates hi and is the equivalent two-layer interface height above the bed for the

stratified event. Rearranging (3.7) gives zIW as a function of ∆PE and ∆ρ,

zIW =

(
2∆PE
∆ρg

) 1
2

. (3.8)

The two-layer equivalent interface height is then found from (3.8) using the change in PE due

to the event front in the continuously stratified ocean (3.6) and ∆ρ = α∆T . For the example

event, the S8 interface height is zIW = 2.48 m, consistent with the large temperature drop in

the bottom 2 m and weaker drop at shallower depths. Estimation of zIW depends on adequate

vertical temperature resolution, restricting zIW calculation to cross-shore locations with at least

four thermistors in the vertical (Figure 3.1b). Having defined key parameters associated with the

NLIW event front (∆T , cf, zIW, and xR), the observed range and upslope (onshore) evolution of

individual events are investigated next.

3.5.2 Individual NLIW Event Characteristics

Isolated individual NLIW events are defined when ∆T > 0.3 ◦C at S8 and when no

other cold pulses occur for ±3 h. This second criterion removes overlapping events (discussed

later). With these criteria, a total of 14 individual NLIW events with 0.3 ◦C < ∆T < 1.7 ◦C

were isolated at the pier-end (S8) between 9 and 30 October. Two events had ∆T > 1.5 ◦C, six

events had 1.0 ◦C < ∆T < 1.5 ◦C, three events had 0.5 ◦C < ∆T < 1.0 ◦C and three events had
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Table 3.1: Summary of example events A–D detailed in section 3.5. Left to right: Event
designator, S8 significant wave height Hs, wind speed uw, observed event front cross-shore
propagation speed cf, ratio of bottom baroclinic current to event propagation speed |U ′b|/cf,
propagation angle θ, event front temperature difference ∆T0, equivalent two-layer height zIW0,
best-fit deceleration df and standard error, and total runup distance from x0, ∆xR.

Event Hs (m) uw (ms−1) cf (cms−1) |U ′b|/cf θ (◦) ∆T0 (◦C) zIW0 (m) df (×10−5 ms−2) ∆xR (m)

A 0.32 1.02 3.8 0.8 2.9 1.29 2.32 1.3 ±0.2 128
B 0.69 0.48 3.6 1.2 1.0 0.96 2.10 0.9 ±0.4 100
C 1.20 3.36 6.0 0.7 11.2 1.26 2.48 1.3 ±0.4 137
D 1.03 2.49 7.4 0.4 3.6 1.62 2.12 2.4 ±0.5 128

0.3 ◦C < ∆T < 0.5 ◦C (left column, Figure 3.10). All fourteen events were observed coherently

propagating upslope with reduced ∆T so that 54 m farther onshore (at S6) only 10 events were

observed, all with ∆T > 0.3 ◦C (second column, Figure 3.10). Despite the onshore reduction

in ∆T , six events (associated with the largest ∆T at S8) were still observed at S4 (right column,

Figure 3.10). Farther upslope ∆T continued to decrease, but at S2 no coherent ∆T > 0.15 ◦C was

observed.

At S8, the fourteen events propagated upslope with speeds 1.4 cms−1 < cf < 7.4 cms−1

(radial magnitude, Figure 3.11a). These NLIW events also propagated with a range of incidence

angles (−5◦ < θ < 23◦, Figure 3.11a) potentially due to the many internal wave generation

locations nearby. The slight positive mean θ≈ 5◦, indicates a south to north NLIW propagation

tendency, suggesting a possible dominant source near the southern La Jolla canyon (Figure 3.1a)

through mechanisms described in [Alberty et al., 2017]. During the example event (Figure 3.8),

the inferred large upslope transport of cold water suggests the event is strongly nonlinear. At S8,

event nonlinearity is quantified with the ratio of near-bed baroclinic velocity magnitude |U ′b| to

front speed cf, (|U ′b|/cf), where |U ′b| is averaged for 10 minutes between 0.9 m and 1.9 m above

the bottom after event onset. For linear internal waves |U ′b|/cf� 1. At S8, the example event

detailed in section 3.5.1 has |U ′b|/cf = 0.7 indicating strong nonlinearity. The fourteen isolated

NLIW events had |U ′b|/cf between 0.3 and 2.0 with a mean value of 0.7.

For these 14 NLIW events, the observed S8 cf is compared to two-layer gravity current
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Figure 3.11: (a) NLIW event front speed cf (radial direction) and incident angle θ at S8 for
the 14 observed events between 9 and 30 October 2014. Events are plotted as if a viewer
were looking offshore from the end of the SIO pier. (b) NLIW two-layer gravity current front
speed cgc (3.10) versus event front speed cf (3.4) for the 14 NLIW events observed at S8. The
root-mean-square error is 0.016 ms−1, squared correlation R2 = 0.44, and the best-fit slope is
1.15.
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Figure 3.12: Bottom temperature versus time beginning at 7:37 on 12 October 2014 for (a)
cross-shore locations and (b) alongshore locations (as in Figure 3.9) offset by 0.1◦C for visibility.
Gray dots indicate the arrival of a NLIW cold pulse propagating with nearly zero angle onshore
to xR = −137 m. Gray crosses indicate a second NLIW pulse superimposed on the first,
propagating at high angle from south to north. The first NLIW event ∆T was below the 0.15◦C
cutoff threshold onshore of the runup extent xR =−137 m, indicated by the dotted lines in (a),
though the second pulse caused significant (≈ 0.8◦C) temperature reduction in water as shallow
as 1 m (x =−55 m).
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speeds e.g., [Sutherland et al., 2013a, Marleau et al., 2014]. A flat-bottom two-layer fluid with

interface height hi in depth h and upper and lower layer densities ρ0 and ρ0 +∆ρ, respectively

has reduced gravity g′ = g(∆ρ)/ρ0. The corresponding gravity current Froude number is [Shin

et al., 2004]

F0 =
√

δ(1−δ), (3.9)

where δ = hi/h. The speed of the gravity current front is

cgc = F0(g′h)1/2 =
[
(1−δ)g′hi

]1/2 ≈
[(

1− zIW

h̃

)
g′zIW

]1/2

, (3.10)

where, for a NLIW event, zIW is used for the lower layer height, h̃ is the tidally adjusted water

depth, and ∆ρ is given by α∆T .

For these 14 NLIW events, the observed S8 upslope event front speed cf is reasonably well

predicted by the two-layer gravity current speed cgc (3.10) with root mean squared (rms) error of

0.016 ms−1, squared correlation R2 = 0.44 and best-fit slope of 1.15 (Figure 3.11b). Although

cgc is biased high relative to cf, this bias could be accounted for by adjusting the F0 definition

(3.9). The reasonably good relationship between cf and cgc indicates that these continuously

stratified NLIW events (e.g., Figure 3.8) are reasonably well scaled as a two-layer gravity current

e.g., [Shin et al., 2004], even though the events propagate at non-zero incidence angles, the bottom

slopes weakly, and the event may be propagating into inhomogeneous (stratified) water.

Not all NLIW occurrences are as simple as the example event (Figures 3.8 and 3.9) with

its clearly defined parameters (e.g., tf1, ∆T and zIW). NLIW runup can be complicated, with

overlapping cold pulses containing differing cf and θ (Figure 3.12). A near simultaneous initial

cold pulse arrival at S8 alongshore locations (gray dots, Figure 3.12b) indicates a NLIW pulse

with θ = 2.2◦ which propagates onshore (subsequent gray dots, Figure 3.12a). A second cold

pulse is observed roughly 1.2 h later at S8 cross-shore and alongshore stations (gray crosses,

Figure 3.12a,b) superimposed on the first pulse. The second pulse was observed within the
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Figure 3.13: NLIW event A-D front propagation distance ∆x versus elapsed time ∆t (colored
dots) and quadratic fit (curves) as in (3.11). There is good agreement (squared correlation
> 0.98) between the quadratic fit and observations. For each event, the estimated surfzone
boundary location xsz− x0 is indicated as a bar on the ordinate.

surfzone (at this time surfzone wave breaking begins at h = 2 m) and propagated south to north

at very high angle and with ∆T decreasing in the alongshore (∆T = 1.08 ◦C at y =−200 m but

∆T = 0.17 ◦C at y = 200 m). Though the onset of the second pulse is cross-shore coherent, the

temperature drop was observed nearly simultaneously at x =−55 m, y = 0 m and x =−273 m,

y =−200 m (gray crosses in Figure 3.12a) before giving a sense of rapid offshore propagation

as temperature recovered between hours 3 and 4. Although speculative, this pulse may have

swept cold water into the surfzone at y < 0 m which was then reflected offshore. The second

cold pulse propagated through the previously conditioned stratification and current. The criterion

requiring isolated events removes such complicated overlapping cases (Figure 3.12) where event

parameters are difficult to isolate.

3.5.3 Upslope NLIW Evolution

At S8, 14 isolated NLIW events have ∆T > 0.3 ◦C with no overlapping cold pulses.

To compare these NLIW events with idealized two-layer laboratory and modeling studies, the

event propagation angle is restricted to be nearly shore-normal (|θ|< 15◦, eliminating 2 events).
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A further restriction requires the wavefront to be roughly alongshore uniform, where ∆T is

within 0.5 ◦C at four or more alongshore locations (eliminating 8 more events). Background

barotropic velocity was weak during each event (|U | < 1.3 cms−1). These restrictions result

in four remaining events (colored markers in Figures 3.3e) denoted events A–D that are near

normally incident and propagate into homogeneous conditions. Thus, these representative events

are more consistent with a two-layer assumption than the total 14 isolated NLIW events at S8.

To relate to laboratory two-layer internal runup and gravity current studies, these four events

are further required to propagate into homogeneous T at and onshore of an initial cross-shore

location x0. Events B and C had homogeneous T at and onshore of S8 prior to the event, and

thus the initial cross-shore location x0 = xS8 = −273 m. Events A and D had some vertical

stratification at S8 prior to the event start. However, just 27 m onshore T was vertically and

onshore homogeneous, so x0 = −246 m for events A and D to insure pre-event homogeneous

conditions. Note, the example event in Figures 3.8 and 3.9 is event C. The upslope (onshore)

evolution of events A–D (colored dots, Figures 3.3e) are explored in detail to highlight NLIW

runup characteristics.

The onshore propagation distance from x0 is ∆x = x− x0 and elapsed time from front

arrival at x0 is ∆t = t− tf1(x0). Event A–D fronts propagated onshore and slowed down until

reaching their eventual total runup distance ∆xR = xR−x0 (dots, Figure 3.13). The upslope transit

time was between 42–64 min with ∆xR varying between 100-137 m. The two-layer gravity current

speed (3.10) can be expressed as dx/dt and the differential equation can be solved for change

in cross-shore position x assuming a constant Froude number (3.9) and a constantly sloping

bottom. The solution is a quadratic relationship between ∆x and ∆t, consistent with laboratory

observations of broken internal solitary wave upslope runup e.g., [Sutherland et al., 2013a]. So,

for each event, the front position ∆x and elapsed time ∆t are fit to a quadratic

∆x =−df

2
(∆t)2 + cf0∆t, (3.11)
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with best-fit NLIW front speed at x0 (cf0) and constant onshore NLIW deceleration df. The

fits all have high skill (> 0.98, lines Figure 3.13) with standard error in best-fit parameters

found from standard methods e.g., [Wunsch, 1996]. The NLIW deceleration df varies between

(0.9− 2.4)× 10−5 ms−2 with standard error around 0.37× 10−5 ms−2 (Table 3.1). Event D

had the highest cf0 (7.84 ±0.6 cms−1), but also had the largest deceleration, limiting the runup

distance from x0, ∆xR = xR− x0 to 128 m (blue, Figure 3.13). Event A decelerated less than

event D, but had a smaller cf0 (5.86 ±0.4 cms−1) resulting in a similar ∆xR. Event C had high

cf0 (6.31 ±0.6 cms−1) and also less deceleration than event D, allowing ∆xR = 137 m (red,

Figure 3.13). Event B had the lowest cf0 (4.51 ±0.6 cms−1) and deceleration, with observed

∆xR = 100 m.

None of these 4 events were observed to propagate coherently into the surfzone (tick

marks along ordinate axis in Figure 3.13). During event A, the significant wave height was very

small (Hs = 0.32 m, Table 3.1) and the surfzone was narrow. The event runup halted 56 m offshore

of the estimated surfzone boundary (green tick mark, Figure 3.13). Event B with Hs = 0.69 m

also halted more than 35 m from the estimated surfzone boundary. Events C and D had Hs > 1 m

(Table 3.1) and with the wider surfzone, the total runup distance ∆xR was observed to within 10 m

of the estimated surfzone boundary. Events C and D both caused thermistors inside the surfzone

to cool ≈ 0.1◦C in six minutes, though this cooling was insufficient to coherently track further

onshore as an event ∆T .

NLIW event front temperature drop ∆T and equivalent two-layer height zIW generally

decreases farther upslope (Figure 3.14a,b). For events A–D, ∆T at x0 (∆T0) varied between

0.96◦C and 1.62◦C (Figure 3.14a), a factor of 1.7. Upslope ∆T decreases differently amongst

events, either rapidly (event B, black in Figure 3.14a) or slowly (event A, green). For events B–D,

∆T < 0.41◦C at xR. In contrast, the slowly decaying event A had ∆T = 0.96◦C at xR. Yet, for

event A, no significant temperature drop was present 20 m onshore of xR. The zIW at x0 (zIW0)

varied between 2.1 m and 2.5 m (Figure 3.14b), a much smaller range than for ∆T0. Upslope
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Figure 3.14: NLIW event A-D (colored) (a) ∆T and (b) equivalent two layer interface amplitude
zIW vs upslope distance relative to S8 (x− xS8). Note, zIW is only estimated at locations with at
least four thermistors in the vertical. Events A and D are first estimated at x− xS8 = 27 m as S8
was pre-stratified.

from x0, zIW reduced linearly in a relatively similar manner for all events, in contrast to ∆T . At

xR, zIW ranges between 1–1.5 m, still significant compared to zIW0 . For events A–D, the upslope

reduction in dimensional cf, zIW, and ∆T and the constant deceleration are qualitatively consistent

with laboratory observations of internal runup of broken internal solitary waves [Wallace and

Wilkinson, 1988, Helfrich, 1992, Sutherland et al., 2013a].

3.5.4 Scaling upslope NLIW evolution

The stratified NLIW events A–D have baroclinic velocity structure and temperature struc-

ture that are qualitatively consistent with an upslope two-layer gravity current (e.g., Figures 3.8

and 3.9). Events A–D have |U ′b|/cf that is O(1) (Table 3.1), also consistent with a gravity cur-

rent. NLIW events A–D have constant deceleration (Figure 3.13) and their density anomaly
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(∆T ) and height (zIW) are reduced onshore consistent with upslope two-layer gravity currents

[Marleau et al., 2014]. Here, the NLIW event parameters (cf0, df, ∆xR, ∆T and zIW) are scaled

and compared to gravity current scalings.

The non-dimensional ∆T/∆T0 and zIW/zIW0 dependence upon non-dimensional runup

distance ∆x/∆xR is examined in analogy with laboratory studies of the upslope propagation of

broken internal solitary waves e.g., [Wallace and Wilkinson, 1988, Helfrich, 1992]. Upslope event

front temperature drop ∆T varied substantially (Figure 3.14a). However, the normalized ∆T/∆T0

largely collapse as a linearly decaying function of ∆x/∆xR (Figure 3.15a) with best-fit slope−0.61

and squared correlation R2 = 0.58. For events A–D, the dimensional zIW upslope dependence

was not as scattered as for ∆T (Figure 3.14b). Similarly, the non-dimensional zIW/zIW0 collapse

very well as a linearly decaying function of ∆x/∆xR (Figure 3.15b) with best fit slope of −0.56

and R2 = 0.89, again qualitatively consistent with laboratory studies [Wallace and Wilkinson,

1988, Helfrich, 1992, Marleau et al., 2014]. The collapse of non-dimensional ∆T and zIW suggests

the dynamics of the continuously stratified internal runup into homogeneous water is largely

self-similar.

Laboratory two-layer upslope gravity current deceleration is constant and depends upon

g′, constant bed slope s, and the ratio hi/h where hi represents gravity current height and h is the

total water depth [Marleau et al., 2014]. Adapting this scaling for continuously stratified NLIW

event deceleration results in,

dgc =
1
2

g′0s
zIW0

h̃0

(
1− zIW0

h̃0

)
, (3.12)

where g′0, zIW0 , and h̃0 are all at evaluated at x0. Here, the averaged bedslope from S8 to S4 is

used (s = 0.033). The events A–D best-fit front speed at x0 (cf0) and the constant deceleration df

(3.11) are compared to the two-layer gravity current scalings for speed cgc (3.10) and upslope

deceleration dgc (3.12). The events A–D cf0 varies from 0.04–0.08 ms−1 and are similar to the
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Figure 3.15: NLIW event A-D (colored) (a) normalized temperature anomaly ∆T/∆T0 and (b)
normalized zIW/zIW0 versus normalized upslope propagation distance ∆x/∆xR. The linear fit
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∆xR using (a) best fit front velocity cf0 at x0 and deceleration df, and (b) two-layer gravity current
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two-layer gravity current speed cgc estimated at x0 (Figure 3.16a), although cgc is generally larger

than cf0 by more than a standard error (horizontal lines in Figure 3.16a). The cf0 and cgc fit has

rms error of 0.013 ms−1 and best-fit slope of 1.17. Events A–D df is very similar to dgc (always

within a standard error) over a large range (factor 2.5) of deceleration (Figure 3.16b). The df

and dgc fit has rms error of 9×10−7 ms−2 and best-fit slope of 0.84. The factor 2.5 variation in

df is largely due to the ∆T0 variations impacting g′0. The small error of the cf0 and df scalings

indicates that for normally-incident NLIW events propagating upslope into a homogeneous fluid,

the two-layer gravity current scalings are appropriate.

Because both non-dimensional ∆T and zIW are largely self-similar with ∆x/∆xR, the

upslope evolution of an offshore (at x0) observed NLIW runup event can be estimated knowing the

total runup distance ∆xR. At the onshore runup limit (∆xR), the event front speed cf = dxf/dt = 0.

With the quadratic front evolution, setting the derivative of (3.11) to zero and substituting yields,

∆xR =
1
2

c2
f0

df
. (3.13)

The ∆xR estimated from (3.13) with cf0 and df reproduces the observed ∆xR defined in section

3.5.1 well (Figure 3.17a), with rms error of 13 m (less than the 18 m cross-shore resolution of the

thermistor array, Figure 3.1b) and a best-fit slope of 0.92 that is near-unity. This demonstrates that

with knowledge of offshore event front parameters (cf0, df, ∆T0, and zIW0) the upslope distribution

of these parameters can be well estimated.

However, event front observations from at least three locations along the axis of propaga-

tion are required to estimate cf0 and df and thus ∆xR via (3.13). The gravity current scalings for

cgc (3.10) and dgc (3.12) only require vertical temperature coverage at a single location, and can

be used to estimate

∆xR =
1
2

c2
gc

dgc
. (3.14)

The gravity current scaling based ∆xR (3.14) significantly overpredicts the observed ∆xR (Fig-
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ure 3.17b), with rms error of 102 m and best-fit slope of 1.75. Relatively small error in cgc and

dgc (Figure 3.16) cascade through (3.14) to generate these large errors. For example, with the

best-fit slopes for cgc (1.17) and dgc (0.84) and the scaling (3.14), the predicted best-fit slope is

1.63, which is near the observed best-fit slope of 1.75 (Figure 3.17b). This demonstrates that

predictions of total runup distance ∆xR are very sensitive to small errors in runup speed and

deceleration.

3.6 Discussion

3.6.1 Internal runup and comparison to laboratory and numerical studies

For the 14 events at S8, the event front speed is consistent with a internal gravity current

(Figure 3.11b) and the ratio |U ′b|/cf is generally O(1), suggesting that these events are internal

bores e.g., [Pineda, 1994, Moum et al., 2007, Walter et al., 2012, Nam and Send, 2011]. For

the four isolated (A–D) events, the ratio |U ′b|/cf is also O(1) (Table 3.1) and the upslope event

evolution (speed and constant deceleration) is consistent both with upslope gravity currents

[Marleau et al., 2014] and internal runup of laboratory broken internal solitary waves [Helfrich,

1992, Sutherland et al., 2013a]. This all indicates that the internal wave breaking begins well

offshore of S8 and that S8 and onshore locations are located within the internal swashzone where

events propagate as bores, similar to the swashzone of a beach e.g., [Fiedler et al., 2015].

In a tidal estuary with a planar “internal beach”, [Bourgault et al., 2007] observed cross-

shore propagating and dissipating internal solitary waves of elevation from 25 m to 10 m depth.

In this dissipating region, the wave speed decreased linearly in the cross-shore, (dcf/dx was

constant). For the quadratic event front position (11), the event front speed as a function of x can

be written as

cf(x) = cf0

(
1− 2df∆x

c2
f0

)1/2

(3.15)
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which yields an approximately constant dcf/dx for small 2df∆x/c2
f0. For the best-fit parameters,

the event front dcf/dx is approximately constant for about half of ∆xR. Thus, the upslope

evolution of the internal runup front speed is consistent with that of dissipating internal solitary

waves [Bourgault et al., 2007]. However, the [Bourgault et al., 2007] waves speeds were between

0.2–0.5 ms−1, much faster than observed here due to the much stronger density gradients of the

estuary setting than observed near the SIO pier.

The evolution of these continuously stratified dense bores propagating upslope into homo-

geneous fluid are consistent with two-layer upslope gravity current scalings (e.g., Figure 3.16)

using near-bed estimated ∆T and an interface height zIW assuming equivalent potential energy

(3.5–3.8). From flat-bottom numerical simulations, a continuously stratified interface between

upper and lower layers results in a weak decrease, relative to two-layer theory (3.10), of the gravity

current speed cgc [White and Helfrich, 2014]. With stratification similar to that observed in events

A-D, the continuously stratified model suggests the cgc found from (3.10) should be reduced by

≈ 5% [White and Helfrich, 2014]. This indicates that applying the two-layer approximation to

these continuously stratified internal runup events is appropriate and also may account for some

of the cgc bias error (Figure 3.11b).

The constant upslope two-layer gravity current deceleration can be derived by assuming

a weak slope such that at all locations the front speed follows the [Shin et al., 2004] gravity

current speed (3.10) with constant Froude number F0 that depends on δ = zIW/h [Sutherland et al.,

2013b, Marleau et al., 2014]. The quadratic in time dependence of the front position is derived

with h(x) = −sx. This requires that zIW/h be constant upslope. For the four isolated events

A–D, zIW/h≈ 0.3 at ∆x/∆xR = 0 and doesn’t vary by more than ±0.1 all the way to ∆x/∆xR = 1

(Figure 3.18). The linear upslope reduction in zIW/zIW0 with ∆x/∆xR is qualitatively consistent

with the observed linear upslope amplitude decay of a dissipating internal solitary wave on a

linear slope [Bourgault et al., 2007]. Linear upslope zIW/zIW0 reduction is also consistent with

laboratory internal solitary wave runup for all incident wave amplitudes [Wallace and Wilkinson,
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Figure 3.18: NLIW event A-D (colored) normalized zIW/h versus upslope propagation distance
∆x/∆xR.

1988, Helfrich, 1992], and with laboratory observations of a two-layer upslope gravity current

on shallow slopes [Marleau et al., 2014]. This all supports the assumption that such internal

bores are self-similar [Wallace and Wilkinson, 1988]. Note, however, that in laboratory internal

solitary wave experiments, the origin (∆x = 0) is the location where solitary wave breaking is

initiated (breakpoint), which would be offshore of S8 and unlike two layer systems, here ∆T is

not constant in the upslope direction resulting in g′ variations.

The observed linearly-decaying self-similar ∆T/∆T0 decrease with ∆x/∆xR is also qual-

itatively consistent with two-layer laboratory upslope normalized density decay [Wallace and

Wilkinson, 1988], although again the origin is relative to the internal solitary wave breakpoint.

The two-layer laboratory density decay also contained significantly more scatter than did normal-

ized height [Wallace and Wilkinson, 1988], again consistent with these observations (Figure 3.15).

Upslope laboratory ∆T/∆T0 decrease with ∆x/∆xR was attributed to mixing and entrainment

from the surrounding fluid and downrush from previous events. For the continuously stratified

events A–D, the reduction in ∆T may also be due to mixing at the event front. Prior to the event

start, the temperature was homogeneous. With the event arrival, the S8 onshore near-bed and

offshore near-surface flow and the delayed near-surface cooling (Figure 3.8) also suggests mixing

in the event front, as the offshore flowing near-surface water would remain warm otherwise.

However, the observed ∆T reduction may also be because upslope locations are closer to the
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surface (higher z), and S8 temperature drop is reduced at higher z (Figure 3.8). Some combination

of these two mechanisms may explain the upslope ∆T decrease.

3.6.2 Potential vertical mixing during the NLIW rundown

Any mixing at the event front cannot be quantified here. However, after internal runup

reaches xR, dense water then flows back downslope (rundown) during which significant mixing

occurs in both observations in h≈ 15 m [Walter et al., 2012] and numerical simulations [Arthur

and Fringer, 2014]. Here, vertical mixing in the internal swashzone during the rundown of

example event C (temperature in Figure 3.8a) is inferred through the evolution of vertically-

integrated and horizontally-averaged potential energy ∆〈PE〉, buoyancy frequency squared N2,

shear-squared S2 and gradient Richardson number Ri = N2/S2 that indicates when a stratified

flow is dynamically unstable (< 0.25).

The time evolution of potential energy (3.5) is horizontally averaged over the wave runup

extent

〈PE〉(t) = ∆x−1
R

∫ xR

S8
PE(x, t)dx (3.16)

and the change in this quantity from the event arrival at tf1 is

∆〈PE〉(t) = 〈PE〉(t)−〈PE〉(tf1) (3.17)

which evolves due to both reversible (adiabatic advection) and irreversible (mixing) density

changes e.g., [Winters et al., 1995]. The stratification is given by N2 = (g/ρ0)∂ρ(z)/∂z, where

∂ρ/∂z is found from a least-squares fit over a mid-depth range at S8 (-5.7 m ≤ z ≤ -2.7 m).

Baroclinic velocity shear-squared S2 = (∆U ′/∆z)2 + (∆V ′/∆z)2 is found for the same mid-

depth range. Here, ∆U ′ (and ∆V ′) is the difference between the vertically averaged baroclinic

velocity near the top of the mid-depth range (-4.2 m ≤ z≤ -2.7 m) and near the bottom of the

mid-depth range (-5.7 m ≤ z ≤ -4.2 m). The vertical distance between the centers of the two
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ranges ∆z = 1.5 m.

Before the event arrival, ∆〈PE〉, N2 and S2 were consistent and low (dotted lines, Fig-

ure 3.19a-c). After the event onset near hour 1, cold water pulsed onshore, elevating ∆〈PE〉 to

near 60 Jm−2 approximately 45 minutes later (Figure 3.19a). The cold pulse stratified the water

column while creating shear at mid-depths, leading to N2 and S2 above 4× 10−4 s−2 (Figure

3.19b-c). During the onrush (hour 1 to 2 when near bottom U ′ was positive, Figure 3.8b), Ri

was near 1, though always above 0.25, suggesting that sustained local vertical mixing at S8 was

unlikely (Figure 3.19d) consistent with model studies and microstructure observations on shallow

slopes e.g., [Moore et al., 2016, Bourgault et al., 2008]. Although these observations show no

evidence of shear-driven mixing during the onrush, observations of similar bores have measured

elevated turbulence (both advected and locally generated) during the bore passage very near the

bottom [Richards et al., 2013]. Between hours 2 and 3, near-bed U ′ is offshore as cold water

begins to advect back downslope (Figure 3.8b). As S8 bottom temperature increases (Figure 3.8a),

∆〈PE〉 and N2 decrease (Figure 3.19a and b). However, Ri is consistently above the critical value

(Figure 3.19d) indicating that local shear-driven mid-water vertical mixing is still unlikely at S8.

As the rundown intensifies after hour 3 at S8, mid-water S2 at S8 increases again while N2

is small, causing Ri to drop below the critical value (Figure 3.19b-d). At this time, shear-driven

mixing at mid-depths is possible at S8. The timing of this drop in Ri corresponds with a period of

bottom warming and surface cooling (Figure 3.8a), with the transition depth between the cooling

surface and warming bottom near where U ′ changes sign (z≈−3.5 m). The direction of U ′ at this

time (onshore at the surface and offshore at depth) potentially advects recently mixed cooler water

near the surface offshore of S8 onshore. The difference in local mixing at S8 between internal

runup uprush and downrush is consistent with differences in mixing and sediment suspension

during uprush and downrush in a surface gravity swashzone [Puleo et al., 2000].

After the event (4–5 h), the internal swashzone is slightly cooler (compare cross-shore

bottom temperature before and after the event at locations offshore of xR in Figure 3.9a and vertical
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temperature structure at S8 in Figure 3.8a). Due to the post-event remaining cold water, ∆〈PE〉 ≈

4.9 Jm−2 which is roughly 10% the maximum ∆〈PE〉. As the sun was warming the nearshore at

this time (decreasing ∆〈PE〉) and alongshore currents were small (mean V < 0.003ms−1), the

residual ∆〈PE〉 is likely due to irreversible mixing during the event. This residual ∆〈PE〉 implies

an average irreversible buoyancy flux of 5×10−4 Wm−2, which is nearly a factor 50 lower than

that inferred from highly stratified estuary observations [Bourgault et al., 2007].

3.6.3 Complexity of NLIW runup in the internal swashzone

For the four isolated events, the upslope evolution of event parameters (cf(x), ∆T (x),

zIW(x)) can be predicted (although ∆xR is over-predicted) given water column observations at

some offshore location within the internal swashzone. This can provide insight into the onshore

transport of intertidal settling larvae e.g., [Pineda, 1999] and other tracers exchanged with the

surfzone. However, these four events were relatively simple (isolated, normally-incident, and

homogeneous pre-event) - analogous to laboratory observations. Even the 14 events at S8

(Figures 3.10– 3.11b) were relatively simple. These restrictions on event and isolated event

definitions eliminated most period I NLIW cold pulses and several significant events from period

II (e.g., Figures 3.3 and 3.4).

In general, the NLIW field is very complex, containing large amplitude isotherm oscil-

lations over a range of frequencies (M2, its harmonics, as well above 1 cph) which evolve over

spring-neap conditions. The broad S18 high frequency spectral peak (centered between 6–10 cph)

observed during period I (red, Figure 3.7c) is also present in other studies, particularly near

topographic features e.g., [Desaubies, 1975, D’Asaro et al., 2007]. Overlapping cold pulses

at variable angles of incidence and potential reflection (e.g., Figure 3.12) are common. This

region onshore of a submarine canyon system (Figure 3.1a) may also be unusual in terms of the

NLIW field. The observed complex NLIW conditions demonstrate that the internal swashzone is

more complex than that described only from isolated events, similar to a surface gravity wave
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swashzone.

The wave by wave evolution of internal runup is likely affected by interaction between

individual runup events. Runup events can interact via bore-bore capture (potentially observed in

Figure 3.12), which in a surface gravity swashzone leads to the largest runup events e.g., [Garcı́a-

Medina et al., 2017]. Event interactions also can include modification of background conditions

through which subsequent waves propagate, or interference between the previous event rundown

and runup of the next event e.g., [Moore et al., 2016, Davis et al., 2017]. Laboratory observations

indicate internal wave breaking and elevated mixing due to interaction with a previous event’s

downrush [Wallace and Wilkinson, 1988, Helfrich, 1992]. Downslope bottom flow prior to the

event e.g., [Helfrich, 1992, Sutherland et al., 2013a] was occasionally observed (e.g., hour 1.75

below z = −6 m in Figure 3.8b). Although not observed here, the downrush may eventually

detach, similar to laboratory observations of gravity current intrusions [Maurer et al., 2010].

Internal bores have been previously observed to resuspend fine sediments creating an intermediate

layer offshore [Masunaga et al., 2015]. While the location of maximum sediment suspension is

likely offshore of the study area [Bourgault et al., 2014], currents from the nearshore downrush

may contribute to sediment redistribution and the formation of intermediate nepheloid layers

similar to those observed from internal wave reflection e.g., [McPhee-Shaw and Kunze, 2002].

Statistics of the offshore surface gravity wave field can be related to statistics of runup

extent for a surface gravity swashzone e.g., [Holland and Holman, 1993, Raubenheimer and

Guza, 1996]. For example offshore significant wave height, peak period, and beach slope can

be used to reasonably accurately simulate the cross-shore variance of runup excursion up a

beach e.g., [Stockdon et al., 2006, Senechal et al., 2011]. In less complicated locations (with a

predictable internal wave climate), offshore internal tide and stratification statistics potentially

can be combined with beach slope information to parameterize internal runup statistics.
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3.7 Summary

For 30 days between 29 September and 29 October 2014, a dense thermistor array sampled

temperature in depths shallower than 18 m, and a bottom-mounted ADCP in 8 m depth sampled

1 minute averaged velocity in 0.5 m vertical bins. A rich and variable internal wave field was

observed from 18 m depth to the shoreline, with isotherm oscillations at a variety of periods, and

a high frequency spectral peak (near 10 minute periods) when stratification was strong. Isotherm

excursions were regularly ± 6 m during periods of high stratification; though isotherm excursions

were less extreme, variability at all frequencies was reduced, and no high frequency spectral peak

was observed when stratification decreased.

Cross-shore coherent pulses of cold water at M2 and M4 time scales were regularly

observed throughout the observational period. NLIW event (rapid temperature drops and recovery)

is evident from the baroclinic transport of cold water upslope, occasionally causing temperature

drops of 0.7 ◦C in five minutes in water as shallow as 2 m. Fourteen isolated NLIW events

were observed in 8 m depth propagating upslope with speeds (cf) ranging from 1.4 cms−1 to

7.4 cms−1, propagation angles (θ) from -5◦ to 23◦ and temperature drops (∆T ) between 0.3 ◦C

and 1.7 ◦C, decreasing upslope. The two-layer equivalent gravity current height (zIW) decreased

linearly upslope from initial values between 2.1 m and 2.5 m in 8 m depth and was consistent

with observations of baroclinic velocity. Baroclinic bottom current during the upslope event

propagation (|U ′b|) was near the event front propagation speed, indicating high non-linearity, with

mean |U ′b|/cf = 0.7.

The upslope evolution of ∆T , zIW, and cf for four representative events most similar to

two-layer laboratory conditions (alongshore uniform, shore-normal, isolated and propagating into

homogeneous fluid) are qualitatively consistent with laboratory observations of broken internal

wave runup. Normalized ∆T and zIW for these events collapse as a linearly decaying function of

normalized runup distance, and upslope gravity current scalings described the front speed cf0 and
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deceleration df well. The associated total runup distance (∆xR) was also well predicted from cf0

and df, with rms error less than the resolution of the cross-shore thermistor array. However, ∆xR

prediction with gravity current scalings has significant error due to sensitivity to cf0.

Depressed temperature remained in the nearshore region for hours, until receding back

downslope. Bottom temperature warmed and surface temperatures cooled during the receding

rundown of an example event. The gradient Richardson number remained below the critical value

(0.25) at this time, indicating shear driven mixing was occurring consistent with laboratory and

modeling studies. The four NLIW events selected to compare with laboratory studies are simple

cases. In general, NLIW runup is more complicated due to superposition (in ways similar to

bore-bore capture) interaction with previous (receding) events, or as the diverse offshore NLIW

field evolves. Any understanding of the internal swashzone beyond the most simple cases may

require descriptions of complex interactions or a statistical approach similar to those used to

describe the surface gravity wave swashzone.
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Chapter 4

The Competing Effects of Breaking Waves

on the Surfzone Heat Budget
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4.1 Abstract

Depth-limited wave breaking modifies surfzone heat flux terms relative to where waves

are not breaking. Breaking waves generate heat through viscous dissipation, but also increase

surface foam coverage and albedo, thereby reducing solar heating. These two competing breaking

wave effects are quantified using yearlong surface gravity wave, shortwave solar radiation, and

bathymetric observations at the Scripps Institution of Oceanography Pier. Cross-shore averaged

surfzone albedo was more than 3 times higher than inner-shelf albedo (where waves were not

breaking), which, over the entire year reduced the cross-shore averaged water-entering shortwave

radiation by 41 Wm−2 in the surfzone relative to the inner-shelf. Breaking wave dissipation

added an additional daily-averaged 28 Wm−2 in the surfzone relative to the inner-shelf. The

albedo-related solar heating reduction in spring, summer and fall was typically greater than the

wave dissipation heating contribution. However, in winter with large waves and low shortwave

solar radiation, contributions were similar with the wave dissipation heating term larger than

the albedo-related shortwave solar radiation reduction ≈ 47% of the time. The relationship

between these two heat flux terms is coupled via wave breaking. The relative importance between

breaking-wave dissipation heating and albedo-related solar radiation reduction (relative to where

waves are not breaking) depends on beach slope, significant wave height, and incident shortwave

solar radiation (a function of seasons, cloudiness and latitude).

4.2 Introduction

The surfzone (region where waves are breaking) and adjacent shallow inner-shelf (where

waves are not breaking) together comprise the nearshore; a physically dynamic, economically

important and biologically diverse part of the ocean. Temperature is an important physical

attribute here, as temperature variation affects growth rates, recruitment rates and egg mass

production rates of various species e.g., [Phillips, 2005, Fischer and Thatje, 2008, Broitman et al.,
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2005] as well as pathogen ecology e.g., [Goodwin et al., 2012]. Pathogen mortality is related to

both temperature [Surbeck, 2009] and exposure to solar shortwave radiation e.g., [Sinton et al.,

1999, Boehm et al., 2002, Sinton et al., 2002]. In the nearshore, temperature can also be a tracer

for nutrient delivery e.g., [Omand et al., 2012] or surfzone to inner-shelf water mass exchange

e.g., [Hally-Rosendahl et al., 2014].

Consequently, quantitatively understanding physical mechanisms affecting the inner-

shelf heat budget has been an active area of recent study. Inner-shelf heat budgets include

upwelling e.g., [Lentz, 1987, Fewings and Lentz, 2011], wind stress e.g., [Austin, 1999], eddies

e.g., [Wilkin, 2006], internal waves e.g., [Shroyer et al., 2010] and the passage of weather

systems on time-scales of days to weeks e.g., [Austin and Lentz, 1999]. Heat transfer between

the air/sea interface occurs through radiative solar shortwave heating, net long-wave heat flux, as

well as net latent and sensible heat exchange. These terms are difficult to measure directly, and

are thus frequently parameterized e.g., [Fairall et al., 1996, Beardsley et al., 1998, Fairall et al.,

2003] when applied to observational and modeling studies e.g., [Lentz, 1987, Wilkin, 2006, Etter

et al., 2004, Davis et al., 2011].

Closer to shore, rip currents (narrow wave-driven ejections from the surfzone) have

been associated with strong temperature variation on the inner-shelf [Arthur, 1955, Smith and

Largier, 1995], interacting with and adjusting the vertical temperature profile and influencing

the inner-shelf cross-shore heat flux [Kumar and Feddersen, 2017]. Thus, surfzone temperature

(relative to the stratified inner-shelf) is an important determining factor for how this transport

mechanism is established and evolves. Additionally, the presence of fecal indicator bacteria (FIB)

near the Southern California coast varies with temperature [Boehm et al., 2004], and predictive

models for pathogen transport in the surfzone include temperature and shortwave radiation

e.g., [Boehm, 2003]. Further, solar-radiation induced Enterococcus (FIB) mortality contains

cross-shore variation, and modeled FIB concentrations and decay rates were best predicted when

cross-shore mortality gradients were included [Rippy et al., 2013]. Thus, cross-shore variation of
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temperature and solar radiation affect many important biological processes, motivating a more

complete understanding of surfzone to inner-shelf temperature and solar radiation differences.

Many aspects of the surfzone heat budget are similar to the inner-shelf heat budget,

though strong temperature gradients between rip-current ejected surfzone water and inner-shelf

water suggest they are not identical. Frequently, this difference is attributed to differential

heating and cooling due to the smaller surfzone volume compared to the inner-shelf. However,

waves dissipate energy in the surfzone (but not the inner-shelf) while creating spray and foam,

affecting the heat budget as well. Surfzone covariance flux measurements indicate wave-generated

spray may increase sensible heat transfer [MacMahan et al., 2018], and laboratory studies over

foamy surfaces (such as exist within the surfzone) indicate latent heat transfer may be elevated

[Chickadel, 2018]. Here, two additional wave-related modifications to the surfzone heat budget

are explored. First, is a surfzone specific heating term arising from the viscous dissipation of

breaking wave energy, termed “wave heating”. Second, is a reduction in surfzone solar heating

relative to the inner-shelf due to breaking-wave induced foam which creates a whiter surface,

elevating reflectivity (albedo).

The wave heating contribution to the surfzone heat budget results from mechanical wave

energy converted to heat through viscous dissipation and is also directly tied to offshore wave

conditions. Waves outside the surfzone shoal and break in the shallow surfzone, generating

turbulent energy. Some wave energy is reflected from the shoreline, however on shallow sloping

beaches (such as in this study) the percentage of reflected wave energy is typically small (< 3%)

[Elgar et al., 1994]. Additional export of mechanical energy from the surfzone (via rip currents or

undertow, for example) has been estimated to be many orders of magnitude smaller than incident

wave energy flux on similar beaches [Sinnett and Feddersen, 2014]. Thus, the bulk of the incident

wave energy is dissipated through turbulence in the water column and at the bed, and eventually

converted to heat. Here, we estimate the additional heat to the surfzone through the wave-heating

effect compared to the inner-shelf.

98



Solar heat flux is a major surfzone heat budget term at this site [Sinnett and Feddersen,

2014], so changes to the albedo, and thus the amount of absorbed solar radiation, are consequential.

The surfzone surface is a combination of foam-free and foam covered areas due to the recent

passage of breaking waves e.g., [Frouin et al., 1996]. As foam has a higher albedo (α≈ 0.55

[Whitlock et al., 1982]) than foam free water (α ≈ 0.06 [Payne, 1972]), the average albedo is

higher in the surfzone than in the relatively foam-free inner-shelf. Parameterizations exist for

albedo in the presence of wind-generated whitecaps e.g., [Koepke, 1984, Frouin et al., 1996, Jin

et al., 2011], however foam exists in the surfzone without wind, making these parameterizations

inappropriate for surfzone applications. Recently, surfzone albedo parameterizations have been

developed based on offshore wave conditions and bathymetry [Sinnett and Feddersen, 2016].

Here, this parameterization is applied to assess how waves reduce the surfzone solar heat flux

relative to the inner-shelf.

The breaking wave related surfzone albedo increase can be large (as much as 8× the

inner-shelf albedo [Sinnett and Feddersen, 2016]) and the subsequent decrease in solar radiation

significant. Similarly, the wave-heating contribution to the surfzone heat budget can dominate

at times [Sinnett and Feddersen, 2014]. However, the relative significance of their combined

effect on the surfzone heat budget, and under what conditions each dominate, is unknown. Here,

surfzone parameterizations of wave heating [Sinnett and Feddersen, 2014] and wave-induced

albedo increase [Sinnett and Feddersen, 2016] are applied to a year-long dataset in order to

estimate the affect waves have on the surfzone heat and solar radiation budget. The experiment is

detailed in section 4.3.1, with analysis methods described in section 4.3.2. Results are described

in section 4.4, with implications for how waves might affect various other locations and beaches

are discussed in section 4.5.
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4.3 Methods

4.3.1 Instrumentation and Data Processing

A yearlong study was conducted at the Scripps Institution of Oceanography (SIO) pier

(La Jolla California, 32.867N, 117.257W) between October 25, 2014 and October 25, 2015. The

SIO pier extends 322 m west-north-west (288◦) from Scripps beach into water depth h ≈ 7 m

(Figure 4.1a). The roughly alongshore uniform shoreline extends 200 m north to 500 m south of

the pier. Cross-shore bathymetry profiles were conducted along the pier at 0.5 to 1 month intervals

as wave conditions allowed. The cross-shore profile slopes gently with yearly bathymetric changes

less than 0.3 m at any location, causing slope variation of less than 5%. The average slope in

depths h < 3.5 m (typically includes the surfzone) is s ≈ 0.023 (Figure 4.1b). The pier-end

NOAA station (9410230) measured 6-min averaged tidal elevation η relative to the mean tide

level (MTL). The cross-shore x coordinate is positive onshore, with the mean shoreline (x = 0)

where MTL intersects the mean bathymetry, and alongshore coordinate y is positive toward the

north, with y = 0 at the northern edge of the pier.

For the 365 days beginning October 25, 2014, hourly significant wave height Hs (zeroth

moment of the hourly energy spectrum) and peak period Tp (period of the highest spectral

energy density) were observed at the pier end (square, Figure 4.1a and b) by the Coastal Data

Information Program (CDIP) station 073 pier-mounted Paros pressure sensor. When the sensor

was inoperative (< 7% of the time), a spectral refraction wave model with very high skill and

initialized from offshore buoys was used [O’Reilly and Guza, 1991, O’Reilly, W.C. and Guza,

R.T., 1998, O’Reilly et al., 2016].

Concurrently, a Campbell Scientific NR01 four-way radiometer located mid-pier (triangle,

Figure 4.1a and b) recorded one-minute averaged downwelling Qd
sw, and reflected upwelling

Qu
sw solar shortwave radiation (wavelengths 300 nm to 2800 nm) as described in [Sinnett and

Feddersen, 2016]. Although the radiometer was cleaned at regular intervals, rain or very dense
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Figure 4.1: (a) Google earth image of the SIO pier experiment site near mid-tide with the x and
y coordinates indicated. Locations of the wave and tide gauges (square) and radiometer (triangle)
are shown relative to the pier. The surfzone width Lsz (white dotted) extends from the offshore
limit of breaking xsz to the effective shoreline xsl where h = 0.28 m depth. (b) Cross-section
along the SIO pier depicting mean tide level (MTL) and mean bathymetry z = −h(x) versus
cross-shore coordinate x with wave gauge (square) and radiometer (triangle) locations indicated.
The radiometer elevation above MTL is z = 6.5 m (not to scale in b).

fog caused water to accumulate on the glass optics. Additionally, rarely occurring extremely low

tides moved the shoreline seaward of the radiometer location so that the sensors viewed sand

rather than water. Data during these times were flagged and removed from the record (6% of

all data). For this study, radiation data was hourly-averaged onto the same temporal grid as the

wave observations. Wave and radiation data were used to calibrate a parameterization relating

offshore wave energy to surfzone albedo as described in section 4.3.2 and detailed in [Sinnett and

Feddersen, 2016].
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4.3.2 Analysis

Wave Model

The cross-shore transformation of normally-incident narrow-banded waves on along-

shore uniform beaches is described by one-dimensional wave and roller transformation models

e.g., [Thornton and Guza, 1983, Battjes and Stive, 1985, Ruessink et al., 2001]. The wave

transformation is given by

〈εb〉=−
d
dx

(Ecg), (4.1)

where E is the wave energy density, cg is the linear group velocity given by peak period and depth

and 〈εb〉 is the bulk breaking wave dissipation. The wave energy density E = 1/16ρgH2
s , where ρ

is water density, g is gravity, and Hs is the significant wave height. The cross-shore wave energy

flux at location x is

F
(x)

wave = Ecg
[
Wm−1] . (4.2)

The model adapted here follows [Church and Thornton, 1993] with standard breaking parameters

(B = 0.9 and γ = 0.57).

Similarly, the wave roller transformation describes the dissipation along a breaking wave

face with energy equation e.g., [Ruessink et al., 2001]

d
dx

(2Erc) =−〈εr〉+ 〈εb〉. (4.3)

Here, Er is the roller energy density, c is the linear phase speed and roller dissipation 〈εr〉

(analogous to foam) is

〈εr〉=
2gEr sinβ

c
, (4.4)

with wave slope β = 0.1 e.g., [Deigaard, 1993, Walstra et al., 1996]. The model boundary

conditions are the pier-end year-long hourly Hs and peak period observations.
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A typical cross-shore wave transformation over bathymetry is illustrated with an example

from May 5, 2015 at 14:00 PDT (Figure 4.2a). Observed offshore wave height Hs = 1.4 m,

slightly increases onshore before breaking due to the shallowing bathymetry (set-up and set-down

are ignored in the transformation model). As waves break, Hs decreases from the outer surfzone

to the shoreline (black, Figure 4.2b) also reducing the wave energy flux Fwave (red, Figure 4.2b).

The example cross-shore 〈ε̂r〉 profile (black, Figure 4.2c) has peaks where waves are breaking

over shallowing bathymetry and troughs where bathymetry is flatter or wave height is very low.

Figure 4.2: Example cross-shore (x) variation of hourly-averaged parameters from May 5, 2015
at 14:00 local time. (a) Bathymetry h(x) (solid) and mean water level η (dotted), (b) significant
wave height Hs (black) and associated cross-shore wave energy flux Fwave from (4.2) (red),
(c) non-dimensionalized roller energy dissipation 〈ε̂r〉 from (4.11) and foam fraction ζ from
(4.12) as black and red respectively, and (d) albedo αsz (4.13). The offshore breaking location
xsz =−170 m and effective shoreline xsl =−22 m (black dashed in b, c and d). The cross-shore
averaged surfzone albedo αsz = 0.21 (black dashed) and albedo where waves are not breaking
(with clear sky conditions) αθ = 0.04 are indicated in (d).
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The outer-surfzone boundary, xsz is defined as the farthest offshore location where 〈ε̂r〉>

1×10−4 (vertical dotted in Figure 4.2b, c and d). In very shallow water, wave transformation

models contain significant error, so the “effective shoreline,” xsl is defined as the first offshore

location where h > 0.28 m; a depth selected where the average modeled 〈ε̂r〉 has an onshore

minimum. Waves in water shallower than h = 0.28 m are considered swash and this region is

ignored. The effective surfzone width Lsz is

Lsz = xsl− xsz [m]. (4.5)

For the example in Figure 4.2, xsz = −170 m and xsl = −22 m, making the effective surfzone

width Lsz = 148 m.

Wave Heating

Cross-shore wave energy flux is dissipated across the surfzone by breaking (4.1). Since

wave reflection on shallow sloping beaches is small [Elgar et al., 1994] as is export of mechanical

energy from the surfzone [Sinnett and Feddersen, 2014], the bulk of the wave energy flux is

frictionally dissipated inside the surfzone, eventually as heat. Assuming the surfzone is well

mixed, the heating from wave energy flux dissipation occurs over the entire surfzone width. Thus,

the surfzone area-averaged additional heat flux (relative to no wave breaking on the inner-shelf)

due to the dissipation of breaking waves is

Qwave =
F

(xsz)

wave−F
(xsl)

wave
Lsz

[
Wm−2] , (4.6)

where superscripts indicate the cross-shore flux location. In the example, at xsz, F
xsz
wave =

7500 Wm−1 but at xsl F
xsz
wave = 33 Wm−1 (red, Figure 4.2b) implying that at this example

time, there is a 7467 Wm−1 energy flux convergence in the surfzone (or ≈ 50 Wm−2) which is

largely viscously dissipated and converted to heat.
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Figure 4.3: Schematic depicting the shortwave solar radiation (Qsw, arrows) at different lo-
cations: the top of the atmosphere (dotted line) Qtop

sw , downwelling to the ocean surface Qd
sw,

upwelling (reflected) at the ocean surface Qu
sw, and water-entering Qsw. The solar zenith angle

is θs.

Solar Radiation

Top of the atmosphere shortwave solar radiation (Qtop
sw in Figure 4.3) is

Qtop
sw = Scos(θs)Γ

−2 [
Wm−2] , (4.7)

where S is the solar constant and Γ is the ratio of the actual to mean earth-sun separation distance

which varies on annual time-scales e.g., [Whiteman and Allwine, 1986]. Atmospheric attenuation

and clouds reduce Qtop
sw so that the downwelling radiation at the ocean surface is Qd

sw < Qtop
sw

(Figure 4.3). The atmospheric reduction in downwelling shortwave solar radiation is defined as

∆Qd
sw = Qtop

sw −Qd
sw

[
Wm−2] , (4.8)

and indicates cloudiness.

The shortwave albedo (reflectance) of the ocean surface is the ratio of the reflected
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(upward) solar radiation to the downwelling solar radiation at the ocean surface,

α =
Qu

sw
Qd

sw
, (4.9)

so that the water-entering shortwave radiation (Figure 4.3) is

Qsw = Qd
sw(1−α)

[
Wm−2] . (4.10)

Thus, changes to either the available downwelling radiation Qd
sw or the albedo α affect the

water-entering shortwave radiation and thus solar heating.

Breaking Wave-induced Albedo Increase

Standard non-wave breaking albedo parameterizations depend on the solar zenith angle θs

(sun declination angle from vertical) [Payne, 1972, Briegleb et al., 1986, Taylor et al., 1996]. Yet

in diffuse light (defined here when the ratio of atmospheric reduction in shortwave radiation to

top-of-atmosphere shortwave radiation ∆Qd
sw/Qtop

sw > 0.5) ocean surface albedo is near 0.06 and

no longer depends on θs [Payne, 1972]. Thus, in this study, the inner-shelf albedo (where waves

are not breaking) αθ is defined following [Taylor et al., 1996] treating the surface of the ocean

as a specular reflector in direct sunlight making albedo only a function of solar zenith angle θs.

Latitude and local time define θs following [Reda and Andreas, 2008]. In diffuse light, αθ = 0.06.

In the surfzone, however, albedo is also dependent on the amount of surface foam present

due to the passage of breaking waves. Following [Sinnett and Feddersen, 2016], foam fraction ζ

is a function of the non-dimensionalized wave roller dissipation 〈ε̂r〉 (denoted with ( .̂)),

〈ε̂r〉=
〈εr〉

ρ(gh)3/2 . (4.11)

Over the range of 〈ε̂r〉 typically observed at this location, the foam fraction ζ and 〈ε̂r〉 are linearly
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Figure 4.4: Yearlong time series of (a) daily maximum solar radiation at the top of atmosphere
(max)Qtop

sw (red) and hourly averaged downwelling shortwave solar radiation to the ocean surface
Qd

sw (black), (b) daily percent reduction of downwelling solar shortwave radiation due to cloud
cover ∆Qd

sw/Qtop
sw , (c) pier-end significant wave height Hs, and (d) surfzone width Lsz (4.5).

Seasons denoted in (a) are 91 days long, centered on each solstice and equinox. Data in (a) is
removed when rain obscured the radiometer.

related [Sinnett and Feddersen, 2016] so that

ζ(x) = m〈ε̂r〉(x), (4.12)

where, m = 398 is a constant fit parameter. The example cross-shore ζ profile (red, Figure 4.2c)

includes locations near x =−75 m and x =−40 m that are nearly continuously covered in foam,

while only a few (large) waves break seaward of x = −150 m reducing ζ. Under extremely
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energetic wave conditions, parts of the surfzone can saturate so that the fit produces ζ > 1. When

this occurs (less than 4% of the time) the foam fraction is restricted to the physical maximum

ζ = 1.

The wave affected (surfzone) albedo αsz has contributions from both the foam-covered

and foam-free surface, making

αsz(x) = ζ(x)αf +(1−ζ(x))αθ, (4.13)

(Figure 4.2d). Here, αf = 0.465 from the best-fit slope in [Sinnett and Feddersen, 2016], and αθ

is the parameterized albedo of foam-free water as a function of solar zenith angle e.g., [Taylor

et al., 1996]. The cross-shore surfzone average foam fraction is

ζ =
1

Lsz

xsz∫
xsl

ζdx. (4.14)

which yields a cross-shore average surfzone albedo αsz through (4.13),

αsz = ζαf +(1−ζ)αθ, (4.15)

The area-averaged difference in water-entering solar radiation (4.10) between the surfzone and

inner-shelf is then

∆Qw
sw = Qd

sw(αθ−αsz)
[
Wm−2] . (4.16)

Both the amount of available downwelling radiation Qd
sw and the albedo difference between

surfzone and inner-shelf affect ∆Qw
sw. As αsz > αθ, the foam-induced surfzone albedo creates a

net surfzone cooling relative to the inner-shelf.
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4.4 Observations and Results

4.4.1 Observed Qd
sw, Hs, Fwave and Albedo

At the top of the atmosphere at the experiment site, solar radiation Qtop
sw varies with θs

on diurnal and seasonal time scales, so that the daily maximum Qtop
sw (red, Figure 4.4a) contains

only seasonal variation. At the water surface (bottom of the atmosphere) available downwelling

solar radiation Qd
sw primarily varied diurnally, but also varied at synoptic to seasonal time scales

(black, Figure 4.4a). On clear days, atmospheric attenuation caused the ratio of the atmospheric

shortwave reduction to the radiation at the top of the atmosphere (∆Qd
sw/Qtop

sw ) to be near 0.25,

whereas clouds decreased the available Qd
sw further (Figure 4.4b). In winter, cloudy periods

usually lasted a few days (jagged peaks, Figure 4.4b) and were frequently accompanied by rain

causing short Qd
sw data gaps. In the very late spring and early summer, coastal fog persisted for

longer periods causing ∆Qd
sw/Qtop

sw to remain elevated longer (Figure 4.4b). Early spring, late

summer and early fall were typically less cloudy.

Pier-end significant wave height Hs typically varied synoptically between 0.5 m and 1.5 m,

with generally larger wave events in winter and spring, and smaller waves in summer and fall

(Figure 4.4c). Pier-end peak period (wave period containing maximal spectral energy) was usually

between 7 s and 13 s. The mixed barotropic tide typically varied ± 1 m (not shown) inducing a

roughly ±43 m variation in xsl. Wave and tide conditions, together with the evolving bathymetry,

affected the surfzone width Lsz (Figure 4.4d). Average Lsz = 84 m, but was at times above 150 m

during strong wave events and as small as 4 m when waves were small. Time periods were

excluded when waves were small and xsz was in less than 0.5 m depth (i.e., Lsz < 10, less than

0.2% of all data).

At the outer surfzone boundary, wave energy flux F
(xsz)

wave = 2149± 1826Wm−1 driven

primarily by variable Hs through (4.2) on synoptic time scales (Figure 4.5a). The quadratic

relationship between Fwave and Hs (4.2) means large wave events (typically in winter with a few
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Figure 4.5: Hourly (a) pier-end wave energy flux Fwave (4.2) and (b) cross-shore averaged
surfzone albedo αsz (4.15) versus time of year.

in spring) have an outsized contribution to Fwave. Seasonal Hs variability affected Fwave, with

Fwave generally elevated in wintertime and reduced in summertime. The cross-shore average

surfzone albedo αsz (4.15) had mean value of 0.28 (more than 3 times the mean inner-shelf

albedo), and varied with standard deviation of 0.07 (Figure 4.5b). Variation in αsz is due to both

diurnal variation in αθ (related to θs) and the foam fraction ζ through (4.13).

As the reduction in water entering shortwave solar energy ∆Qw
sw (4.16) depends on αθ,

αsz and Qd
sw (all of which have diurnal dependance), and Qd

sw is constant over the surfzone and

inner-shelf, the overall impact of αsz relative to αθ is effectively demonstrated over daylight

time-periods with ensemble averages. Observations made when solar zenith angle |θs| > 80◦

are removed to avoid interference with a coastal bluff or atmospheric effects near the horizon.

The remaining data are then binned by each 24-hour period and daylight hours are normalized

onto a standard 12 hour vector to remove seasonal daylight variation, allowing direct inter-day

albedo comparison. Daily ensemble averaged αθ (blue line, Figure 4.6) has solar zenith angle θs

dependence, with elevated albedo at low sun angles near sunrise and sunset. Seasonal variation in

θs and cloud cover variation account for the αθ deviation from the mean (blue shaded). As the
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Figure 4.6: Daily ensemble averaged albedo with no wave breaking αθ (blue) and daily
ensemble averaged cross-shore averaged surfzone albedo αsz [Sinnett and Feddersen, 2016]
(red) versus normalized time of day. Shading is ± one standard deviation from the mean.

surfzone has fractional foam coverage, αsz retains some θs dependance and is similarly elevated

at high sun angles (red line, Figure 4.6). However, mid-day ensemble averaged αsz is 0.19 larger

than αθ. Wave, tide and bathymetry variability influence ζ and thus contributes to the added αsz

variability (red shaded).

4.4.2 Competing Wave Effects: ∆Qw
sw and Qwave

Wave breaking has two competing effects that heat and cool the surfzone relative to

the inner-shelf (where waves are not breaking). Breaking wave energy dissipation Qwave (4.6)

leads to surfzone heating. Wave breaking also increases albedo, thereby reducing the water-

entering shortwave solar radiation relative to the inner-shelf by an amount ∆Qw
sw (4.16). Hourly

observations of Hs and Qd
sw (section 4.4.1) are used to estimate Qwave through (4.6) and (4.2),

and ∆Qw
sw through (4.16) and (4.15). Variability in Qwave and ∆Qw

sw occur on seasonal, synoptic,

diurnal and semi-diurnal timescales through variation in Hs, θs and Lsz. Here, Qwave and ∆Qw
sw

are daily (24 h) averaged to examine breaking-wave effects on the longer synoptic and seasonal

timescales. Henceforth all “Q” variables will be daily-averaged.
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Figure 4.7: Yearlong time series of daily (24-hour) averaged wave-heating Qwave (4.6), and
reduction in solar heating through the breaking wave albedo reduction in solar heating ∆Qw

sw
(4.16) as indicated in the legend.

Breaking-wave related heat-flux contributions varied over the year (Figure 4.7) with

Qwave always increasing (positive) heat flux and ∆Qw
sw always reducing (negative) heat flux to

the surfzone relative to the inner-shelf. Over the year, the mean and standard deviation of the

daily-averaged Qwave = 28±11 Wm−2 (red) and ∆Qw
sw =−41±16 Wm−2 (blue), thus at this

location, wave breaking typically reduced the surfzone heat flux relative to the inner-shelf. Daily

averaged Qwave and ∆Qw
sw were uncorrelated (r2 = 0.04). Both Qwave and ∆Qw

sw had similar

variability at synoptic (2-10 day) timescales. Monthly to seasonal variations in Qwave are driven

by variations in Hs (Figure 4.4c), while monthly to seasonal variation in Qd
sw are driven by

variations in clouds, Qtop
sw , and waves. Throughout most of summer, clouds reduced Qd

sw and

waves were small (Figure 4.4a-c). Thus, the yearly maximum ∆Qw
sw occurred in April when

waves were larger and cloudiness lower, and not at the summer solstice when Qtop
sw is maximum.

The relative effects of Qwave and ∆Qw
sw have a seasonal dependance (Figure 4.8). In winter,

Qtop
sw is low and cloudiness ∆Qd

sw/Qtop
sw can be high reducing ∆Qw

sw. Wintertime waves are also rel-

atively large with Qwave > 40 Wm−2 about 20% of the time. The combined effect in winter heats
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Figure 4.8: Daily averaged change to solar heating ∆Qw
sw versus the daily averaged wave

heating Qwave for each season. Symbols are shaded according to ∆Qd
sw/Qtop

sw representing bulk
cloudiness (Figure 4.4b). Daily-averaged values fall to the right or left of the 1:1 line (solid
black) contributing to net heating or cooling respectively (relative to the inner-shelf).

the surfzone relative to the inner-shelf 47% of the time (Figure 4.8a). In contrast, summertime

waves were relatively small with Qwave > 40 Wm−2 only 5% of the time. The combined effect in

summer cools the surfzone relative to the inner-shelf 89% of the time (Figure 4.8c).

Spring is characterized by a wide distribution of both Qwave and ∆Qw
sw (Figure 4.8b).

Spring had few clouds, with ∆Qd
sw/Qtop

sw > 40% roughly a quarter of the time (compared to

over half the time in summer). Spring also contained some of the largest observed Hs, with

daily-averaged Qwave > 50Wm−2 11% of the time. Such large Qwave conditions also happened

4% of the time in winter, and not at all in summer. Fall is characterized by only a slightly lower

∆Qw
sw distribution compared to summer (Figure 4.8d). Fall Qtop

sw is smaller than in summer (red,

Figure 4.4a), yet fall ∆Qd
sw/Qtop

sw was lower (33% compared to 58%) such that mean Qd
sw was
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reduced by only 5%. Occasional large wave events in late fall (more typical of winter conditions)

widened the fall Qwave distribution compared to summer.

4.4.3 Surfzone Adiabatic Temperature Change

As temperature is the relevant physical quantity to circulation dynamics and ecology,

relating Qwave and ∆Qw
sw to an adiabatic temperature change is useful for gauging the relative

effects. Relative to the inner-shelf, the daily-averaged combined (Qwave and ∆Qw
sw) surfzone heat

flux Qnet is

Qnet = Qwave +∆Qw
sw

[
Wm−2] , (4.17)

with positive Qnet implying surfzone warming relative to the inner-shelf. The daily adiabatic

temperature change ∆T caused by Qnet at a surfzone of constant slope is

∆T =
tday Qnet

1/2hsz ρ |cp|
[◦C] , (4.18)

where tday = 86400 s is the duration of a day and hsz is the depth of the outer surfzone boundary.

This assumes no heat exchange between surfzone and inner-shelf or other breaking-wave related

air-sea fluxes.

At the experiment site, ∆T (black dots, Figure 4.9) was negative 75% of the time due

to Qnet, with a yearly mean and standard deviation of ∆T =−0.5±0.6 ◦C. The ∆T mean and

standard deviation also varied seasonally (red dots and red lines, Figure 4.9). Wintertime mean

and standard deviation ∆T = 0.0±0.4 ◦C as wintertime Qnet is near zero (compare red and blue,

Figure 4.7). Beginning in early spring, ∆T typically becomes negative, with mean and standard

deviation ∆T = −0.7± 0.5 ◦C between March and September. In late summer and early fall

∆T can be as low as −1.9◦C when cloudiness is low. Daily ∆T variability was also largest in

spring and late summer when Qtop
sw was high, but the presence of clouds or coastal fog caused

large changes in ∆Qd
sw. The late fall reduction in Qtop

sw and general increase in Hs (see Figure 4.4a
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Figure 4.9: Yearly time series of daily adiabatic surfzone temperature change ∆T (black dots) as
in (4.18) due to the competing wave effects of wave heating Qwave and albedo-induced reduction
of solar heating ∆Qw

sw. Monthly averages (red dots) and ± standard deviation (red lines), along
with the ∆T = 0 (dashed black) are highlighted for reference.

and c) prompts a return to winter conditions. The relative Qtop
sw , clouds, and Hs magnitudes in turn

affect the relative strength of Qwave and ∆Qw
sw. Different locations containing different parameter

space will respond differently.

4.5 Discussion

At the La Jolla CA experiment site, the parameters Hs, h(x), Qd
sw, Qtop

sw , and cloudiness

∆Qd
sw/Qtop

sw have been shown to contribute to the breaking-wave induced heating or cooling of

the surfzone relative to the inner-shelf. Here, Qwave and ∆Qw
sw are placed in the context of a

previous surfzone heat budget. Then, Qwave and ∆Qw
sw scalings for a constant slope surfzone are

explored, leading to potential application at other sites with variable Qtop
sw , clouds, incident waves,

and beach slope. Lastly, Qwave and ∆Qw
sw are considered in the context of other possible breaking

wave effects to the sensible and latent heat.
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4.5.1 Qwave and ∆Qw
sw in Context

The inclusion of wave-heating improved a summertime binned-mean surfzone heat budget

on diurnal and longer time-scales [Sinnett and Feddersen, 2014]. However here summertime

|∆Qw
sw|> |Qwave|, though as there is no correlation between Qwave and ∆Qw

sw (r2 < 0.04), including

Qwave but not ∆Qw
sw still improved the binned mean slope by reducing the unexplained variance.

[Sinnett and Feddersen, 2014] found a net surfzone cooling of ≈ 5200 Wm−1 (or ≈ 62 Wm−2

over the average Lsz). Thus, ∆Qw
sw may account for over half the inferred net cooling. Advective

processes, such as transient rip currents or internal waves e.g., [Sinnett et al., 2018], or wave-

related modifications to the latent of sensible heat flux may contribute to the remaining required

surfzone cooling. Examination of the full surfzone heat budget is warranted to address the

remaining residual cooling and variability at diurnal and faster time scales.

4.5.2 Scaling for an idealized surfzone

The surfzone averaged Qwave =Fwave/Lsz. Similarly, the surfzone averaged non-dimensionalized

roller dissipation is scaled as

〈ε̂r〉=
Fwave/Lsz

ρ
(
ghsz

)3/2 , (4.19)

where the average surfzone depth hsz = Hs/(2γ) and γ is a standard breaking parameter as in

section 4.3.2. Although ∆Qw
sw and Qwave are uncorrelated, both parameterizations depend on

incident wave conditions, so a relationship exists between the two with added variability from the

other non-wave factors such as slope s and Qd
sw. Here, we investigate how parameterized Qwave

and ∆Qw
sw on an idealized beach with constant slope s and incident plane-parallel narrow-banded

waves respond to changes in Hs, s and Qd
sw.

As the surfzone averaged wave and roller dissipation are equivalent, non-dimensionalizing

(4.1) and substituting in (4.12) then (4.14) allows estimation of ζ for an idealized surfzone of
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constant slope s as

ζ =
mQwave

ρ
(
ghsz

)3/2 =

√
2

8
msγ

2 (4.20)

For an idealized surfzone with constant γ, the area-averaged foam fraction (and thus αsz) is

independent of Hs to leading order. Instead, ζ is linearly related to beach slope. Daily averaged

∆Qw
sw and Qd

sw are expected to be related such that

∆Qw
sw

Qd
sw

= ζ(αθ−αf) . (4.21)

The right hand side of (4.21) is constant for constant s, meaning ∆Qw
sw versus Qd

sw (Figure 4.10)

should have a constant slope.

Daily averaged ∆Qw
sw is correlated with Qd

sw (r2 = 0.5) (Figure 4.10) with best-fit slope

-0.19 (red line) representing the right hand side of (4.21) or the daily averaged albedo difference

between the inner-shelf and the surfzone αθ−αsz (as in 4.16). Deviations from this slope are due

to the uncorrelated tidal and Hs variation interacting with the real and slowly varying bathymetry

causing variance in αsz and Lsz. With an idealized (constant) bathymetric slope, the surfzone

averaged foam fraction (4.20) applied to (4.22) yields a slope ζ(αθ−αf) =−0.21 (black line,

Figure 4.10). The correlation between ∆Qw
sw and Qd

sw and the similarity between the theoretical

and best-fit slope (Figure 4.10) demonstrate the suitability of (4.20) and (4.21) to effectively scale

∆Qw
sw on gently sloping and alongshore uniform beaches.

The relative importance of surfzone area-averaged ∆Qw
sw to Qwave for an idealized bathymetry

is derived from (4.20) using (4.15) and (4.16), expressed as

|∆Qw
sw|

Qwave
=

[∣∣∣∣∣2
√

2mγ3/2 (αθ−αf)

ρg3/2

∣∣∣∣∣
]

Qd
sw

H3/2
sb

, (4.22)

which is independent of the bathymetric slope. Here, Hsb is the significant wave height at breaking

(xsz). With the daily-averaged clear-sky inner-shelf albedo 〈αθ〉= 0.06 e.g., [Payne, 1972], the
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Figure 4.10: Daily-averaged change in water-entering shortwave solar radiation ∆Qw
sw (4.16)

between the surfzone and inner-shelf versus observed daily-averaged downwelling solar radiation
Qd

sw. Symbols are identified (color and shape) by season with the best-fit slope of -0.19 (red
line) and idealized slope from (4.20 and 4.22) of -0.21 (black line). The squared correlation
r2 = 0.5.

bracketed quantity is constant and ≈ 6.212×10−3. Thus, the seasonal variation in Figure 4.8

(points relative to the 1:1 line) can be understood from (4.22) as dependent on the ratio of Qd
sw to

H3/2
sb .

The Qd
sw to H3/2

sb ratio affecting the relative contribution of surfzone to inner-shelf ∆Qw
sw

cooling and Qwave heating through (4.22) is affected by three varying parameters. Cloudiness and

Qtop
sw affect Qd

sw, in the numerator of (4.22). The Qtop
sw can be easily estimated through (4.7), and

cloudiness (atmospheric attenuation or optical depth) may be obtained from terrestrial or satellite

products such as e.g., [CERES, 2018]. The third parameter is wave height at the breakpoint Hsb,

which is commonly measured with predictions available at many locations (as here with data

from CDIP e.g., [O’Reilly and Guza, 1991, O’Reilly, W.C. and Guza, R.T., 1998, O’Reilly et al.,

2016]).

These three parameters (clouds, Qtop
sw and Hsb) vary by season and location affecting
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(4.22). For example, when clouds are low in tropical latitudes where Qtop
sw is very high, Qd

sw is

also high. Thus, surfzone cooling relative to the inner-shelf (∆Qw
sw) is dominant except for only

extreme Hs conditions. When there are clouds, or in latitudes or seasons with low Qtop
sw , Qd

sw drops.

Subsequently, ∆Qw
sw is reduced allowing Qwave to become relatively more important, even during

relatively low Hsb conditions. Thus, the scalings for 〈ε̂r〉 (4.19), ζ (4.20), and ∆Qw
sw (4.21) allow

for estimation of the relative importance of ∆Qw
sw to Qwave (4.22) for a variety of locations and

conditions.

4.5.3 Application to the Surfzone Heat Budget

Breaking waves induce other heat fluxes in the surfzone relative to the inner-shelf. For

example, breaking waves affect the sensible and latent heat flux. Surfzone sensible heat flux

covariance measurements had an additional contribution due to spray from breaking waves

not included in the COARE parameterization [MacMahan et al., 2018]. For the average wave

dissipation observed at this site, additional sensible heat flux due to breaking wave spray is

approximately to be ≈ 5 Wm−2; relatively small compared to Qwave and ∆Qw
sw at Scripps Beach.

Spray droplets produced by breaking are typically large [Andreas, 2016] and quickly fall back

to the surface before exchanging latent heat [Veron, 2015, MacMahan et al., 2018]. However,

the enthalpy exchange coefficient may be larger for a foamy sea surface than a foam-free ocean

[Chickadel, 2018]. Separate spray-mediated and interfacial parameterizations may be required to

accurately account for enthalpy fluxes in high spray conditions, similar to those done for high

winds e.g., [Andreas, 2011, Richter and Stern, 2014]. Thus, accurate surfzone spray models may

be needed in addition to the surface foam fraction ζ to parameterize wave effects on latent heat

exchange. Surfzone spray and aerosol properties also depend on breaking wave dissipation 〈εr〉

[van Eijk et al., 2011b].
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4.6 Summary

The nearshore (surfzone and adjacent inner-shelf) region is a dynamic and biologically

important region. Temperature can affect many biological processes here, with temperature

gradients also affecting transport and mixing between the surfzone and inner-shelf. Heat and

solar radiation budgets for this region typically overlook breaking wave effects, and the relative

importance of this adjustment is unknown. Here, wave heating due to viscous dissipation

of breaking waves Qwave is parameterized from [Sinnett and Feddersen, 2014], and surfzone

cooling relative to the inner-shelf due to the presence of breaking wave foam through ∆Qw
sw is

parameterized from [Sinnett and Feddersen, 2016] using yearlong observations of waves and

solar radiation. The resulting competing heating and cooling effects are quantified for this site,

while scalings for these terms suggest how surfzone waves may affect heat and radiation budgets

at other locations and beaches.

Wave energy flux at the outer surfzone boundary F
xsz
wave = 2149± 1826 Wm−1, which

dissipated over Lsz yielding a daily-averaged wave heating contribution Qwave = 28±11 Wm−2.

Breaking surfzone waves partially covered the surfzone in foam, increasing albedo on average

by a factor of 3 relative to the inner-shelf. The increased surfzone albedo subsequently reduced

the shortwave solar radiation relative the inner-shelf creating a shortwave radiation difference

∆Qw
sw =−41±16 Wm−2. The combined relative effect of Qwave and ∆Qw

sw to the surfzone heat

budget had seasonal dependence, with a positive heat flux 47% of the time in winter, but only

11% of the time in summer. Usually at this location, Qwave and ∆Qw
sw together act to cool the

surfzone relative to the inner-shelf.

On a flat and constantly sloping shallow beach, the average surfzone foam fraction can

be scaled as a function of beach slope (4.20). Thus, surfzone averaged αsz is independent of Hs

and the albedo difference between the surfzone and where waves are not breaking is constant.

The relationship between ∆Qw
sw and Qd

sw at the experiment site (Figure 4.10) predicts a surfzone
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albedo 0.19 higher than the inner-shelf. The scaled albedo difference for a beach with constant

(similar) slope has good agreement (within 0.04). Similar scalings are applied to the relative

breaking wave surfzone heat flux contribution (4.22). The amount of additional surfzone cooling

or heating relative to the inner-shelf is related to the ratio of Qd
sw to H3/2

s at the outer surfzone

boundary. Thus, for locations that are usually very sunny (few clouds and low latitudes) Qd
sw

is high and waves act more to cool the surfzone. Conversely, in high latitudes, where there are

clouds, or when H3/2
sb is large, waves may heat the surfzone relative to the inner-shelf.

The Qwave and ∆Qw
sw contributions to the surfzone heat budget are uncorrelated, allowing

the addition of just Qwave to improve the fit to a surfzone heat budget [Sinnett and Feddersen,

2014]. A residual net surfzone cooling may be partially attributed to ∆Qw
sw, though breaking

waves may also impact the surfzone sensible [MacMahan et al., 2018] and latent [Chickadel,

2018] heat fluxes. The wave-induced competing heat flux terms Qwave and ∆Qw
sw are large enough

to have a significant effect on the surfzone heat budget.
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