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Highlights: (1) Laboratory investigations were used to refine a petrophysical model that links

induced polarization properties to soil characteristics. (2) We image the spatial distribution of

soil water content, CEC, mean grain size and permeability i. (3) Induced polarization is now

mature enough to be used in agriculture and to study the critical zone. 
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Abstract.  Estimates  of  soil  properties  such  as  Cation  Exchange  Capacity  (CEC),  water

content, grain size characteristics, and permeability are important in geotechnical engineering,

water  resources,  and  agriculture.  We  develop  a  non-intrusive  approach  to  estimate  these

properties in the field using spectral induced polarization (SIP) tomography. This geophysical

method  provides  information  about  the  frequency  dependence  of  the  complex  electrical

conductivity of porous media. Using 18 soil samples collected from a Bordeaux vineyard, we

first conducted a laboratory study using SIP over the frequency range 10 mHz-45 kHz. The

laboratory data  were used to confirm the accuracy of a recently developed dynamic Stern

layer petrophysical  model.  The results  are consistent  with published values from previous

works using soils.  A comparison was made by comparing the field complex conductivity

spectra and the experimental data at two locations where core samples were obtained.  The

model was then used in concert with field data to image the spatial distribution of CEC, water

content,  permeability,  and mean grain size along a vineyard transect.  For clay and sandy

textures found in the field, measured and estimated CEC agree rather well (from 6 to 40%

discrepancy). Our approach provides an efficient way to estimate important soil properties in a

non-invasive manner, in high resolution, and over field-relevant scales of the critical zone of

the Earth.

Keywords: Induced polarization;  chargeability,  soil;  grain size,  cation  exchange capacity,

water content, tomography, critical zone. 
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1. Introduction

Soils  are  an  essential  component  for  supporting  life  on  Earth.  Currently,  climate

change and land-use change (including mechanical, chemical, and biological disturbances) are

significantly  reshaping  soil  systems  (e.g.,  Acclimaterra  Report,  2018).  One  of  the  main

challenges of the coming decades is to combine protection of this finite soil resource (IPCC

Special Report on Climate Change and Land, 2019) and its use in relation with the important

context  of  growth  of  the  world  population.  Optimal  protection  and  management  of  soil

properties for soil conservation (Dumanski and Peiretti,  2013), geotechnical engineering of

the critical zone (Arthur, 2017), water resources (Arya et al., 1981; Ghanbarian et al., 2017),

and agriculture (Sainju and Singh, 1997; Oliver et  al.,  2013) require accurate information

about soil properties over field-relevant scales including soil grain size, permeability, cation

exchange capacity (CEC), and water content.  

Soil particle size distribution is an important soil property as it  controls soil texture

(e.g.,  Yolcubal  et  al.,  2004),  which  is  in  turm essential  regarding  soil  management.  The

connection  between  soil  texture  and  plant  competition  is  well-known  in

agricultural/viticultural soil management (e.g., van Leeuwen, 2010; Oliver et al. 2013) as well

as in ecology of species management (e.g., Pennington et al., 2017; Eckhart et al., 2017). The

clay,  silt,  sand  or  gravel  fraction  of  soil  texture also  influence  the  permeability,  a  key

parameter needed for groundwater flow and transport modeling (Lambe, 1955; Ikard et al.,

2014,  Hubbard,  2010).  Granulometry  can  be  estimated in  the  laboratory  through  several

methods  including  sieving/sedimentation  approaches.  For  instance,  the  French  official

standard NF X 31-107 involves  five particle size classes defining soils categories (clay, silt,

fine sand, coarse sand, coarse elements). More advanced methods include laser measurements

(NF ISO 13320-1)  combined with X-ray  methods  (i.e.,  Cnudde and Boone,  2013).  Laser
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granulometry  is  a  characterization  technique  based  on  light  diffraction.  The  laser

granulometry allows a continuous grain size distribution between 0.63 and 2000 microns (10

values per decade), relative to sieving/sedimentation method. 

Cation exchange capacity (CEC) is  an important  soil physico-chemical property.  It

represents the total capacity of soils to retain cations on soil particles at a given soil pH.  CEC

is mainly related to the content and type of clay and organic matter (Parfitt et al., 1995).  It

influences nutrient availability and characterize the reaction of soils to fertilizers (Hazleton

and Murphy 2007).  Water content can be locally determined with different probes such as

neutron probes, capacitive sensors, and Time Domain Reflectometry (TDR) (e.g., Gardner,

1986,  Topp,  2003).  'While  soil  sampling  for  water  content  determination  is  precise,  it  is

destructive,  time consuming,  and often expensive to carry out  using the sampling density

required to capture natural soil variability (e.g., Gebbers and Adamchuk, 2010). 

In recent decades,  geophysical  methods have been increasingly used for estimating

soil  texture  for  environmental  and agricultural  purposes  (e.g.,  Rubin and Hubbard,  2005;

Muzzamal et al., 2018). A variety of non-intrusive methods have also been increasingly used

to characterize soil  moisture,  e.g.,  Ground Penetrating Radar (GPR) (e.g.,  Huisman et al.,

2003),  electromagnetic  induction mapping (EIM) of resistivity  (e.g.,  Altdorff et  al.,  2017;

Zare et al., 2020), galvanometric electrical resistivity tomography (ERT, e.g., Friedman, 2005;

Shah  and  Singh,  2005;  Brunet  et  al.,  2010),  and  nuclear  magnetic  resonance  (NMR,

Legchenko et  al.,  2002). Petersen et  al.  (2005) and André et  al.  (2012) demonstrated the

relevance of geoelectrical methods for the characterization of the distribution of the different

soil types, their moisture and CEC (Grote et al., 2010; Li et al., 2018; Martinez et al., 2018;

Zare et al., 2020; Zhao, et al., 2020a, b).
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Each of  these geophysical  methods  has  however  intrinsic  limitations.  For  instance

GPR cannot be used in presence of conductive materials  such as clayey soils. In order to

reduce these intrinsic limitations, a combination of methods between geophysical and hard

data can represent an efficient  approach (e.g.,  Robinet et  al.,  2018).  While ERT has been

widely  used  to  estimate  field-scale  soil  moisture,  it  is  important  to  recognize  that  the

assumptions  used in  published works  may limit  their  applications.  Electrical  conductivity

depends on two contributions, bulk and surface conductivities, both characterized by distinct

dependence on the water content (Vinegar and Waxman, 1984, Revil et al., 1998). Surface

conductivity has been often neglected without justification. 

Here,  we  explore  the  value  of  Spectral  Induced  Polarization  (SIP)  method  for

estimating soil properties allowing to reinterpret field conductivity data without the need to

neglect  surface  conductivity.  With  SIP,  both  electrical  conductivity  and  (low-frequency)

polarization  are  investigated  over  a  range  of  frequencies.  Polarization  refers  here  to  the

reversible storage of electrical charges in a soil submitted to an applied electrical current. By

low-frequency polarization,  we mean polarization  mechanisms  occurring in  the frequency

range ~1 mHz-10 kHz. 

The  polarization  mechanisms  are  operating  at  the  grain  or  pore  scales  and  are

associated  with the electrical  double layer  coating the grains  (see Revil  et  al.,  2017a,  for

soils). The existence of such polarization mechanisms is responsible for a phase lag between

the electrical current and the electrical field (Olhoeft, 1981). These polarization mechanisms

are different in nature from the dielectric polarization involved at higher frequencies (> 1

MHz) and their study was initially pioneered in the realm of colloidal chemistry (e.g., Dukhin

and Shilov, 1974; Fixman, 1980). 
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Due to several recent key advances, the time has come to explore the value of  SIP

tomography for field-scale estimation of soil physiochemical properties in soil sciences. One

of these developments is related to the existence of precise laboratory and field equipment. In

SIP, in addition to measure an amplitude (resistance or conductance), we measure the phase

lag between the current and the voltage. Accurate measurements of small phase angles below

1 mrad are now possible (e.g.,  Zimmermann et al., 2008;  Kemna et al., 2012;  Revil et al.,

2012;  Schmutz  et  al.,  2014).  Another  key  step  forward  has  been  the  development  of  a

fundamental  polarization  theory  called  the  dynamic  Stern  layer  model,  that  describes  the

underlying physics of SIP of soils (Revil et al., 2017a and references therein). 

The paper is divided into three main sections.  We first summarize the background

theory. Then, we present a laboratory investigation regarding the relationships between the

soil texture, permeability, and CEC and SIP data. Finally, we show how the SIP method can

be applied in the field to image soil properties. 

2. Polarization model based on the dynamic Stern layer

The complex conductivity σ ¿ of a soil can be characterized by its amplitude and phase

lag between a sinusoidal current injected between two electrodes A and B and the potential

difference measured between voltage electrodes M and N. The amplitude  |σ| (in S/m) and

phase φ (in rad) can be recast into a complex-valued conductivity σ ¿
(ω ):

   σ ¿
(ω )=¿σ∨eiφ

=σ '
(ω )+i σ ' '

(ω ),                                           (1)

where i2 = -1, σ '  denotes the in-phase component (S m-1, associated with conduction), σ ' ' (S/

m-1, associated with polarization) the quadrature conductivity (e.g., Olhoeft, 1981; Kemna et

al., 2012), and  = 2  f is the pulsation frequency. The polarization of a soil is associated

with the ion accumulations at the grain scale because of the existence of the electrical double
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layer around the grains (Figure 1). The Stern layer is the layer coating directly the grains and

formed by counterions defined as ions of opposite charge to the charge of the mineral surface. 

The in-phase conductivity depends on two contributions corresponding to the bulk and

surface conductivities. At a given pulsation frequency   (expressed in rad s-1) the in-phase

conductivity can be expressed by (Vinegar and Waxman. 1984):

,                                                (2)

where  σ w (S  m-1)  denotes  the  pore  solution  conductivity  (temperature  and  salinity

dependent), , sw (dimensionless) denotes the pore water saturation (sw = 1 corresponds to full

saturation,  = sw,denotes the dimensionless volumetric water content,,  dimensionless,

denotes the connected porosity of the soil), F the formation factor (dimensionless) connected

to  porosity  by  F =  -m (Archie’s  law,  Archie,  1942),  and  σ s (S  m-1)  denotes  the  surface

conductivity,  which  depends  on  both  saturation  and  frequency.  The  exponent  m

(dimensionless) is called the first Archie exponent, the cementation exponent, or the porosity

exponent. The exponent n (dimensionless) denotes the second Archie exponent also called the

saturation exponent. Usually, we consider that n  m (Revil et al., 2013b). 

Values of the surface conductivity σ s (in S/m) range between two limits,   (Direct

Current, DC, surface conductivity at low frequencies) and  (a high-frequency asymptotic

value called the instantaneous surface conductivity).  The frequency dependence of surface

conductivity is however weak (less than 10%). Low and high frequencies are defined with

respect  to  the  distribution  of  the  relaxation  times  characterizing  the  materials.  These

relaxation times are themselves related to the distribution of characteristic length scales of the

porous material (typically pore or grain sizes). 
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In order to interpret complex conductivity spectra in a metal-free partially-saturated

porous material, a model called the dynamic Stern layer model is required (e.g., Revil, 2013a,

b, Revil et al., 2017a, Figure 1). Other low-frequency polarization mechanisms may exist such

as membrane polarization and metallic particle polarization mechanisms (Titov et al., 2002;

Revil  et  al.,  2015a),  but  they  are  not  consider  to  be  relevant  in  our  situation.  When  an

harmonic electric field  (t refers to time) is applied to a porous material, its

complex conductivity is written as (Revil et al., 2017a) 

. (3)

where τ  is a relaxation time (in s), and h (τ ) denotes a (normalized) probability density for the

relaxation  times  of  the  soil.  The  real-valued  quantity  σ ∞ (S  m-1)  corresponds  to  the

instantaneous conductivity of the soil while the real-valued term σ 0 (S m-1) corresponds to its

DC (Direct Current) conductivity (Figure 1). Their expressions are further described below.

The normalized  chargeability  M n corresponds to the difference between the instantaneous

conductivity  and  the  DC  conductivity  M n ≡ σ ∞−σ 0.  Note  that  if  the  chargeability  is

determined between two intermediate frequencies f1 and f2 (i.e., Mn(f1, f2) = ’(f2)-’(f1), f2 >

f1 it is necessarily smaller than the integrated normalized chargeability M n ≡ σ ∞−σ 0 because

the conductivity monotonically increases with the frequency. 

Equation  (3)  is  general.  When  the  polarization  length  scales  obey  a  log  normal

distribution, the complex conductivity can be expressed by a Cole Cole model

, (4)

where  c  denotes  the  Cole  Cole  exponent,  which  describes  the  broadness  of  the  density

probability distribution of the relaxation times, and  (dimensionless) denotes the
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chargeability. If the core samples are characterized by a bi-modal grain size distribution, we

can consider that the complex conductivity is given by a double Cole Cole model In this

paper,  we will  use  such  double  Cole  Cole  model  (Appendix  A)  to  determine  Cole  Cole

parameters for a collection of 18 soil  core samples from the test  site.  Sometimes the soil

samples can be characterized by very flat spectra (e.g., Vinegar and Waxman, 1984; Revil et

al., 2017a) and in this case, it is not possible to estimate the Cole Cole parameters, and the

spectra are better described by a constant phase model. 

When a soil is partially saturated with a pore water electrolyte and assuming that m 

n, Revil (2013a, b) obtained the following relationships:

     , (5)

   , (6)

, (7)

where equation (7) results from equations (5) and (6), ρg denotes the grain density (in kg m-3),

and CEC  denotes the cation exchange capacity of the soil expressed in C kg-1 or in meq/100 g

(1 meq/100 g = 963.20 C kg−1 in SI units),  (in m2s-1V-1) denotes the apparent mobility of

the counterions for surface conduction (associated with the in-phase conductivity) and  (in

m2s-1V-1) denotes the apparent mobility of the counterions for the polarization associated with

the quadrature conductivity  (see Vinegar  and Waxman,  1984).  From equations  (5) to  (7),

when  the  bulk  water  conductivity  dominates  the  conductivity,  the  phase  is  inversely

proportional to the saturation.i 

A dimensionless number R was introduced by Revil et al. (2017a, b, c) as . The

two surface conductivities mentioned above are given explicitly as  
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and  .  From Ghorbani et al.  (2018), we have  (Na+,  25°C) =3.1±0.3×10-9

m2s-1V-1 and (Na+, 25°C) =3.0±0.7×10-10 m2s-1V-1, and R  0.10±0.02. 

Considering  the  quadrature  conductivity  at  the  geometric  mean  frequency  of  two

frequencies f1 and f2 and the normalized chargeability defined as the difference between the in-

phase  conductivity  at  the  frequency  f2( >  f1)  and  the  in-phase  conductivity  at  the  lower

frequency  f1, we can connect the quadrature conductivity and the normalized chargeability

with (Van Voorhis et al., 1973; Revil et al., 2017a) 

, (8)

, (9)

and A denotes the number of decades between  and  (for 3 decades, we have A = 103 and

). Equations (7) and (8) provide the relationship between the quadrature conductivity

and the CEC. Equations (8) and (9) are not related to the dynamic Stern layer model and can

be derived from the constant phase model. That said, as noticed in Revil et al. (2017a), there

are very accurate for soils characterized by broad distribution of the relaxation times. From

equation  (8)  and  the  expression  of  the  surface  conductivity,  we  can  draw a  relationship

between the quadrature conductivity and the surface conductivity  as

. (10)

Since  R  and   are  both  two  constants  (independent  of  frequency,  temperature,  and

saturation),  this  means  that  the  quadrature  conductivity  and  the  surface  conductivity  are

proportional  to each other.  Equation (10) is  exact for the constant phase model,  which is

characterized by the absence of peaks in the quadrature conductivity spectra. 
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The last parameter to discuss in terms of soil property characterization is the Cole Cole

relaxation time . According to Revil et al. (2012), we have:

, (11) 

where  denotes the diffusion coefficient of the counterions in the Stern layer (in m2s-1).

The value of this diffusion coefficient  is connected to the mobility of the counterions, B,

by the Einstein relationship , where e is the elementary charge,  T denotes the

absolute temperature (in K), and  denotes the Boltzmann constant (1.3806×10-23 m2 kg s-2

K-1). At saturation, Equation (11) reduces approximately to  with m  2. With

equation (11) and equations (4) to (7), we can predict the effect of saturation on the shape of

the spectra. 

3. Laboratory investigations

3.1. Soil sample Analysis

18 soil disturbed samples were extracted with a hand auger along a 47 m transect in a

vineyard  located  near  Bordeaux (Léognan,  Gironde,  France).  Soils  along the  transect  are

dominated by colluviosol (Baize and Girard, 1998). The samples were acquired from horizons

H1 and H2 (see Figure 2) A total of 18 samples were extracted with a hand auger from the test

site along the profile and at depths ranging between 0.2 to 1 m (Tregoat (2007). The samples

were associated with the pedologic horizons H1, H2, and H3. Soil samples  E1, E4, E5, E7,

E8, E9, E12 and E17 belong to Horizon H1 (from 0 to 0.4 m). These soils are classified as

sands in the GEPPA soil classification, having gravel content up to 20%, silt content up to
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25% and clay content up to 7%. Core samples E2, E6, E10, E13, E18, E11, E14 and E19

belong to Horizon H2 (from 0.4 to 1 m). These samples are also classified as sand (with some

gravels up to 15%). The core samples E3 and E15 were extracted at a depth of 1 m at the

interface between Horizons H2 and H3. H2 is indicated as redoxic. The clay content in H2

may reach 12% and the silt fraction may range from 0 to 25%. The horizons H1, H2, and H3

are characterized by the presence of organic matter (0.7% in H1, 0.13% in H2, and 0.57% in

H3). Note that the presence of the organic matter can influence the CEC of the soil (Parfitt et

al., 2008). The swelling character of the soil may indicate the presence of smectite.  Typical

grain size distribution are shon in Figure 3. 

Additionally, a core was extracted on the profile at a depth of 3.3 m depth indicating

that there is no water table at least until a depth of 3 m . This core sample demonstrates the

existence of a compact clay layer below 1.5 m. This clay layer represents the non-calcareous

residue of the underlying limestones. Its existence and composition is of major importance for

explaining the properties of soils in the test site. Under the temperate climate of France, this

clay layer is rich in swelling clays like smectite (Platel et al., 2004) 

The granulometry of each sample was determined with a MALVERN Sizer 2000 laser

granulometer.  The sample texture is  defined according to the  soil  texture classification of

GEPPA (Groupe d’Etudes des Problèmes de Pédologie Appliquée, 1963). The dark colour of

the shallow samples (0-0.3 m) suggests that they contain organic matter. The porosity of the

soil  samples  was  estimated  with  weight  and volume measurements.  The cation  exchange

capacity was obtained with the cobalthexamine titration method (Aran et al. 2008). 

The pHH20 and pHKCl measurements are done according to the NF ISO 10390 norm,

which specifies a method for pH measurement using a glass electrode in a suspension of soil

diluted 1:5 (vol. fraction) in water and in a solution of KCl at 1 mol / l (pH of KCl) or in a
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solution  of  calcium  chloride  at  0.01  mol  L-1.  The  OM  measurements  were  performed

according to the NF ISO 14235 norm by sulfochromic oxidation This international standard

specifies a method for the spectrometric determination of the organic carbon content in soil

after oxidation in a sulfochromic medium. The properties of the core samples are summarized

in Tables 1 and 2. 

3.2. Laboratory SIP measurements

Frequency-domain  induced  polarization  measurements  were  performed  over  the

frequency range 10 mHz-45 kHz using the ZELSIP04-V02 impedance meter (Zimmermann et

al., 2008). We use the same experimental protocol and sample holder as in Revil et al. (2017a,

see Figure 4). Non-polarizable Ag/AgCl medical electrodes were used both for the current

injection (electrodes A and B) and potential electrodes M and N. Some spectra are shown in

Figure  5  together  with  the  equivalent  circuit  model  that  will  be  used  to  interpret  them

according to the theory described in Section 2. The spectra are fitted with the double Cole

Cole model described in Appendix A and the Cole Cole parameters are reported in Table 2. A

fit of the spectra is shown in Figure 6. 

3.3. Influence of the pore water salinity

The spectral response was measured for the 18 (disturbed) soil samples fully saturated

at  3  salinities  (NaCl  solutions)  corresponding  to  the  following  values  of  the  electrical

conductivity σ w = 0.0720, 0.56, and 6.22 S m-1 (at 25°C) using protocol developed in Revil et

al. (2017a). Just for completeness, we first washed the core samples, which are then saturated

under vacuum with a degassed NaCl solution of determined salinity. Then the samples are

stored one month to equilibrate with their solution. The volume of solution is such that the

cation exchange between the pore water and the surface of the grains will not impact the

conductivity  of the solution.  The reported  conductivity  is  anyway the conductivity  of the
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solution  measured  right  before  prior  performing  the  SIP  spectra.  Then  for  the  two other

salinities, the change of pore water solutions is done by diffusion with the samples in contact

with a new NaCl brine  to avoid desaturation of the core samples.

The dependence of the in-phase conductivity with the pore water conductivity (Figure

7) was used to invert the value of the formation factor F and surface conductivity S by fitting

the data  with equation (2) for each core sample.  Then,  for  each sample,  the cementation

exponent was determined from m = -log F / log S. Figure 7 shows that for low pore water

salinities (typically below 10-2 Mol L-1 equivalent NaCl), the (in-phase) conductivity of soils is

dominated by the surface conductivity because of the presence of the electrical double layer

surrounding the grains. The values of the formation factors and surface conductivity (at 1

Hertz) are reported in Table 1.

3.4. Petrophysical relationships

In Figure 8, the formation factor versus the (connected) porosity is plotted. The data

set is fitted with an Archie’s law . For the samples, a typical value of the cementation

exponent is about m  1.71±0.10. Then, we explore the relationship between the quadrature

conductivity and the surface conductivity. Both the quadrature and surface conductivity are

related to the electrical double layer and, according to the dynamic Stern layer model, their

ratio is a constant. This linear relationship is confirmed by the trend shown in Figure 9. We

then explore the relationship between the normalized chargeability (between 1 Hertz and 1

kHz) and the quadrature conductivity at the geometric frequency of 32 Hertz (see equations

11  and  12).  As  shown  in  Figure  10,  this  linear  relationship  is  also  confirmed  by  the

experimental data. The slopes of the trends show in Figures 9 and 10 can be used to estimate

the value of the mobilities B and . 
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3.5. Effect of the cation exchange capacity

Figures 11, 12, 13, and 14 show that the samples used in this study are consistent with

other  datasets  made  on  porous  rocks.  Surface  and  quadrature  conductivities  are  linearly

related to the cation exchange capacity of the material (surface conductivity refers here to the

instaneous  surface  conductivity,  which  is  close  to  the  DC  surface  conductivity).  The

dependence of the quadrature conductivity with the CEC is derived by combining equations

(7) and (8). The effect of the tortuosity of the bulk pore space is shown in Figure 13 for a set

of core samples with a broad range of porosity. 

3.6 The relaxation time

In Figure 15, we test the relationship  derived from equation (11) We

get a fair agreement between the model and the data with D(+) = (2.5±0.5)×10-9 m2 s-1. Given

that  most  of  the  core  sample  are  sandy soils,  at  low frequencies  (below 100 Hertz)  the

relaxation  1 primarily  reflects  the  sand  grains  (Appendix  A),  which  is  much  slower  in

principle  than  the  relaxation  of  the  clay  particles  (relaxation  2,  see  Appendix  A).  The

diffusion coefficient of sodium in water is close to D(+) ~1.5×10-9 m2 s-1, a value close to the

previous estimate (D(+) = (2.5±0.5)×10-9 m2 s-1). Note that the Stern layer of pure silica is weak

as discussed extensively in Revil (2014). In principle, the determination of the relaxation time

can be useful for estimating the mean grain sizes of the coarse fraction of the core sample. For

clay  minerals,  using  d =  2  m for  clay,   =  0.40  (Table  1),   =  2x10-5 s  (Table  2)  in

 yields 2×10-9 m2 s-1.

4. Field application 

4.1. Data acquisition
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A 47.25 m-long SIP profile was acquired in the vineyard (Figure 3) June, 26 in the

morning in 2017. Measurements were done after a moderate rain this day, that followed a

very dry period: the cumulative curve indicates 30mm rain since June 1. 

We used 64 electrodes with a spacing of 0.75 m. SIP data were acquired using an

eight-channel field impedance meter DAS-1 system from Multi-Phase Technologies (MPT,

http://www.mpt3d.com/das1.html). This system is based on a 24-bit A to D converter and

microprocessor. In the spectral IP operating mode, the system was operated at 14 frequencies

(0.125, 0.25, 0.5, 1, 1.5, 2.5, 5, 7.5, 12, 25, 37.5, 75, 112, and 225 Hz), covering therefore

three orders of magnitudes. Two stacks were performed. We used a pseudo-Wenner sequence

(144 measurements) and two cables, one for the current electrodes AB and one for the voltage

electrodes MN (Figure 16). The voltage electrodes MN were non-polarizable electrodes while

the current electrodes AB were stainless steel electrodes. The contact resistances between the

electrodes  and the ground was always below 3 kΩ, an acceptable  value according to  our

experience in operating field measurements.  The cables were placed approximately 40 cm

above the ground to reduce capacitive coupling effects. The acquisition took 3 hours. 

4.2. Dataset and tomography

We first plot the pseudo-sections of the SIP imaging data set independently for each

frequency. We filtered the 5 Hz component of the dataset because of an issue with the DAS

equipment,  and filtered or suppressed other outliers that may have occurred.  If the outlier

occurs  between neighbors  on the  phase-shift  versus  frequency diagram,  this  data  point  is

removed  out  of  the  dataset.  The  phase-shift  of  the  electrical  impedance  measurements

generally revealed quite smooth variations in the pseudo-section in the frequency range 0.125

Hz-37.5 Hz. The phase ranged from 0.7 mrad to 10.6 mrad at 0.125 Hz, and from 0  2mrad
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to 20 mrad at 37.5 Hz. No filtering was necessary between 0.125 to 7.5Hz. Some isolated

outliers  between  for  12,  25Hz had  been  removed,  and  severe  filtering  would  have  been

necessary up to 37.5Hz. Up to 37.5Hz and especially up to 75Hz, many inconsistent phase-

shifts  occurred related to  unwanted electromagnetic  (EM) inductive  and capacitive effects

(Ghorbani et al., 2009, Schmutz et al., 2014). Capacitive effects arise due to differences in the

contact resistances (i.e., between electrodes and the ground), or the conductive shields of the

cables and the surface (e.g., Zimmermann et al., 2008; Zhao et al., 2013). Inductive effects are

related  to  the  current  flow along the  cables  connecting  the  electrodes  and the  measuring

devices, and their magnitude is proportional to the cable length, the electrical conductivity of

the subsurface, and the frequency (e.g., Schmutz et al., 2014; Flores Orozco et al., 2018). The

pseudo-Wenner sequence provided very clean data. We did not have to perform any filtering

at all for the conductivity data. Regarding the phase, no data were filtered out in the frequency

band 0.125Hz - 2.5Hz, 5 data were removed at 7.5Hz, and 10 data were removed at 25 Hz.

We focus only on the first 4 m of the section for which the depth of investigation (DOI) can

be determined. . 

Each  frequency  of  the  whole  data  set  was  independently  inverted  with  the  code

IP4DI_2D (Karaoulis et al., 2013). The (Root Mean Square Error) RMSE is in the range 2 to

5% (5% at 25Hz) depending on the frequency. A finite difference mesh was created and the

covariance matrix was calculated taking into account the standard deviation of measurements.

We used a Levenberg-Marquardt inversion algorithm and the Jacobian matrix was updated at

each  iteration.  An  insulating  boundary  condition  is  used  at  the  ground surface  since  the

normal component of the current density vanishes at the ground surface. The mesh is built in

order to insure that the other boundaries mimic infinity boundary conditions for which the

potential is equal to zero. The inversion converged at the 5th iteration for all the frequencies.
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Once  each  frequency  had  been  inverted,  for  each  position,  we  developed  a  complex

conductivity  spectrum  over  the  frequency  range  0.125  to  37.5  Hz.  Figure  17  shows  the

resulting amplitude of the conductivity and the phase at 1 Hertz and Figure 18 shows the in-

phase conductivity and quadrature conductivity tomograms at the same frequency. 

In  order  to  test  equations  (8)  and  (9)  on  the  field  data,  we  represent  the  partial

normalized chargeability (determined as the difference between the in-phase conductivity at

25 Hertz and 0.25 Hertz) versus the quadrature conductivity  determined at the geometric

mean of 2.5 Hertz, as shown in Figure 19. According to equation (9), the slope  should be

2.9. The field data exhibit a linear trend fairly consistent with this prediction with a slope

close to 2.9. 

In Figure 20, we compare the field data to the laboratory data at the position of the

core samples E15 and E19. The observed shift between the field and laboratory data is likely

due  to  a  difference  in  the  saturation  between  the  laboratory  experiments  and  the  in  situ

conditions.  Figures 20c and 20d, we observe a very good correspondence between the field

and  laboratory  data  in  terms  of  dependence  with  the  frequency.  We  can  conclude  from

Figures 19 and 20 that the field data quality is sufficiently good and proceed with estimation

of soil properties, as is described in the next section.

4.3. A strategy to estimate soil properties 

Using the conductivity and phase data and equation (1), we obtain the tomograms for

the in-phase and quadrature conductivities. From the quadrature conductivity, we can image

the  normalized  chargeability   with   =  9  to  include  the  total  normalized

chargeability accounting for the full range of relaxation times. Then, using equations (5) and

(7)  and  solving  a  two  observations  (conductivity/normalized  chargeability)/2  unknowns

(water content, CEC) problem, we obtain:
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, (12)

. (13)
From equation (12) and (13), we estimate the water content and the CEC distributions using

the  conductivity  and normalized  chargeability  tomograms.  Consistent  with  our  laboratory

experiments on sandy samples, we use the following parameters for equations (12) and (13):

m = 1.71 (Figure 8),   = 2800 kg m-3 (average values measured on the core samples),  

(15°C) =3.0±0.7×10-10 m-2s-1V-1, R = 0.12, and (15°C) = 0.4 S m-1 representing the brackish

water influenced by the use of fertilizers at the site. The days before the field measurements,

fertilizers  were  indeed  amended,  and  this  was  a  period  of  heavy  fertilizing  because  of

heat/moisture that might lead to grape illness. Also, it was a dry month (30 mm cumulative

rainfall between June 1st and June 26th day) even if the day of the measurement a moderate

rain occurred before the measurements (a heavy rain occurred just after the measurements).

The quantities m, , R are saturation and temperature independent. 

Figure 21 shows the tomogram of CEC and water content  estimated using the field

data and equations  (14) and (15).  High CEC (>15 meq/100 g) values are consistent  with

swelling  clay  with  a  high  percentage  of  vermiculite  possibly  as  high  as  20%,  which  is

classical of a clay layer resulting from the weathering of the underlying calcareous bedrock.

Induced polarization can be used to estimate permeability at full or partial water saturation

(for instance Revil et al., 2015b). The soil permeability  k (m2) is estimated from the cation

exchange capacity CEC (in C kg-1) and the formation factor  F according to  

(Sen et  al.,  1990) where  k0 and  c are  two  fitting  parameters,   and
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. This equation was validated silicoclastic geological media. According

to Soueid Ahmed et al. (2020), this equation can be generalized to unsaturated conditions:

. (14)

Using Equation (14) with estimates from  spectral induced polarization tomography for the

water content and CEC, we image the soil permeability (Figure 22). This figure reveals that

the middle layer is quite impermeable (<< 1.10-15 m²) and may act locally as a seal. 

The last step is to use the relaxation time to estimate the spatial distribution of soil

mean grain size. We use the formula adapted to unsaturated conditions (see equation 11) to

relate the mean grain size to the water content,

, (15)

using m = 2. We apply equation (15) to each cell of the tomogram using the relaxation time

inverted from the spectra and the water content from the tomogram shown in Figure 21. 

At first, the agreement between the particle size fractions between the measured versus

the predicted values is only fair. Obviously the support volume for the two dataset is different

approximately 0.0002 m3 for the core samples versus 0.6m3 for the field data. That said,  the

main  granulometric  textures  are  well  retrieved  from the  geophysical  data  with  one  core

sample corresponding to clay (< 2m), 3 core samples corresponding to silts (2-20 m), and

15 core samples corresponding to fine sands (20 – 200 m). The clay and silt fractions can

only be detected thanks to the quadrature conductivity because of the frequency range used in

the  field.  regarding  the  15  core  samples  corresponding  to  fine  sand  according  to  the

geophysical data,, 12 core samples are effectively in the size range observed in the laboratory

(20-200 micrometers) and the 3 others are defined as coarser sands.

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461



21

The application of equation (15) is, however, not used in areas defined by quadrature

conductivity > 3.5×10-4 S m-1 and in the range 2.4×10-4 to 3.5×10-4 S m-1 corresponding to

clayey and silty areas, respectively. The resulting tomogram is shown Figure 23. This figure

can be divided into 2 parts. The first part corresponds to the sandy soils with a subdivision

between fine sands and silts (20-200  m), coarse sand (200-2000  m), and coarse material

like pebbles (>2000 m). In this part, the finest grain size (<80 m) may not be defined if the

characteristic frequency occur outside of the used frequency range, or in case of uncertainty of

the frequency peak if data filtering/suppression should occur at the highest frequency (37.5

Hz) used in our study. 

The second part of the figure corresponds to clay-silt material for which we assign the

value “20 m” for silts and “2 m” for clay, corresponding to the highest mean grain size for

clay and silt soil textures. We adopt this strategy as our field frequency range is restricted to a

narrow range. The results suggest the presence of sandy soils above and below a clay layer.

Also the obtained values are consistent with the values measured for the extracted samples,

and show an important heterogeneity of the soil texture classes. So, the relaxation times can

be used to infer an information regarding the grain sizes of the materials. 

5. Discussion 

We first summarize the procedure used in this work. We used 5 steps to estimate the

material  properties  of  interest  in  the  field.  (1)  We  inverted  the  in-phase  and  quadrature

conductivities for a range of frequencies. The quadrature conductivity was transformed into a

normalized chargeability for each cell used to discretize the subsurface. (2) For each cell, the

normalized  chargeability  and  the  in-phase  conductivity  are  used  to  determine  the  water

content and the CEC. (3) For each cell, the water content and the CEC are used to infer the

permeability. (4) The relaxation times are inverted cell by cell regarding the spectra at the
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corresponding cell. (5) At each cell, the water content and the relaxation times are used to

infer the mean grain size for this cell. 

The CEC values inferred from the spectral induced polarization tomography data are

consistent  with the  range of  values  obtained in  the  laboratory  (see  Tables  3 and 4 for  a

comparison). From our geophysical study, the CEC of the clay formation is found to be in the

range 25-55 meq/100 g (with a mean of 43 meq/100 g). This can be compared to the CEC of a

clay core samples taken inside the clay formation and characterized by a CEC in the range 40

meq/100 g (Table 4). In Figure 24, we compare the CEC determined from the geophysical

data and the CEC determined from the laboratory measurements. The values are averaged for

each texture (4 samples for texture SS, 8 samples for texture S1, 4 samples for textures Ls,

and 1 sample for each texture LL and AA). The geophysical data are able to predict the CEC

of the different textures (slope of 1.03, r2 = 0.93). 

The soil volumetric water content are globally low, in the range 9-25% close to the

surface. The shallow moisture values are consistent with TDR measurements ranging between

15 and 25 vol.% at a 8cm depth performed at the end of June consistently  with the field

induced polarization measurements. During the field measurements, the weather was warm

(25-30°C) and the weather was dry (30mm cumulated precipitation for the last 3.5 weeks

before the field data acquisition). The water table is located at a depth of 3.5 m. The clay layer

is likely water-saturated because of its high capillary pressure. The low water content of this

layer means that its porosity is low because it is composed of a high density clay material. 

The grain size tomography exhibits promising results since the derived grain sizes are

compatible with the ones expected from the samples analysis, pedology, and core drilling (see

Figure 15 and 23 and equation 15). The drilling attests that a strong swelling clay is also

present at deeper depths (between 1 and 3m). We can define 3 kind of categories of grain
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sizes.  The first  two are  composed of  clay  and silt  zones.  They are defined through their

imaginary part of the conductivity values. From the laboratory data, the clay zone is defined

by quadrature conductivities > 3.5×10-4 S m-1 while silt areas have quadrature conductivities

in  the  range  2.4×10-4 and  3.5×10-4 S  m-1.  The  third  grain  size  category  (nine  samples)

corresponds to fine sands with grains size typically around 100-125 m. For these samples,

the calculated main grain size retrieved from  spectral induced polarization tomography are

comprised between 101 and 233 m, with most values between 101 and 147 m, except for

sample  E15  and  E13  which  are  ~189  and  233  m  instead  of  125  m  (from  laser

measurements). Note also that a significant fraction of coarse elements may be present (or

even be predominant in some areas). The relaxation frequency of these coarse elements is

very low (between 0.25 and 5 Hz) outside the range investigated in the present study. In the

future, and to get a broader grain size distribution from SIP tomography, the frequency range

in the field the use of lower and higher frequencies should be considered.

Finally, a fundamental question is to know if, in field conditions, surface conductivity

is  negligible  or  not  since  in  a  large  number  of  studies  in  hydrogeophysics,  surface

conductivity is neglected without any discussion about this point. In Figure 25, we plot from

the  field  data  at  the  position  of  the  core  sample  the  normalized  chargeability  (from the

inversion of the spectra) versus the instantaneous conductivity. The slope being close to R =

0.13 (Figure 25a), this indicates that for the field conditions, surface conductivity dominates

the conductivity response in the field (if this is not the case, the slope should be smaller than

R). In Figure 25b, we plot some of the laboratory data in which the conductivity of the core

samples is plotted as a function of the conductivity of the pore water. We add the range of

plausible  pore  water  conductivities  in  the  field  conditions.  We  see  clearly  that  surface

conductivity is extremely important in the overall conductivity response of these sandy soils.
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Therefore the application of a conductivity equation neglecting surface conduction would be

erroneous. 

6. Conclusion 

Spectral Induced Polarization (SIP) in the frequency range 0.25-25 Hertz is a powerful

geophysical method to image soil properties. We apply here the dynamic Stern layer model of

induced  polarization  of  Revil  et  al.  (2017a)  to  a  new  dataset  of  soils  from a  Bordeaux

vineyard.  The  experimental  data  are  consistent  with  the  dynamic  Stern  layer  model  and

theory. The analysis is performed for the surface conductivity, the quadrature conductivity

and  normalized  chargeability,  and  the  main  relaxation  times  using  a  Cole  Cole  complex

conductivity model. From these results, a strategy was developed to interpret field data.  We

acquired field spectral induced polarization measurements in the frequency range 0.125 Hz to

75 Hz. The quality of the field data set was further checked by looking at the relationship

between the normalized chargeability (between 0.25 Hertz and 25 Hertz) and the quadrature

conductivity at 2.5 Hertz. Some comparisons were also made by comparing the field spectra

and the experimental data at 2 locations where core samples were extracted. Finally, the field

data were used to image the water content, the Cation Exchange Capacity, the mean grain

size, and the permeability down to a depth of 4 meters and validation stems from the first

meter of the subsurface. A shallow smectite-rich clay layer is identified and characterized. 

To the best of our knowledge, this is the first field scale estimation of CEC, grain size,

water content, and permeability using spectral induced polarization tomography in soils. That

said,  the quality  of predictions  need to further  assessed in future studies embracing more

divers environments, soil use (e.g., including roots)   and combined with soil measurements

The  present  study  confirms  also  the  applicability  of  the  dynamic  Stern  layer  model  to
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understand induced polarization of soils in terms of fundamental physicochemical parameters.

We have shown that surface conductivity cannot be neglected in the field.  Spectral induced

polarization tomography can be now used for agricultural purpose and the study of the critical

zone and the method needs to be improved to higher frequencies. The present approach has

assumed  that  sodium  was  the  main  counterions  in  the  Stern  layer.  The  influence  of

heterogeneity in the chemistry of the soil samples could be accounted for. In irrigated fields,

heterogeneous distribution of chemical species (especially in the vertical direction) can occur

and a more complex dynamic Stern layer model should be applied as shown by Vaudelet et al.

(2011a, b).  
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Appendix A. Inversion of the Cole Cole parameters

We consider that the grain size distribution is bimodal with coarse grains (sands) and

small grains (clays). The corresponding double Cole-Cole equation is written as

(A1)

where  M1 and  M2 denote  the  chargeabilities,  c1 and  c2 are  the  two  Cole-Cole  exponents

(dimensionless), and τ1 and τ2 are the (relaxation) time constants (in s). The index 1 and 2 refer

to lower (sand) and higher (clay) frequency dispersions, respectively. The (integrated or total)

normalized chargeability Mn is obtained as .

The complex conductivity spectra can be inverted using equation (A1) and the non-

linear iterative approach of Mosegaard and Tarantola (1995) based on a Monte Carlo Markov

Chain (MCMC) sampling algorithm. The Bayesian approach describes the prior information

we have on the model vector, using a probability density P(m) where  m denotes the model

vector  of  unknown parameters  m  = [log( );  M1;  c1;  log(τ1);  M2;  c2;  log(τ2)].  Then,  the

algorithm  combines  this  information  with  the  observed  data  vector  dobs and  with  the

information provided by the double Cole-Cole model, L(m), as described by equation (A1). In

Bayesian theory, the posterior probability density  σ(m) equals the prior probability density

P(m) times a likelihood function  L(m), which measures the fit between observed data and

data predicted from the model vector m, i.e, σ (m )=k ∙ P (m ) ∙ L ( m ), where

h denotes a normalization constant. We describe the complex conductivity data by a vector of

observed values dobs characterized by Gaussian uncertainties associated with the measurement

procedure.  We  consider  the  case  of  independent,  identically  distributed  Gaussian
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uncertainties. Then the likelihood function describing the experimental uncertainties is given

by:

L ( m )=k ∙exp [
−S (m )

s2 ], (A2)

where s2 is the total noise variance and where the misfit function is given by

S (m )=
1
2∑i=1

n

(g
i
( m )−d obs

i
)
2

, (A3)

where d is data vector, g(m)=σ* is the forward modeling function, and s2 is the same for all

data values. The acceptance probability for a perturbed model becomes 

Paccept{
1if S (mnew )≤ S (mold )

exp(
−ΔS

s2 ) if S (m new)>S ( mold )

(A4)

where . The observed data used in the inversion process were the real

and imaginary parts of the complex conductivity calculated from the amplitude and phase

values measured at different frequencies. 

We assume that the standard deviation,  s, is equal to 10% of the measured complex

conductivity values (i.e., corresponding to the maximum of the experimental error). Locally

uniform law (the probability  distribution is constant over an interval [θ1,  θ2] and vanishes

elsewhere) is used to describe the prior probability density on the model parameters. Interval

ranges for Cole-Cole model parameters are: σ0  = [10-4; 100] S m-1, M1  and M2, c1  and c2 have

the same interval [0 1],  τ1=[10-5, 105] s,  and  τ2=[10-15,  10-4] s. At the end of the inversion

algorithm, we compute the Root Mean Square (RMS) error: 

RMS=√ 1
n ∙ [∑i=1

n

( g
i
(m )−dobs

i
)
2

d obs
i ] , (A5)
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where n denotes the number of measurements. The results are reported in Table 2. 892

893
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Tables
Table 1. Physiochemical properties of the core samples. The quadrature conductivity ”  is reported
at 32 Hertz (samples E1 to E19, pore water conductivity of 0.072 S m -1 at 25°C, NaCl, sample REM
pore water conductivity of 0.12 S m-1 at 25°C, NaCl). There is no sample labeled E16. The quantity 
denotes the porosity, CEC denotes the Cation Exchange Capacity, F denotes the formation factor, S

denotes the surface conductivity, Mn(1 Hz, 1 kHz) is the (partial) normalized chargeability determined
at the lowest salinity and between 1 Hertz and 1 kHz. The main grain size corresponds to the peak of
the distribution. 

Core ID  (-) CEC (meq/
100g)

F (-) S (S/m) Mn(1 Hz, 1
kHz) (S/m)

” (S/m) Main
grain size

(m)
E1
E2
E3
E4
E5
E6
E7
E8
E9

E10
E11
E12
E13
E14
E15
E17
E18
E19

REM

0.35
0.36
0.36
0.39
0.44
0.41
0.39
0.43
0.42
0.43
0.40
0.51
0.52
0.44
0.43
0.48
0.45
0.44
0.26

11.9
9.53
7.21
16.1
16.6
15.5
7.82
7.24
11.5
7.67
7.3
20

19.9
15.8
9.77
17.9
12.3
11.5
2.6

4.97
5.80
3.97
6.66
5.71
5.90
3.84
3.54
3.16
5.40
4.18
4.89
2.77
4.73
6.65
3.97
7.24
2.94
9.10

0.042
0.032
0.0107
0.0771
0.0932
0.092
0.0565
0.0333
0.0352
0.0603
0.0384
0.114
0.0503
0.085
0.155
0.260
0.186
0.0031
0.031

0.0049
0.0026
0.0010
0.0054
0.0036
0.0055
0.0034
0.0021
0.0025
0.0027
0.0021
0.0090
0.0036
0.0054
0.0062
0.0147
0.0073
0.0003

0.00024

0.0010
0.0006
0.0003
0.0013
0.0008
0.0012
0.0007
0.0005
0.0002
0.0006
0.0005
0.0021
0.0014
0.0012
0.0019
0.0041
0.0017
0.0004

0.00085

105
98
63
88
40
40
4
8

101
8

100
40

125
125
125
75
93

125
-

894

895
896
897
898
899
900
901

902

903
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Table 2. Double Cole Cole parameters obtained for the core samples at the lowest salinity.   

Core 
ID

σ∞ 
(S/m)

       M1 
      (-)

M2 
(-)

c1 
(-)

c2 
(-)

1 
(s)

2 
(s)

RMS 
(%)

Texture
 GPA (1)

E1
E2
E3
E4
E5
E6
E7
E8
E9
E10
E11
E12
E13
E14
E15
E17
E18
E19

0.060
0.045
0.032
0.082
0.099
0.107
0.082
0.059
0.020
0.075
0.059
0.120
0.080
0.096
0.175
0.344
0.204
0.031

0.094
0.062
0.066
0.085
0.041
0.068
0.034
0.019
0.053
0.043
0.029
0.089
0.082
0.061
0.057
0.049
0.042
0.060

0.034
0.069
0.098
0.049
0.091
0.075
0.089
0.069
0.072
0.111
0.091
0.061
0.067
0.055
0.047
0.079
0.045
0.117

0.442
0.409
0.357
0.407
0.320
0.351
0.371
0.465
0.462
0.369
0.446
0.446
0.488
0.498
0.394
0.494
0.397
0.456

0.482
0.466
0.492
0.473
0.470
0.514
0.395
0.469
0.481
0.420
0.463
0.642
0.473
0.530
0.476
0.461
0.531
0.515

0.032
0.020
0.011
0.021
0.008
0.015
0.063
0.113
0.035
0.019
0.072
0.005
0.036
0.084
0.038
0.072
0.146
0.116

5.7e-05
2.3e-05
2.3e-06
4.6e-05
7.4e-06
1.4e-05
1.3e-05
8.9e-05
2.2e-06
20e-06
1.1e-05
3.9e-05
3.5e-05
7.9e-05
4.9e-05
2.89e-05
7.8e-05
8.4e-06

0.19
0.11
0.24
0.16
0.16
0.14
0.23
0.25
0.74
0.35
0.46
0.34
0.39
0.61
0.14
0.62
0.34
0.61

SS
SS
Sl
SS
Ls
Ls
LL
Ls
SS
Sl
Sl
Ls
Sl
Sl
Sl
Sl
Sl
Sl

(1) GEPPA is a French soil texture classification. The texture labels correspond to SS: pure sand, Sl:
silty sand, Ls: sandy silt, LL: pure silt.
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Table 3. Comparison between the CEC determined in the laboratory for the core samples and the CEC
determined from the inverted field data using the petrophysical transforms described in the main text.
We need to remember that the comparison is only qualitative for various reasons (i) the spatial support
between the core sample (cm scale) and the field data (m scale) is not the same and (ii) the CEC of the
laboratory  data include the CEC of humic substances (which does not impact the SIP data). For the
clay core sample,  the CEC is  taken from Table  4 (direct  measurement  with the cobalt  hexamine
method) while the field CEC is the average of the CEC of the tomogram for the clay formation from
the geophysical field data. 

Sample
Measured CEC

(meq/100g)
Field CEC
(meq/100g)      Texture GEPPA

E1 11.9 7.6 SS
E2 9.5 7.7 SS
E3 7.2 13.7 Sl
E4 16.1 10.7 SS
E5 16.6 10.5 Ls
E6 15.5 12.2 Ls
E7 7.8 13.0 LL
E8 7.2 13.1 Ls
E9 11.5 6.2 SS

E10, E11 7.7 8.2 Sl
E12 20 15 Ls
E13 15.8 12.1 Sl
E14 19.9 12.1 Sl
E15 9.8 15.6 Sl
E17 17.9 10.2 Sl
E18 12.3 12.6 Sl
E19 11.5 13.5 Sl
Clay 40.2 43±12 AA

Table 4. Physical properties of a clay core sample drilled in the vicinity of the test site in the 
same clay formation.

Property Clay end-member
CEC (meq/100g) 40.2

Soil type (GEPPA) AA
Depth of extraction (m) 2.1-2.2

Clay (vol.%) 67.1
Silt (vol.%) 6.6

Sand (vol.%) 26.3
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910
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916
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Figures

Figure 1. Polarization of the clay particles due to an applied (external) electrical field E0. a.
Soil sample submitted to an applied electrical field E0. b. At the particle scale, the grains are
surrounded by an electrical double layer (e.g., Gouy, 1910; Stern 1924). When the external
electrical field is applied, the charge carriers are all mobile. They all participate to the surface
(interfacial) conduction process (at t=0+ just after the shut down of the primary current). The
instantaneous conductivity  ∞ corresponds to this state.  c. When the external electrical field
has been applied  for  a  long time,  the clay particle  gets  fully  polarized.  The ionic  charge
carriers  associated  with  the  polarization  of  the  clay  do  not  contribute  to  the  conduction
process anymore. In this situation, the conductivity of the material corresponds to the Direct
Current  (DC)  conductivity  0,  which  is  necessarily  smaller  than  the  instantaneous
conductivity. SL stands for the Stern Layer. M (dimensionless) denotes the chargeability. 
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Figure  2. Description  of  the  test  site.  Upper  panel:  Image  showing  the  position  of  the
geophysical  profile  in  the  vineyard.  Lower  panel:  Six  soil  horizons  (H1-H6)  have  been
defined at the site. Soil  samples (labeled E1 to E19) used for the petrophysical interpretation
were extracted along the profile from Horizons H1 and H2. SIP stands for Spectral Induced
Polarization. 
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Figure 3. Grain size distribution of some selected core samples. a. Sample E1. b. Sample E7.
c. Sample  E8.  d. Sample  E11.  The  broadness  of  the  grain  size  distribution  can  be  very
different between the different samples. The c-exponent of sample E7 is 0.39 consistent with
the narrow grain size distribution exhibited by this core sample. The c1-exponent of sample
E11 is 0.30 consistent with a broad grain size distribution. 
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Figure 4. Spectral induced polarization measurements of a soil. a. Conductivity cell with the
electrodes.  b. ZEL-SIP04-V02 impedance meter operating in the frequency range 1 mHz-45
kHz (Zimmerman et al., 2008). The precision in phase measurement of this instrument is ~0.1
mrad below 1 kHz. A test of the sample holder can be found in Revil et al. (2018a). 
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Figure 5. In-phase (’) and quadrature conductivity (”) spectra of a soil.  a. Sample E5. b.
Sample E18. c. Sample E1. d. Equivalent electrical circuit for a soil corresponding to equation
(4), where W denotes a Warburg-type capacitance corresponding to the polarization of the
Stern  layer  (the  inner  component  of  the  electrical  double  layer).  The conduction  process
through a soil sample comprises two contributions: A bulk conductivity in the liquid pore
water and a surface conductivity associated with the electrical double layer. The quantities 
and  represent the instantaneous and DC surface conductivity, respectively. The relaxation
time is associated with the polarization length scales (pore sizes or grain sizes) of the soil. The
data with a standard deviation higher than 5% have been removed. 
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Figure 6. Selected  examples  of  7  complex conductivity  spectra  (in-phase and quadrature
conductivity) fitted with the double Cole Cole model described in Appendix A (plain lines, 6
core  samples  shown  here).  a. In-phase  conductivity  spectra.  b. Quadrature  conductivity
spectra. We have not used the high and low-frequency data with an RMS error >10%./ High
frequency errors are generally due to electromagnetic coupling effects while low frequency
errors are generally due to stability issues with the electrodes. 
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Figure 7. Determination of the formation factor F and surface conductivity  S using the in-
phase conductivity of the core sample ’ (at 1 Hertz) versus the pore water conductivity w.
The fit of the conductivity model is done in a log-log plot to ensure the surface conductivity is
correctly estimated. The formation factor and the surface conductivity are estimated for each
sample (the formation factor as the slope of the trend). The fit is done by a non-linear least
square regression technique in a log log space (see Revil et al., 2017a). The formation factor
and  surface  conductivity  values  are  reported  in  Table  1.  Note  that  surface  conductivity
depends on the frequency but this dependence is small (less than 10%) owing the value of the
chargeability M1. 
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Figure 8. Fit of Archie’s law between the formation factor F and the (connected) porosity 
for this study and the Revil et al. (2013) study on saprolitic soils to increase the data base on
the low-porosity side. The best power-law regression (r2 = 0.87) is used to obtain an average
value of the cementation (porosity) exponent  m using all the core samples. Using only the
laboratory data from Table 1, we obtain m = 1.78 ± 0.35 (r2 = 0.58):
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Figure 9. Quadrature versus surface conductivity (1 Hertz). For the soil samples we obtain –
''/  S = 0.0140±0.001. Using   and  = 8.8 (from equation 11, 6 orders of
magnitude), we obtain  R = 0.12. According to the dynamic Stern layer model, this trend is
independent of the value of the formation factor and the porosity of the core samples. This
confirms  the  results  of  Weller  et  al.  (2013).  Insert:  Normalized  chargeability  Mn versus
surface conductivity S. The normalized chargeability is given from Table 2 as Mn = (M1+M2)/

. The slope yields the following value for the dimensionless factor  R = 0.12. The filled
triangle  corresponds  to  the  clay  pole  investigated  only  through  the  field  measurements
assuming that the conductivity of the core sample is dominated by its surface conductivity
component. 
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Figure 10.  Relationship  between the normalized chargeability  (between the frequencies  1
Hertz and 1 kHz) and the quadrature conductivity at the geometric frequency of 32 Hertz.
Different water saturations.  a. REM Samples at different saturations.  b. Soil samples at full
water saturation. The slope  is found to be 4.9 for the REM samples (soil samples used as
Ram Earth Material, REM, regression coefficient  r2 = 0.97) and 4.2 for the soils while the
theory (equations 8 and 9,  r2 = 0.92) predicts a slope of 4.4. If the normalized chargeability
would be determined over 6 orders of magnitude, we would expect to have . 
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Figure 11. Surface conductivity  versus cation exchange capacity (CEC) for high porosity
(>0.20, saturated) core samples.  The data from the literature are from  Bolève et al.  (2007,
glass beads, NaCl), Vinegar and Waxman (1984, shaly sands, NaCl), Churcher et al.  (1991)
(CEC for  the  Berea sandstone),  Lorne et  al.  (1999,  Fontainebleau  sand KCl),  Kurniawan
(2005, clean sand, Sample CS-7U), Börner (1992, sample F3 Fontainebleau sandstone), and
Comparon (2005, mixtures of MX80 bentonite and kaolinite). The volcanic rock data are from
Revil et al. (1996) and Revil et al. (2002). The overall trend confirms the linear dependence
(r2 = 0.94 in a log–log space) between the surface conductivity and the CEC for high porosity
core samples.

1038

1039
1040

1041

1042

1043

1044

1045

1046

1047

1048

1049
1050



55

Figure  12. Quadrature  conductivity  (1  Hertz)  versus  cation  exchange  capacity  (CEC,
cobalthexamine method) for high porosity (>0.20, saturated) core samples. The data shown in
the figure are  Revil et al. (2017a, b, c) and Revil et al. (2018a). The overall trend confirms the
linear dependence (r2 = 0.91 in a log–log space) between the quadrature conductivity and the
CEC for high porosity core samples. Note: 1 meq /(100 g) = 963.2 C kg-1.
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Figure 13. Surface conductivity versus normalized cation exchange capacity (CEC divided by
the tortuosity, which is given by the product of the formation factor F by the porosity ) for
samples characterized by a broad range of porosity. The slope a is consistent with the theory
presented in the main text for which a = g B = 8.2×10-6 kg s-1V-1= 0.008 S m-1 /(meq/100 g)
close to the best fit value (0.010 S m-1 /(meq/100 g)). Note that here we are using siliciclastic
materials,  which explain the value of  g.  For carbonate-rich soils, the mass density of the
grains is higher (g= 2800 kg m-3). Data from Revil et al. (2021, volcanic rocks).  
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Figure  14. relationship  between  normalized  chargeability  and  surface  conductivity.
Comparison between the soil samples of the present study, the smectite-rich soil samples from
the  study  of  Revil  et  al.  (2017a)  and  volcanic  rock  samples  (consolidated  and  not
consolidated)  from  Hawaii  and  Krafla  volcanoes  (in  Iceland,  see  Revil  et  al.,  2018  and
Ghorbani et al., 2018) excluding core samples with magnetite or pyrite. The slope of the trend
provides the value of the funadamental dimensionless coefficient R, which is consistent with
previous estimates of this parameter. Data from Revil et al. (2021, volcanic rocks) and Revil
et al. (2017a, smectite-rich soils).  
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Figure 15. Relaxation time versus grain size (mean of the distribution above 40 m) times the
porosity for the sandy materials of the present study (saturated core samples). We use the
relaxation time 1 corresponding to the coarse fraction of the material (see Table 2). The linear
trend (r2 = 0.58 in a log-log space) is used to compute the value of the diffusion coefficient
D(+) = (2.5±0.5)×10-9 m2s-1. Only the sandy cores (grain size higher than 40  m have been
considered here). 
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Figure 16. Setup of the field acquisition system. The current electrodes AB and the voltage
electrodes MN are locates along separated cables to limit capacitive and inductive coupling
effects.  The  acquisition  was  done  with  a  Wenner-type  configuration  with  a  total  of  64
electrodes.  We use  an impedance meter  operating  in  the  frequency-domain  (DAS-1 from
Multi-Phase Technologies, LLC). The figure displays also the complex conductivity spectra
obtained in the field from this equipement at three locations corresponding to the clay layer. 
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Figure 17. Conductivity  and phase lag  tomography  for  the  geophysical  profile  shown in
Figure 2 at 1 Hertz for the first 4 m below the ground surface.  The conductivity profile does
not display a lot of information while the phase exhibits a layer of high phase values (>9
mrad), possibly associated with a clay layer that has been recognized by drilling nearby. 
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Figure 18. In phase and quadrature conductivity tomography for the geophysical profile P1 at
1  Hertz.  The  in-phase  conductivity  does  not  show  clear  structures  while  the  quadrature
conductivity tomogram displays a folded layer characterized by high values of the quadrature
conductivity (> 3×10-4 S m-1).
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Figure  19. Normalized  chargeability  versus  quadrature  conductivity.  The  high  and  low
frequencies (0.25 Hertz and 25 Hertz) are separated by 2 orders of magnitude, which yields a
value of the slope equal to  = 2.9 (from equation 9). Therefore the field data fairly agree with
the model prediction (plain line) corresponding to equations (8) and (9). Please note that the
plain  line  is  therefore  not  a  fit  of  the  data  in  this  plot.  Low  values  in  the  quadrature
conductivity are not reliable (see the outliers contained in the blue box). 
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Figure 20. Comparison between the field and laboratory data. The field data are taken from
the inverted  tomograms at  the  position  where the  samples  were  extracted.  The field data
correspond to unsaturated conditions while the experimental data are taken at full saturation.
a. Sample E15. b. Sample E19. c. Sample E15. Comparison of the phase spectra at saturation.
d. Sample E19. Comparison of the phase spectra at saturation. 
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Figure 21. Tomography of the cation exchange capacity (CEC) and water content, , from the
induced polarization tomography. From the tomogram, we observe a high-CEC low-water
content dipping middle layer. Note that we use m = 1.7 for the full dataset but the true value
of m in the clay formation is likely higher due to a higher CEC (see Revil et al., 1998, for an
empirical trend between m and the CEC and the insert in Figure 14). A comparison between
the CEC from the tomogram at the position of the core samples and the experimental data is
given in Table 3. 
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Figure  22. Soil  permeability  estimated  from  the  data  and  spectral  induced  polarization
tomography-based  water  content  and  cation  exchange  capacity  (CEC)  estimates.  The
estimation reveals that the middle layer is characterized by permeability values below 1 mD
while the shallower (sandy) soils reach a permeability of 700 mD. 
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Figure  23. Tomography  of  the  mean  grain  size  from  the  relaxation  time  distribution
determined from the spectra  for each cell  of the tomogram using a Cole Cole fit and the
spectral induced polarization tomography-based water content values. 
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Figure 24. Field versus laboratory determination of the cation exchange capacity (in meq/100
g).  The  support  volume  of  the  laboratory  core  sample  measurements  is  two  orders  of
magnitude smaller than the support volume of the geophysical measurements. Therefore, we
use here averaged values per texture type (SS: pure sand, Sl: silty sand, Ls: sandy silt, LL:
pure silt, AA: clay end-member) for both the field and laboratory data to account for this
point. The slope of the best least-square regression of a fit through (0,0) is 1.03. Forcing the fit
to go through (0,0)  is  dictated  by the  underlying  physics  of  the problem.  The regression
coefficient is given in a linear space. 
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Figure  25. Importance  of  surface  conductivity  for  the  brine-saturated  core  samples.  a.
Normalized chargeability versus instantaneous conductivity (field data at the position of the
core  sample).  The  value  of  the  slope  indicates  that  surface  conductivity  dominates  the
conductivity response of the soils.  b. Conductivity of the core sample versus the pore water
conductivity  in a log-log plot.  In grey, we have plotted the range of the field pore water
conductivity  from  fresh  to  brakish.  For  the  full  range,  the  data  indicates  that  surface
conductivity  dominates  the  conductivity  response  of  the  material.  R is  indeed  a  constant
independent of the relative importance of surface conduction. This is not the value of R that
indicates  if  the  surface  conductivity  dominates  but  the  ratio  between  the  normalized
chargeability and the conductivity. This ratio is close to R if and only if surface conduction
dominates.
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