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ABSTRACT OF THE DISSERTATION 

 

Development of Semiconductor-Based  

Membrane Potential Nanosensors  

For Neuron Research 

 

by 

 

Yung Kuo 

Doctor of Philosophy in Chemistry 

University of California, Los Angeles, 2019 

Professor Shimon Weiss, Chair 

 

 

Visualizing neural activities is an important step towards studying and understanding the human 

brain. Since neural signals are transmitted through modulations of their membrane potentials, a 

membrane potential sensor capable of translating such signals into experimental observables is 

essential for recording neural signals. Moreover, the capability of observing membrane potential 

in the functional structures of a neuron, which can be as small as femto-liters in volume, is crucial 

for studying important brain functions such as memory. For this reason, we developed inorganic 

nanosensors based on semiconductor nanorods as membrane potential sensors. These nanorods, 

which operate via the quantum confined Stark effect, display large voltage sensitivities by changes 

in fluorescence intensity, spectra and lifetime, allowing non-invasive observation of minute 

fluctuations in the membrane of live cells. The extreme brightness of these nanorods also allow 

single particle recordings, which will enable studies of membrane potentials in tiny neuronal 

structure such as synapses. In this thesis, we will first introduce the background, review the 
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existing membrane potential sensors and introduce the relevant literatures regarding solid-state 

membrane potential sensors. For our development, we will first describe the development of a 

spectrally-resolved microscope for measuring the spectra of single nanoparticles in Chapter 2. 

Then, the characterizations of the quantum confined Stark effect in a variety of nanoparticles will 

be described in Chapter 3. The temporal response, long-term stability and the capability of 

recording electric field modulation at 1 kHz using a single nanorod will be reported and discussed. 

In Chapter 4, we will demonstrate a surface functionalization approach utilizing designed alpha-

helical peptides and zwitterionic ligands for facilitating insertion of the nanorods into lipid 

membranes. These functionalized nanorods were shown to spontaneously insert into cell 

membranes and report membrane potential in live cells. The detailed characterization of the 

functionalized nanorods in the membrane and the capability of recording the membrane potential 

using a single functionalized nanorod will be demonstrated in Chapter 5.  
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Chapter 1  

Introduction 
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Background 

Neurons, or nerve cells, are essential cells in charge of transmitting signals for receiving 

sensory inputs, to actuate movements and to create intelligence1, 2. Neurons transmit and process 

both electrical and chemical signals, both of which are difficult to monitor due to the fast dynamics 

and the small volume where the processes happen within. The electrical signals, for example, have 

intricate dynamics at the sub-millisecond time scale, which will require recordings at rates faster 

than few kHz to resolve the signals. A sensor capable of resolving and monitoring these signals 

with high temporal and spatial resolutions will allow neuroscientists to visualize neural activities, 

study how individual neurons communicate in a neural network and decode how billions of 

neurons corroborate human intelligence.  

In this work, we focus on developing a sensor for reporting the electrical signals. The 

electrical signals transmitted in neurons or other excitable cells are generated via modulations of 

the neurons’ membrane potential, resulted from the different ion concentrations across the 

plasma membrane. The membrane potential is usually ~ -60 mV to -70 mV at rest, called the 

resting potential. This potential difference, or voltage, can rapidly change when a signal comes to 

open a subset of ion channels to allow fast influx and outflux of the accumulated ions, creating an 

upswing of the membrane potential to ~ 40 mV. The change of membrane potential then triggers 

other ion channels in the proximity to open, and the signal propagates across the neuron, while 

another subset of ion channels work to restore the resting potential. Despite the simplistic picture, 

the electrical impulses, called the action potentials, occur within a few milliseconds and exhibit a 

wide range of  frequencies and waveforms in different types of neurons, in different parts of a 

single neuron (for example, presynaptic terminals vs soma3) or when different types and numbers 

of voltage-gated ion channels are expressed4-11. Although early studies of the Hodgkin-Huxley 

model12 successfully described the action potentials in a squid giant axon , neurons in vertebrates 

and invertebrates have much more complex firing behaviors7, 8, 13. In order to study neurosciences 

beyond a simple squid, especially in mammalian brains, tools capable of resolving action 
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potentials at various frequencies, firing patterns, and spike shapes/ waveforms without averaging 

are required.  

Besides tools capable of resolving action potentials with high temporal resolution, tools 

that allow monitor of electrical events with high spatial resolution is also desired. The uprising 

field of studies in, for example, the dendritic spines and synapses, of a neuron has urged the 

development of tools for monitoring electrical events in sub-micrometer spaces. Many important 

brain functions such as transmission of signals, plasticity and even memories14-17 are facilitated 

by complex electrical and chemical events in such tiny structures. However, studies in such 

structures are currently very challenging for several reasons. (1) There is a huge number of 

synapses and dendritic spines in a single neuron. For example, there are averagely 7000 synaptic 

connections in each neuron in the human brain18. Monitoring such large number of tiny structures 

requires wide-field detection with high spatial resolution. (2) Dendritic spines are extremely 

dynamic in shape and size19-21. (3) Although the electrical events are correlated with ionic fluxes 

and chemical release involved in the signaling16, other than Ca2+ sensitive dyes, there are not many 

tools available for monitoring these processes either electrically or chemically in such tiny 

structures. To decode information in sub-micrometer structures like the spines and synapses and 

to monitor hundreds to thousands of spines or synapses in a single neuron require probes that 

can report local electric field with single-molecule or nanometer spatial resolution and wide-field 

detection compatibility. 

Quantum dots 

 Quantum dots (QDs) are fluorescent nanoparticles usually composed of semiconductor 

materials. Due to their small size, usually between 2 nm to 15 nm, these nanoparticles exhibit 

unique optical properties different from conventional fluorophores. The semiconductor material 

allows continuous absorption of photons with energies above the bandgap, so the QDs can be 

excited with a wide range of colors above the bandgap, creating excited electrons in the conduction 

band and leaving excited holes in the valance band. These short-lived excited electrons and holes 
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are called charge carriers, and they form bound excitons when attracted to each other through the 

Coulomb force. Due to fast thermalizations, the majority of the charge carriers recombine at the 

band edge, usually few nanoseconds to microseconds after photon excitations, emitting photons 

matching the bandgap energy and therefore creating a relatively narrow emission spectrum. 

Sometimes, charge carriers can release their energy through non-radiative pathways without 

emitting photons. When the size of a QD (or nanorod, nanowire, nanoplatelet … etc.) is of the 

same order as the Bohr radius of the exciton, the exciton is quantum confined within the 

nanocrystal in at least one of the three dimensions, resulting in discretized energy spectra, a larger 

bandgap compared to the bulk material, and size-dependent optical and electrical properties due 

to the size-dependent confinement energy. The absorption and emission spectra of a QD shift 

towards higher energy when the size of the QD decreases, and QDs of the same material can and 

have been synthesized to create various emission wavelengths, from ultraviolet (UV) to near-

infrared (NIR) by simply manipulating the nanoparticle size22. The charge carriers’ wavefunctions, 

optical transition dipoles, and other optical and electronic properties can also be manipulated by 

the sizes and shapes of the nanoparticles, creating desired functions for a wide range of 

applications in, for example, photovoltaics, light emission, photodetectors, and nanosensors23-28. 

Quantum confined Stark effect 

The quantum confined Stark effect (QCSE) describes the effect of an electric field on the 

optical absorption and emission spectra of a quantum well or a QD. When an electric field is 

applied to a quantum well, the potential landscape of the quantum well is changed, and the 

electron states shift toward lower energy while the hole states shift toward higher energy. The 

reduced energy gap between the electron and the hole results in lower energy of the emitted 

photon when the charges recombine, and therefore the emission red shifts, as compared to the 

emission without field perturbation. Meanwhile, the electron and the hole wavefunctions are 

distorted under an electric field. Due to their opposite charges, the electron is pulled to one side 

of the quantum well, while the hole is pulled to the other side, causing reduced overlap integral 
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between the two wavefunctions and decreased probability of recombination. A smaller 

recombination probability suggests reduced radiative decay rate and elongated excited state 

lifetime, if the non-radiative decay rates remain unaffected under an electric field. As a result, the 

reduced radiative rate also reduces the quantum yield because the excited state energy is more 

likely to be released via competing non-radiative pathways instead of via emitting a photon. These 

phenomena are further enhanced when the charge carriers are quantum confined within a 

potential well or a QD. Unlike in bulk materials, where the Franz-Keldysh effect predicts mostly 

broadenings of the band-edge absorption and emission, the confined excitonic states in a 

quantum well under an electric field remain well-resolved. In addition, the band-edge absorption 

and emission of a quantum well exhibit Stark shifts that are many times larger than the zero-field 

electron-hole binding energy without ionization because the large potential walls confine the 

charge carriers within the well with little tunneling outside of the well29. 

Capitalizing the QCSE, many optical switches and electro-optic modulation devices have 

been proposed and designed using quantum wells30-32. The QCSE has also been observed in 

colloidal spherical CdSe QDs and nanocrystals composed of other materials and of other shapes33, 

34. Therefore, using semiconductor nanoparticles as nanosensors for optical detection of the 

electric field has also been modeled and tested35-39. 

Membrane potential probes 

 Numerous probes have been developed for monitoring the membrane potentials in live 

cells. These includes electrical recordings using patch clamp or microelectrode arrays, and 

fluorescence recordings using organic fluorescent voltage-sensitive dyes (VSD), genetically-

encoded voltage indicators (GEVIs) or other nanoparticle-based voltage sensors.  

Electrical recordings 

In patch clamp, a micropipette is used to patch onto the cell membrane to form electrical 

seal with Giga-Ohm resistance, called gigaseal. Patch clamp allows monitoring of voltage and 

current across a membrane using electrodes placed within the micropipette and in the biological 
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media because the gigaseal minimizes current leakage through the biological media. The electrical 

recording methods have very fast recording rate due to the fast response of modern-day 

electronics. However, the patch clamp technique is invasive, and the bulky micropipettes prevent 

recordings at multiple sites in a small field-of-view due to space constraints, even with multi-

pipette patch clamping40. Similarly, the microelectrode arrays41 have the advantage of fast 

recording and is capable of recording at many sites within the range of the array. However, besides 

being very invasive, the microelectrode array has limited spatial resolution and fixed number of 

recording sites dictated by the number of microelectrodes in the array. The microelectrodes also 

do not record the signals from specific neurons but instead record events within the tissue, often 

at a distance from neurons. The signals are therefore from multiple sources and require post-

recording analyses.  

Fluorescence recordings 

 Fluorescent probes have been developed to circumvent the drawbacks of the electrical 

recording methods. These probes are designed to associate with the cell membrane and exhibit 

changes in fluorescence properties depending on the membrane potential. Therefore, the 

membrane potential changes can be monitor through a fluorescence microscope, which allows 

recording wherever the probes are located with no space constraint and the invasiveness is 

significantly reduced. The spatial resolution is then dependent on the optics and only limited by 

the optical diffraction limit. One other advantage these fluorescent membrane potential probes 

have over electrical recording methods is that a fluorescence microscope is the only instrument 

required, while electrical recording methods usually require voltage amplifiers, 

micromanipulators, and/or microscopes. The recording using fluorescent probes is therefore 

cheaper, simpler and less demanding in terms of training, as compared to the patch clamp 

technique. However, since the fluorescence signals are secondary signals in response to the 

electrical signals, the fluorescent probes need to be carefully calibrated in order to translate the 

measured photons into electrical signals. The kinetics of these fluorescent probes are also of 
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concern. The fluorescent probes need to have kinetic response much faster than the timescale of 

neural voltage activities to avoid distortion to the observed waveform of the action potentials.  

In the past, fluorescent calcium indicators were utilized to record the action potential 

activities in vivo due to the lack of effective voltage imaging methods42-46. The fluctuation in Ca2+ 

concentration is triggered by voltage-gated calcium channels due to action potential activities and 

therefore is a secondary signal, which is then translated into tertiary photon signals by the 

fluorescent calcium indicators. The kinetics of commercial calcium indicators, tens to hundreds 

of milliseconds, are much slower than the timescales of action potentials, which last only few 

milliseconds from depolarization, repolarization, to returning to the resting potential. Therefore, 

the observed calcium signaling waveforms are distorted from the waveform of action potentials, 

and the calcium indicators struggle to resolve fast spike trains. 

For voltage-sensitive fluorescent probes, the majority are embedded or partially 

embedded in the lipid membrane bilayers. These probes display membrane potential-dependent 

fluorescence via a variety of different mechanisms47, including electrochromism, photoinduced 

electron transfer (PeT)48, conformational changes of a voltage-sensitive domain in conjugation 

with a fluorescent protein49, 50, natural electrochromism based on bacteriorhodopsin51, 52, and 

Föster resonance energy transfer (FRET)53. Regardless of the voltage-sensing mechanisms, most 

of these fluorescent probes display changes in the fluorescence intensity correlated to the 

membrane potential. Therefore, the voltage sensitivity is usually expressed as the percent change 

of fluorescence intensity as compared to that when the membrane is at resting potential, labeled 

as ΔF/F with the ΔF being the change in fluorescence intensity and the F being the fluorescence 

intensity at resting potential. Other fluorescent probes display changes of the fluorescence spectra 

or their Föster resonance energy transfer (FRET) efficiency and thus allow for ratiometric 

readouts, quantified as ΔR/R. Mermaid2, an example for the FRET based probe, is reported to 

exhibit 48.5% ΔR/R per 100 mV54. However, fluorescent probes suffer from several issues, 

including toxicity, low brightness, changing membrane capacitance, and/or photobleaching47.  
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Fluorescent voltage-sensitive dye  

The voltage sensitivities, ΔF/F, of commercial VSDs are typically less than 20% (7.5% per 

100 mV for di-8-ANEPPS 55, 4.13% at 560 nm and 2.12% at 620 nm per 150 mV for di-4-ANEPPS 

56, 2-3 % for RH23757 and 11.9% for JPW-600358), while some novel VSDs that are not yet 

commercialized have been reported to exhibit a ΔF/F as large as 24% per 100 mV48.  

Genetically encoded voltage indicator  

GEVIs have a wide range of ΔF/F, from as low as < 5% for the GEVIs based on ion channel 

scaffolds to ~20% per 100 mV for the rhodopsin-based GEVIs such as QuasAr2 or Archer159-62. 

However, GEVIs often have slow kinetics, and the waveforms of action potentials recorded by 

GEVIs fluorescence are therefore convoluted with their response function62. 

Other voltage sensors 

Many solid-state materials have been developed as membrane potential probes to 

overcome the drawbacks of VSDs or GEVIs. These include QDs, functionalized QDs, defect centers 

in diamonds and others. Although most of these fluorescent sensors are not yet sufficiently 

reliable for commercialization, these solid-state crystals or nanocrystals usually have higher 

photostability than organic fluorophores and therefore offer alternatives as future membrane 

potential probes.  

Three mechanisms have been demonstrated for QDs to perform as membrane potential 

sensors, FRET, PeT and QCSE. For FRET-based sensors, it has been demonstrated using 

glutathione-capped QDs as the donors and dipicrylamine (DPA) as a membrane embedded 

acceptor, which translocate to different leaflets within the membrane depending on the 

membrane potential63. For PeT-based sensors, it has been accomplished using QDs as the donors 

and fullerene as the electron acceptors. The donors and acceptors are conjugated by a short 

peptide, and the electron transfer efficiency can be tuned by changing the peptide lengths64. In 

contrast to the two mechanisms mentioned above, QCSE-based voltage sensors do not require an 

additional acceptor molecule to attain the voltage sensitivity.  QDs or nanrods with 
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heterostructures have also been proposed, modeled, and demonstrated experimentally to display 

large intrinsic voltage-dependent fluorescence based on the QCSE34-36. Similar to all the other 

sensors, these QD-based voltage sensors would require interfacing with the cell membrane in 

order to sense the membrane potential, which is more difficult to achieve compared to genetically-

encoded sensors or small organic molecules which can be synthesized with lipophilic functional 

groups. 

The other solid-state voltage sensor was achieved using optically detected magnetic 

resonance (ODMR) using the defect centers in diamonds. When an action potential passes 

through the axon of a neuron creating a local magnetic field, the nitrogen-vacancy (NV) color 

centers in the proximity display magnetic field-dependent laser-induced fluorescence, which can 

be detected from a photodetector65. These defect centers could be fabricated in a single crystal 

diamond substrate or created in a nanodiamond65, 66, and due to the remote sensing capability, 

this sensor does not have to be associated with the cell membrane for voltage sensing. 
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This chapter describes the development, calibration and validation of a wide-field 

spectrally-resolve microscope, essential for high throughput QCSE measurements of individual 

particles. This microscope is heavily utilized for screening the performance of the nanosensors 

synthesized, and the results of screening will be presented in the next chapter. This chapter is a 

reprint of the original article published in Proceedings of SPIE 10352, 103520L (2017), titled 

“Development of a high throughput single-particle screening for inorganic semiconductor 

nanorods as neural voltage sensor” by authors: Y. Kuo, K. Park , J. Li, A. Ingargiola, J. Park, V. 

Shvadchak, S. Weiss. Reprinted with permission from SPIE.
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ABSTRACT 
Monitoring membrane potential in neurons requires sensors with minimal invasiveness, high spatial and 
temporal (sub-ms) resolution, and large sensitivity for enabling detection of sub-threshold activities. While 
organic dyes and fluorescent proteins have been developed to possess voltage-sensing properties, 
photobleaching, cytotoxicity, low sensitivity, and low spatial resolution have obstructed further studies. 
Semiconductor nanoparticles (NPs), as prospective voltage sensors, have shown excellent sensitivity based on 
Quantum confined Stark effect (QCSE) at room temperature and at single particle level. Both theory and 
experiment have shown their voltage sensitivity can be increased significantly via material, bandgap, and 
structural engineering. Based on theoretical calculations, we synthesized one of the optimal candidates for 
voltage sensors: 12 nm type-II ZnSe/CdS nanorods (NRs), with an asymmetrically located seed. The voltage 
sensitivity and spectral shift were characterized in vitro using spectrally-resolved microscopy using electrodes 
grown by thin film deposition, which “sandwich” the NRs. We characterized multiple batches of such NRs and 
iteratively modified the synthesis to achieve higher voltage sensitivity (ΔF/F> 10%), larger spectral shift (>5 
nm), better homogeneity, and better colloidal stability. Using a high throughput screening method, we were 
able to compare the voltage sensitivity of our NRs with commercial spherical quantum dots (QDs) with single 
particle statistics. Our method of high throughput screening with spectrally-resolved microscope also provides 
a versatile tool for studying single particles spectroscopy under field modulation. 
 
Keywords: Quantum Dot, quantum confined Stark effect, nanorod, voltage sensor, action potential, neuron 
 
 

1. INTRODUCTION 
Membrane potential in live cells is an important driving force for numerous biological processes, especially for 
signal transmission in neurons and muscle cells1. In a resting neuron, the membrane potential is created by 
gradients of ion concentrations, such as sodium and potassium concentrations, across the cell membrane that 
generate a potential difference of roughly -70 mV known as the resting potential. This resting potential can be 
perturbed upon receiving triggers and depolarizes to + 40 mV as a subset of ion channels are triggered to open 
and allow ion flow across the membrane1, 2. The membrane potential repolarizes as another subset of ion 
channels work to redistribute ions across the membrane and restore the resting potential. This process is called 
an action potential, which dictates signal transmission across a neuron, encodes information, and triggers 
chemical releases and complex biological processes3. In order to monitor action potentials and to understand 
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signal transmission in live neurons, tools need to be developed to allow non-invasive recording of such 
electrical events. 
 

Electrical recording using the patch clamp technique has been well-developed for decades.  This method allows 
direct recording of voltage across the cell membrane by using electrodes and a micropipette that forms an 
electrical seal to the cell membrane with a Giga-Ohm resistance, the so-called gigaseal, enabling measurements 
without leakage via biological media4. However, patch clamp not only requires expensive instruments such as 
micromanipulator and an amplifier, but also depends on the skill and experience of the user to produce a 
gigaseal. Regardless of these requirements, patch clamp is incapable of recording membrane potential at 
multiple sites in a small field-of-view, even with multi-pipette patch clamping, due to the bulkiness of the 
instrument. On the contrary, voltage sensitive dyes (VSDs) and genetically encoded voltage indicators (GEVIs) 
are less invasive alternatives for such recordings by translating electrical signals into fluorescence changes. 
VSDs and/or GEVIs operate via changes in absorption/emission spectra, change in quantum yield (QY), and/or 
change in absorption coefficients upon membrane depolarization due to Stark effect, electrochromism or 
quenching via electron transfer 5. Therefore, with VSDs and/or GEVIs, membrane potentials can be monitored 
under a fluorescence microscope, which vastly simplifies the instrumentation and skills required for recording 
membrane potentials. However, in order to report membrane potential with high fidelity in live cells or tissues, 
fluorescent probes need to have high voltage sensitivity, fast response time, little perturbation to the membrane, 
low cytotoxicity, and photostability for long-term monitoring5, 6. Despite considerable advances made with 
VSDs7-9 and GEVIs10, 11, most of the existing probes still suffer from a subset of the problems listed above. 
Furthermore, VSDs and GEVIs have limited single molecule brightness, which prevents monitoring of 
membrane potential in sub-diffraction limit structures with super-resolution microscopy. We previously 
proposed an alternative voltage probe using semiconductor NPs12, 13. Presumably, voltage sensing NPs (vsNPs) 
could enable single particle detection and neuroscience studies with higher spatial and temporal resolution 
while maintaining high fidelity.  
 

Semiconductor NPs, or quantum dots (QDs), have been used as biological probes in various applications14. 
QDs have high brightness, highly functionalizable surface, engineerable emission wavelength and QY, 
negligible photobleaching, and manageable cytotoxicity after surface modification. QDs can operate as highly 
sensitive voltage probes due to the quantum confined Stark effect (QCSE), which causes change in absorption 
and emission spectra, QY, and fluorescence lifetime. Beside benefits listed previously, QDs have several 
advantages as voltage sensors: (1) high voltage sensitivity (ΔF/F) by material engineering, (2) large spectral 
shift (Δλ) enabling ratiometric detection, (3) large lifetime change providing alternative detection scheme, (4) 
high brightness affording single particle detection and superresolution applications, (5) fast response time (~ns), 
and (6) large two photon absorption cross section allowing deep tissue imaging.  In 1997, the QCSE in single 
QD was observed in cryogenic conditions15, and the possibility of using QDs as voltage sensors at room 
temperature was predicted based on the huge shift in emission energy under voltage. Theoretical12, 16 and 
experimental works13, 17 have examined the feasibility of using quantum dots or nanorods (NRs) with various 
band alignment, sizes, and materials as voltage sensors in neurons. The sensitivities of many of these NPs were 
calculated and/or experimentally inspected under voltage at the single particle level. Park et al12 have predicted 
that type-II NRs, such as ZnSe/CdS will exhibit larger voltage sensitivity as compared to type-I CdSe NRs and 
that the longer the NRs are, the larger their voltage sensitivity is. However, they approximated the seeded NR 
(a “dot-in-rod” structure) with a single heterostructure. Synthesizing NRs with a single heterostructure would 
be impractical, as this would require an asymmetric tip growth. In this work, we synthesized type-II seeded 
ZnSe/CdS NRs using colloidal synthesis. Intrinsic to the synthesis of NRs, there will be inevitable sources of 
polydispersity. Firstly, it is difficult to control anisotropic growth to maintain high aspect ratio of NRs in this 
dimension. Most NRs synthesized in previous works18, 19 were longer (40- 100 nm), and the aliquots of shorter 
NRs at early stage of syntheses often have large distribution in aspect ratios. Secondly, synthesis of NRs with 
high monodispersity, i.e. narrow size distribution, is challenging especially when anisotropic growth is desired. 
Lastly, for a “dot-in-rod” type-II structure, the position of the dots in the rods18, 19 will have a distribution, 
resulting in distribution in voltage sensitivities. With all the challenges contributing to an inevitable distribution 
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in voltage sensitivity from NR to NR, even from the same synthesis in the same flask, single-particle statistics 
is needed for realistic evaluation of the voltage sensitivity. However, the in vitro screening method developed 
in the previous work13 for single particle screening had low throughput by design and could not screen large 
number of particles with significant statistics. Hence, we developed a high throughput methodology allowing 
investigation of spectral and emission intensity changes of hundreds of NPs under voltage in one field-of-view 
using a spectrally-resolved microscope. This method involves fabrication of improved microelectrodes17 to 
allow application of an electric field in the vertical direction, building and calibrating a spectrally-resolved 
microscope, and developing an automated program for analysis. With this method, we investigated two types 
of NPs, ZnSe/CdS NRs and CdSe/ZnS QDs, and tested their voltage sensitivities with respect to changes in 
fluorescence intensity (ΔF/F) and changes in emission wavelength (Δλ).  
 

2. MATERIALS AND METHODS 
2.1. Nanoparticles  
Powder of CdSe/ZnS QDs (ID: QSP-620-10) was provided from Ocean NanoTech LLC. ZnSe/CdS NRs were 
synthesized following previous protocols18 with small modifications. First, ZnSe QDs were synthesized 
following previous protocols18, and the synthesis was stopped when an absorption peak at 364 nm was observed. 
The ZnSe QDs were purified from excess ligands by 3 consecutive butanol precipitations. A clear solution of 
ZnSe QDs was obtained by dissolving the pellet in toluene. The concentration of ZnSe seeds was determined 
by the optical density (OD) at 364 nm using UV-VIS spectrometer and cuvette with 1 cm path length. We used 
the robotic synthesizer WANDA20 at the Molecular Foundry, Lawrence Berkeley National Laboratory (LBNL) 
for the synthesis of ZnSe seeded CdS NRs with accurate control of reaction parameters. 24 units (OD*ml) of 
ZnSe seeds were dissolved in 960 mg octadecanethiol (ODT) and degassed to remove toluene. 270 mg CdO, 
1305 mg octadecylphosphonic acid (ODPA), 360 mg hexylphosphonic acid (HPA), 13.5 g trioctylphosphine 
oxide (TOPO), and 180 mg hexadecylamine (HDA) were mixed and degassed at 100 °C under <50 torr for 
roughly 1 hr before heated to 230 °C under nitrogen to convert CdO. Further degas at 100 °C under <50 torr 
for more than 2 hrs was done before the solution of Cd precursors was transferred to WANDA. The ZnSe 
solution in ODT was heated to 50 °C and injected to the solution of Cd precursors at 330 °C. The NRs were 
grown at 320 °C for 900 s before the solution was cooled and quenched with 5 ml acetone. The information 
and transmission electron microscope (TEM) images of NPs used in this work are shown in Table 1. 
 

2.2. Fabrication of microelectrodes 
 

The microelectrodes were fabricated at the UCLA Nanoelectronics Research Facility. As shown in Figure 1, a 
No. 1 coverslip with a transparent electrode made of indium tin oxide (ITO) was purchase from Structure Probe 
Inc (product number: 06463-AB) as the substrate. A film of 500 nm SiO2 insulating layer was deposited at 1.5 
Å/s rate using e-beam deposition (CHA Mark 40). QDs or NRs were diluted in toluene and spin-coated on the 
SiO2. A layer of polyvinylpyrrolidone (PVP) was introduced to prevent oxidation of the NPs by spin-coating 
of 5 % PVP solution in 1:1 methanol: deionized water (v/v). After checking the density of QDs or NRs under 
a wide-field microscope, substrates with low aggregation of NPs were used for further deposition of 500 nm 
SiO2. 5 nm Cr and 100 nm gold electrodes were patterned with a shadow mask and deposited using e-beam 
deposition (CHA Mark 40) at 0.1 Å/s and 1.0 Å/s rate, respectively. The thickness of each layer was measured 
by a stylus profilometer (Veeco Dektak 8, Bruker). The thickness of the PVP layer was usually 500 nm ± 50 
nm. 
 

2.3. Microscope setup and calibration 
A wide-field microscope modified from Zeiss Axiovert S100TV, with home-built illumination and detection 
optics, was used. A 460 nm laser (Sapphire 460-10, Coherent) was focused onto the back focal plane of a 100x 
objective (Zeiss Plan-Neofluar, N.A. 1.3, oil immersion) to create wide-field illumination. The laser power was 
0.7 mW before entering the objective. A 488 nm dichroic mirror (Di03-R488, Semrock) and a 530 nm long 
pass filter (E530LP, Chroma) were used. In the detection path, a removable prism could be inserted before an 
electron multiplied charged couple device (EMCCD) (Ixon DU-897, Andor) for dispersing single particle point 
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Nanoparticles investigated  
ZnSe/CdS NRs  CdSe/ZnS QDs  
Band alignment type-II Band alignment type-I 
Size 5 nm (diameter) x 12 nm (length) Size 5 nm 
TEM micrograph and Scheme  TEM micrograph and Scheme 

 

spread functions (PSFs) into spectrally resolved lines. Spectral measurements under electric field were done 
with a voltage amplifier (STM100, RHK Technology) connected to a function generator (FG2A, Beckman 
Industrial), which also triggers each frame of EMCCD via a LabView-controlled FPGA board for 
synchronization. In this work, a movie of 600 frames were recorded at 16 Hz, and a voltage of ~60 V (calculated 
based on the thickness and dielectric constants of each layer in the stack to generate 400kV/cm in the PVP 
layer) to all the even frames (denoted as Von), while 0 V was applied to all the odd frames (denoted as Voff). 
Wavelength calibration for the prism dispersed image was done using fluorescent beads and QDs with well-
known emission wavelength. The fluorescent beads used were FluoSphere (505/515) 0.1µm (Molecular 
Probes), FluoSphere (540/560) 0.1µm (Invitrogen), FluoSphere (535/575) 0.02µm (Molecular Probes), and 
FluoSphere (625/645) 0.2µm (Molecular Probes). 
 

3. RESULTS 
A stack of thin films was fabricated in order to apply electric field of magnitude close to that generated by an 
action potential and to allow fluorescence imaging using objectives with high numerical aperture (N.A.).  The 
scheme and photograph are shown in Figure 1.  

In this work, we investigated two types of NPs and compared their performance as single particle voltage 
sensors. The information of the two NPs is summarized in Table 1. In each measurement, a wide-field image 
was taken to mark the location of each single particle, (x, y) (Figure 2a). For spectra measurements under 
alternating voltage, a movie was acquired while the prism was inserted to disperse each PSF. An example frame 
extracted from this movie is shown in Figure 2b. The dispersed PSFs span a range of few pixels in y direction 
and approximately 50 pixels in the x direction, (X1, Y1) to (X50, Y5).  
 
 
 
 
 
 
 
 
 
 
 

Table 1. Information of NPs investigated in this work. 
 
To assign wavelengths to each pixel of the dispersed PSFs along the x direction, the equations below are used.  
 

Xn = x + dx(x, λ)    (1) 
Yn = (y+s)/m     (2) 

 

dx: shift of PSF locations in pixels in x direction after inserting the prism; λ: wavelength; s: shift of PSF 
locations in pixels in y direction after inserting the prism; m: magnification change after inserting the prism. 

 
Figure 1. Microelectrodes which allow imaging of single particles under electric field using high N.A. objectives. (a) Schematics 
of the stack of thin films and microelectrodes fabricated for applying homogeneous electric field on NPs. (b) A photograph of the 
microelectrodes. The sizes of the coverslips are 18 mm x 18 mm. 
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The parameters, s and m, are trivial numbers related to the instrument and remain constant after repetitive 
insertion and removal of the prism. dx is a function of the original wide-field location of a PSF and the 
wavelength of the PSF, so it can be acquired by fitting dx of PSFs of fluorescent beads with known emission 
wavelength. With the fitting results of dx from 4 types of fluorescent beads emitting at 515 nm, 560 nm, 575 
nm, and 645 nm and QDs emitting at 750 nm, we were able to calibrate the wavelength for each pixel and use 
this calibration for subsequent measurements. The reproducibility of s, m and dx were tested after each removal 
and re-insertion of the prism. The error in dx was found to be smaller than 1 pixel, attesting the stability and 
reliability of our setup. 
 

After 2D high-pass Gaussian filtering and background subtraction, spectral changes of individual NPs are 
extracted as function of the modulated voltage. Firstly, region of interests (ROIs) around each dispersed PSF 
are selected by detection of local maximums in a defined rectangle (red box in Figure 2b as an example). The 
wavelengths of each pixel in the ROIs are then assigned based on the method mentioned above. A stack of the 
dispersed PSFs from a single type-I CdSe/ZnS QD for 40 frames are shown in Figure 3a. The red and blue 
segments mark the Von and Voff frames, respectively. In Figure 3a, displacements of the PSFs from frame to 
frame due to voltage are clearly observed. Secondly, the emission intensity as a function of frames is extracted 
by integrating the total counts in the ROI (Figure 3b), and a threshold to distinguish between blinking on and 
off states can be defined based on the intensity trace. To define the blinking threshold, the mean of the intensity 
trace is used initially, and a new threshold is defined as 0.8 standard deviation above the mean of the blinking-
off states. This process is iterated for 5 times or until converged to finalize the blinking threshold. Third, the 
frames with integrated intensity above the blinking threshold are taken for calculating averaged spectra (Figure 
3d). From this QD, we find a ~1.3 nm shift in emission wavelength (Δλ), a slight broadening in emission 
linewidth, and a change of 22.5% in total emission intensity (ΔF/F) under voltage. Besides averaging, spectral 
peaks can also be extracted from individual frames. Figure 3c shows the peak wavelength as function of frames. 
The peak wavelength is calculated using the equation below. 
 

    (3) 
 

The clear displacements of the red dots (Von frames) from the blue dots (Voff frames) confirm the spectral shifts 
from frame to frame due to voltage. A histogram of peak positions from individual frames that have intensity 
above the blinking threshold is shown in Figure 3e. 
 

 
Figure 2. Example images for single particle measurements. (a) wide-field image to make locations of each NP. The scale bar 
is 10 µm. (b) a prism-dispersed image which allows extraction of wavelength information from each NP. The red box highlights 
a dispersed PSF of a single particle. 
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We also studied the QCSE responses of type-II ZnSe/CdS NRs in the same fashion and obtained corresponding 
histograms of ΔF/F and Δλ (Figure 4). Figure 4 shows that type-II NRs have a wide distribution of Δλ, and 
there is a significant population with large voltage sensitivity. Furthermore, Type-II NRs have both blue-shifted 
(Δλ<0) and red-shifted (Δλ>0) populations, while type-I QDs have mostly red-shifted population, as predicted 
previously by theoretical works12, 13. 
 

4. DISCUSSION 
We developed a high throughput methodology for QCSE response measurements at single particle level. This 
method allowed us to build statistically meaningful histograms in order to evaluate the performance of QDs or 
NRs with only few measurements. Figure 4 shows histograms of voltage sensitivity observables, ΔF/F and Δλ, 
for type-I CdSe/ZnS QDs and type-II ZnSe/CdS NRs. Since the NPs were spin-coated onto the substrate, and 
the electric field was not aligned with the long axes of NRs, we find a large population of NRs with small ΔF/F 

 
Figure 3. Example results of QCSE responses of a single type-I CdSe/ZnS QD. (a) A kymograph by stacking the dispersed PSFs 
from frame to frame for 40 frames. The red and blue segments mark the Von and Voff frames, respectively. (b) Integrated intensity 
extracted from the selected ROI as function of time. (c) Peak position extracted by equation (3) as function of frame showing a clear 
shift from frame to frame due to voltage. Red and blue dots are peak position at Von and Voff frames, respectively. (d) Averaged spectra 
from Von (red) and Voff (blue) frames. Only the frames above the blinking threshold are used to calculate the averaged spectra. (e) 
Histograms of peak positions extracted from individual frames that have intensity above the blinking threshold. A clear separation of 
the two histogram shows spectral shift from this single particle under voltage. 

 
Figure 4. Histograms of single particle QCSE responses, ΔF/F and Δλ, of type-I QDs and type-II NRs. (a) Histogram of spectral 
shift, Δλ, of single NPs under voltage, extracted from Fig. 3d. (b) Histogram of change in emission intensity, ΔF/F, of single NPs 
under voltage, extracted from Fig. 3d. Total numbers of NPs analyzed are 216 and 188 for type-I QDs and type-II NRs, 
respectively. 
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or Δλ. We attribute the large population of QDs / NRs with small ΔF/F or Δλ to the random alignment between 
NRs and the electric field (only very few NRs are aligned with the field). In addition, the size inhomogeneity 
of NRs also contributes to the wide distribution of voltage sensitivities. However, a noticeable difference 
between the histograms of QDs and NRs is noticed. The NRs sample has a significantly larger population of 
nanoparticles that exhibit both large positive or negative ΔF/F (as compared to QDs) and positive (red shift) or 
negative (blue shift) Δλ. QDs, on the other hand, exhibit smaller and mostly negative ΔF/F and red-shifted only 
Δλ, as predicted by theory12, 13. 
 

The larger separation of excited charge carriers in the NRs can also be confirmed with fluorescence lifetime 
measurements, as shown in several works18, 21. The longer fluorescence lifetimes of type-II NPs (tens of ns up 
to 100 ns) compared to type-I NPs confirm the decreased overlap integral of the electron and hole 
wavefunctions. Furthermore, the presence of both blue-shifted (Δλ<0) and red-shifted (Δλ>0) populations 
agrees with the theoretical prediction from asymmetric NRs by Park et al12. The presence of both populations 
can be explained by the possibility of asymmetrically located seeds in rods in a type-II structure. Several works 
have shown that growth of seeded NRs is often anisotropic along the two growing axes18, 19, and the seed is 
often located at ~ 1/3 of the NR length. 
 

With this tool, we have screened two different batches of nanosensors. We expect to perform iterative 
optimization of our colloidal synthesis based on the results from these measurements. This spectrally resolved 
wide-field microscope, together with the microelectrode device, constitute a tool for high throughput spectral 
screening of single particle under modulated field.  
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This chapter describes the synthesis of type-II ZnSe seeded CdS nanorods and the QCSE 

measurements and comparisons of a variety of nanosensors. This chapter is a reprint of the 

original article published in ACS Photonics in October 2018, titled “Characterizing the quantum-

confined Stark effect in semiconductor quantum dots and nanorods for single-molecule 

electrophysiology.”, by authors: Y. Kuo, J. Li, X. Michalet, A. Chizhik, N. Meir, O. Bar-Elli, E. Chan, 

D. Oron, J. Enderlein, S. Weiss. DOI: 10.1021/acsphotonics.8b00617. Reprinted with permission 

from ACS Photonics 5 (12), 4788-4800 (2018). Copyright 2018 American Chemical Society. 

  



29 
 

Characterizing the Quantum-Confined Stark Effect in
Semiconductor Quantum Dots and Nanorods for Single-Molecule
Electrophysiology
Yung Kuo,† Jack Li,† Xavier Michalet,† Alexey Chizhik,‡ Noga Meir,§ Omri Bar-Elli,§ Emory Chan,∥

Dan Oron,§ Joerg Enderlein,‡ and Shimon Weiss*,†,⊥,#,△

†Department of Chemistry and Biochemistry, University of California Los Angeles, Los Angeles, California 90095, United States
‡III. Institute of Physics−Biophysics, Georg-August-Universitaẗ, 37077 Göttingen, Germany
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ABSTRACT: We optimized the performance of quantum-confined Stark effect (QCSE)-based voltage nanosensors. A high-
throughput approach for single-particle QCSE characterization was developed and utilized to screen a library of such
nanosensors. Type-II ZnSe/CdS-seeded nanorods were found to have the best performance among the different nanosensors
evaluated in this work. The degree of correlation between intensity changes and spectral changes of the exciton’s emission under
an applied field was characterized. An upper limit for the temporal response of individual ZnSe/CdS nanorods to voltage
modulation was characterized by high-throughput, high temporal resolution intensity measurements using a novel photon-
counting camera. The measured 3.5 μs response time is limited by the voltage modulation electronics and represents ∼30 times
higher bandwidth than needed for recording an action potential in a neuron.
KEYWORDS: quantum-confined Stark effect, quantum dot, membrane potential, single molecule, voltage sensor, nanorod

Nanoparticles (NPs) with extremely bright fluorescence
have found application in many biological and

biophysical studies,1,2 such as single-particle imaging and
tracking,3,4 single-particle sensors,2,5 and super-resolution
microscopy.6,7 In particular, semiconductor quantum dots
(QDs) have been used as biological probes in various
applications, for example as labeling agents for long-term
tracking of single molecules3 and as intracellular sensors for
temperature,5,8 pH,9 etc. Within the past decade, QDs or
nanorods (NRs) were also predicted theoretically and
observed experimentally to report cellular membrane potential
with exceptionally large sensitivities.10−14 With the versatile
capabilities already shown and with some advanced engineer-
ing, QDs/NRs have great potential to become next-generation
voltage nanosensors that enable membrane potential imaging

using single particles. In this work, we synthesized,
characterized, and optimized QDs and NRs to exhibit
enhanced quantum-confined Stark effect (QCSE) using a
dedicated high-throughput single-particle screening approach.
As neurons transmit signals via electrical impulses generated

by membrane potential modulations, two approaches are
traditionally taken to monitor neural activities: (i) direct
electrical recording or (ii) utilization of a sensor that
transduces the electrical observables into other signals, such
as fluorescence. Electrical monitoring involves the patch clamp
technique or microelectrode arrays, which are both highly
invasive and not suitable for simultaneous recording from the
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large number of neuronal cells needed in order to study how
neurons communicate within a network. These techniques are
also inadequate to record signals from multiple nanostructures,
such as synapses or dendritic spines, within a neuron due to
space constraints. Many important brain functions such as
transmission of signals, plasticity, learning, and memory15−18

are facilitated by complex electrical and chemical events in
microscopic structures such as dendritic spines and synapses
that have volumes smaller than 1 femtoliter17 and have
extremely dynamic shapes and sizes.19−21 Studying local
electrical signals from such small volumes requires the
development of bright and noninvasive probes that have
molecular dimensions (nm), thus allowing for high spatial
resolution recording. Optical sensors such as voltage-sensitive
dyes (VSDs)22−25 and genetically encoded voltage indicators
(GEVIs)26−28 are examples of the second approach. VSDs and
GEVIs can report on changes in membrane potential via
changes in their absorption/emission properties.29 Despite the
advances made with VSDs, GEVIs, and their hybrids,29−33 they
cannot monitor electrical events on the nanoscale with single
molecules due to limited brightness. Additionally, most VSDs
and GEVIs suffer from photobleaching, low voltage sensitivity,
toxicity, and/or slow kinetics, and they can perturb membrane
capacitance at high concentrations.
While organic dyes and fluorescent proteins may be further

improved in the future, nanoparticles (NPs) could offer
alternatives. For example, nitrogen-vacancy centers in nano-
diamonds could report action potentials (APs) in a giant axon
of Myxicola infundibulum (worm) via the optically detected
magnetic resonance (ODMR) technique.34 QDs can operate
as voltage sensors35 via photoinduced electron transfer12,36,37

or the QCSE.10,11,14 The physical origin of the QCSE lies in
the separation of the confined photoexcited charges in the
semiconductor QD or NR, creating a dipole that opposes the
external electric field. This, in turn, leads to (red or blue)
shifting of the absorption and emission edges that are
accompanied by quantum yield (QY) and fluorescence lifetime
changes, according to the Fermi golden rule. Therefore, QDs
or NRs with sizable QCSE (at room temperature) that are
properly inserted into the cell membrane could report on
changes in membrane potential via a spectral shift, a change in
the emission intensity, and/or a change in the excited state
lifetime. QCSE-based QD/NR voltage sensors could also offer
several advantages over existing voltage sensors based on
organic dyes, fluorescent proteins, or their hybrid: they (1)
have high voltage sensitivity (quantified as percent change in
fluorescence intensity, ΔF/F), (2) exhibit large spectral shifts
(Δλ) enabling ratiometric detection, (3) exhibit changes in
excited state lifetime (providing an alternative detection
scheme), (4) have high brightness, affording single-particle
detection and superresolution recording, (5) have a fast
response time (∼ns) based on QCSE, (6) have a highly
functionalizable surface, (7) have emission wavelength and QY
that can be engineered, (8) have negligible photobleaching,
and (9) have low cytotoxicity (after surface modification).
With the extremely fast response time, QDs/NRs will be
capable of reporting and resolving the APs, which not only
have fast dynamics (sub-ms) but also present in a wide range
of frequencies and waveforms, especially in mammalian
brains.38−43

However, there are some challenges to overcome before
QCSE-based QD/NR voltage sensors can achieve single-
particle voltage imaging. First, the larger the QDs or the longer

the NRs, the larger their polarizability and hence their voltage
sensitivities.10,13 However, for proper membrane potential
reporting, the QDs/NRs need to be functionalized and
inserted into the 4 nm thick cell membrane. Therefore, a
trade-off between magnitude of the QCSE (increasing with NP
size and dependent on materials) and ease of membrane
insertion (decreasing with increasing NP size) is required.
Previous work has shown that small (∼3 nm) spherical QDs
can be encapsulated into liposomes44 and short (<10 nm)
NRs, functionalized with transmembrane peptides, can be
inserted into both synthetic and cellular membranes.14 In this
work, we characterize QDs/NRs with different materials, sizes,
and bandgap alignments and assess the possibility of
maximizing the voltage sensitivity of QDs/NRs with material
and bandgap engineering without increasing their sizes.
Second, QDs/NRs obtained by colloidal synthesis are
inevitably polydispersed, especially when multiple materials
or anisotropic growth (for NRs) is involved. The polydispersity
among particles will introduce a large distribution in their
voltage sensitivities, resulting in difficulties in evaluating the
single-particle performance of these nanosensors using
ensemble spectroscopic methods. These challenges need to
be addressed in vitro before attempting to utilize QDs/NRs as
single-particle voltage nanosensors in live neurons.
In this work, we addressed these challenges in several steps.

First, we synthesized type-II ZnSe-seeded CdS NRs (Figure 1)

with enhanced QCSE while maintaining small dimensions. A
type-II heterostructure increases charge separation by present-
ing spatially separated band energy minima for electrons and
holes across the heterojunction and hence increases voltage
sensitivity by QCSE without increasing the dimensions of NRs
significantly. In addition, the dot-in-rod structure of the NRs,
schematically shown in Figure 1b, is often asymmetric, creating
an asymmetric charge separation and a linear dipole that
screens the external field.45 In previous theoretical work, type-
II NRs were predicted to exhibit large voltage sensitivities,12,13

and NRs < 12 nm were shown to be easily inserted in
membranes after surface functionalization.14 To address the
second challenge, we developed a single-particle high-
throughput screening assay, which enables iterative optimiza-
tion of the synthesis. The screening was based on single-
particle spectral shift (Δλ) and relative intensity change (ΔF/
F) observables and allowed for statistical evaluation of the
properties of individual NRs randomly oriented in the electric
field. This approach required (i) the fabrication of thin film
microelectrodes that “sandwiched” NRs or QDs to allow
application of a homogeneous electric field vertically; (ii)
building a spectrally resolved wide-field single-molecule
microscope; and (iii) implementing a code for automated
data analysis. With this high-throughput in vitro screening

Figure 1. ZnSe/CdS NRs synthesized on WANDA. (a) TEM image
of NRs. (b) Schematic of the asymmetric ZnSe/CdS dot-in-rod
structure. (c) Absorption and emission spectra of NR (in toluene).
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approach, we compared the voltage sensitivities and screened
various QDs and NRs of different material compositions
(including doping), sizes, and band alignments and acquired
sufficient single-particle statistics for their assessment. Short
type-II NRs exhibited larger single-particle voltage sensitivity
than longer type-I NRs, validating the concept of QCSE
optimization by proper engineering of the NP’s composition
and bandgap/heterointerface alignment. This single-particle
screen allowed us to systematically and iteratively improve and
optimize the NRs’ synthesis and improve homogeneity,
quantum yield, and voltage sensitivity. The improved NRs
exhibited voltage sensitivity, characterized by an up to 69%
relative intensity change (ΔF/F) and a ∼4.3 nm spectral shift
(Δλ), fast response time (<3.5 μs, an upper bound set by the
RC time constant of the voltage modulation electronics), and
high brightness, affording facile single-particle detection.

■ RESULTS
Nanorod Synthesis. Reaction parameters that allow

precise control of anisotropic growth are critical for NRs of
small size (∼10 nm) as studied here. Poor control would yield
NRs with low aspect ratio (hence more symmetric and with
reduced QCSE).
Previous work reporting the synthesis of seeded ZnSe/CdS

NRs focused on much longer NRs (40 to 100 nm).45,46 Simply
quenching the reaction after a short amount of time usually
yielded polydisperse distributions in the length and width of
the NRs. For voltage sensing, shorter NRs are required due to
the difficulty in inserting longer NRs (>12 nm) into the
membrane.14 In order to determine the optimal synthesis
parameters to obtain shorter NRs with high aspect ratio, and to
precisely control reaction parameters, we used a high-
throughput robot (WANDA47) to systematically vary nano-

crystal growth parameters and screen for NRs with aspect
ratios greater than 1.5 and lengths less than 12 nm. Our ∼12
nm NR synthesis was based on a published procedure45 with
one modification: we used an alkanethiol in place of
trioctylphosphine sulfide (TOPS) as the S precursor to control
the reaction kinetics and to slow down the initial growth rate.
Thiol precursors of different carbon chain length (from
dodecanethiol to octadecanethiol) were tested. The injection
and growth temperatures respectively were optimized in
multiple optimization runs, in order to achieve slower initial
growth rate and hence obtain shorter NRs. The transmission
electron microscopy (TEM) image and absorption and
emission spectra of the batch of ZnSe/CdS NRs with minimal
size distributions and high aspect ratios revealed by TEM are
shown in Figure 1. The synthesis was iteratively optimized
using a series of screening assays including UV−vis, TEM, and
QCSE measurements (details shown below) to yield NRs with
a length of <12 nm and an aspect ratio of >1.5 while
maintaining a large QCSE response. Particle size analysis of the
best batch shown in Figure 1 reports an average of 11.6 ±1.7
nm for the long NR’s axis, 6.8 ±1.3 nm for the short axis
(diameter) and an average aspect ratio of 1.9 ± 0.5 (see Figure
S1).

Setup and Protocol for High-Throughput Single-
Particle QCSE Measurements. To characterize NRs’ QCSE-
induced spectral shift and intensity change upon external field
modulation with sufficient statistical significance, a dedicated
setup, methodology, and analysis had to be developed. To
apply an electric field of magnitude similar to that generated by
the depolarization phase of an AP, we followed the approach of
a previous work36 (with a few modifications) to fabricate
microelectrode stacks using thin film depositions. The thin film
electrodes “sandwiched” the NPs of interest and allowed

Figure 2. Example of QCSE measurements of a single ZnSe/CdS NR. (a) Intensity trace and (b) spectral peak position trace as a function of
frames. (c) Averaged emission spectrum for Von (red) and Voff (blue) frames. (d) Histograms of spectral peak positions from individual frames for
Von (red) and Voff (blue). Fitting the two peak position distributions to Gaussian functions (red and blue lines for Von and Voff histograms,
respectively) showed that the centers were shifted by 7.5 nm, consistent with the result in (c). (e) Images of the prism-dispersed PSFs from 20
consecutive frames (“zoom-ins”) at three different time periods of the background-subtracted movie. The prism-dispersed PSFs from different
frames are stacked side by side, with the blue and red segments marking the Voff and Von frames, respectively. The peak positions are marked with
red and blue +’s for Von and Voff frames, respectively. The clear “up” and “down” displacements between consecutively dispersed PSFs are strong
evidence for spectral shifts (converted to nm by a calibration procedure detailed in Supporting Information-4). The intensity of each pixel in (e) is
shown in grayscale with the color bar shown on the right. (f) Example of a Von (red) and a Voff (blue) spectrum from one single frame and the
Gaussian fits of both spectra (blue and red lines). The noisy spectra show that finding peak positions from single frames by fitting is not ideal and,
hence, why, in this work, the peak positions are calculated using eq S3.
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application of a homogeneous electric field while allowing
imaging with a high numerical aperture (NA) objective. The
stack was composed, from bottom to top, of an indium tin
oxide (ITO)-coated coverslip, SiO2 for insulation, NPs of
interest, polyvinylpyrrolidone (PVP), SiO2 for insulation, and a
gold electrode (schematically shown in Figure S2). The NPs in
such devices were stable for several weeks and up to 2 months
after fabrication. NPs in older devices, such as lithographically
patterned electrodes, tended to rapidly photobleach, possibly
due to oxidation by exposure to air. Compared to the
horizontally patterned electrodes, the vertical stack device
suffers significantly fewer catastrophic arc discharge or
meltdown events.11 This “sandwich device” can be fabricated
with either a large NP density (for ensemble measurements) or
a smaller density (for single-particle measurements) by
controlling the dilution and spin-coating conditions. We used
low concentration to test and optimize our NRs as single-
particle voltage nanosensors. A dedicated wide-field and
spectrally resolved single-molecule microscope (inspired by
previous work,48 Figure S3) was designed (see Materials and
Methods and Supporting Information for details). It allowed us
to acquire modulated spectra of hundreds of individual single
NPs per measurement while applying voltage alternating from
frame to frame. Briefly, the camera acquisition was
synchronized to a modulated voltage source that was applied
to the test device, creating an electric field alternating from 0
kV/cm (Voff) to 400 kV/cm (Von) in consecutive frames. The
fluorescence emitted by individual NRs was spectrally
dispersed by an Amici prism inserted in the detection path
and imaged by a camera. Movies of 600 frames (300
modulations periods; frame rate at 16 Hz) were recorded for
all samples.
To analyze the QCSE of single NRs, the spectrally dispersed

point spread functions (PSFs) of individual NRs were selected
from the mean frame of the entire movie using an algorithm for
automatic PSF detection (described in Supporting Informa-
tion-5), and the following analysis was performed only on the
selected NRs. Wavelength calibration for each pixel was
performed according to the protocol described in Supporting
Information-4, allowing the accurate extraction of the
(calibrated) spectrum for each NR, anywhere in the field of
view. Thus, the spectrum, the integrated intensity, and the
peak wavelength for each NR in each frame could be
automatically derived.

An example of a single ZnSe/CdS NR QCSE analysis is
shown in Figure 2. The intensity time trace and extracted
spectral peak positions of a single NR are shown in Figure 2a
and b, respectively. The red and blue dots in Figure 2b
respectively highlight the spectral peak positions during frames
with (Von) or without (Voff) applied voltage. Clear fluctuations
of intensity or peak wavelength from frame to frame due to
voltage modulation can be observed. While some NRs showed
clear “on” and “off” blinking states that can be discriminated by
an intensity threshold, this NR is an example of the
subpopulation that does not show clear “on” and “off” blinking
states (the histogram of total counts from individual frames is
shown in Figure S5-2a). Therefore, a “burst analysis” (details
described in Supporting Information-5) instead of applying a
blinking threshold was implemented for further analysis to
avoid the associated bias. For this NR, the averaged emission
spectrum at 400 kV/cm is blue-shifted by 7.9 nm (Figure 2c),
the fwhm of the emission spectrum is narrowed by 6 nm
(Figure S5-2b), and the integrated intensity is increased by 7%
(ΔF/F) with respect to the spectrum in the absence of applied
field. This blue shift and increased intensity are consistent with
the NR’s predicted type-II band structure.11,13 To get a
preliminary estimation of the NPs’ voltage sensitivities, we
implemented an automatic algorithm to calculate the averaged
emission intensity change (ΔF/F) and spectral shifts (Δλ)
(details described in Supporting Information-5) using the
equations below:
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where F is the fluorescence intensity and λ is the peak
wavelength. Von and Voff denote the frames with (Von) or
without (Voff) applied voltage, respectively, and th notes the
blinking threshold. The histograms of single-particle ΔF/F and
Δλ, calculated using eqs 1 and 2, for all the NPs listed in
Figure 3 are shown in Figure S5-3. In Figure S5-3, we found
that the majority (∼80%) of type-II NRs (sample (v)) have
voltage responses (n = 190), and the magnitudes of these
averaged voltage responses, expressed in ΔF/F and Δλ, are
much larger than that of type-I QDs (sample (i)).

Figure 3. Composition, band diagram, and TEM images of NPs investigated in this study.
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Clear spectral shifts between consecutive frames due to field
modulation can also be seen in this NR. In Figure 2e, the
spectrally dispersed PSFs between consecutive frames show
clear displacements, which are converted to wavelength shifts
as described in SI-5. Clear blinking “off” states are also seen in
the frames missing clear dispersed PSFs (for example frames
260−271 in the second panel). The histograms of spectral
peak positions (Figure 2d) from individual frames, calculated
using eq S3, show a large separation of 7.5 nm between the Von
and Voff frames, which is consistent with the peak shift found in
the averaged spectra. The clear separation between the two
histograms of peak positions from single Von and Voff frames
also shows that the spectral shift can be detected from single
frames without averaging.
As seen in Figure 2, the fluorescence from a single NP

exhibited intermittency (blinking), and in the blinking “on”
states, there is a wide distribution in fluorescence intensity (F)
and wavelength (λ) even in the absence of voltage (see Figure
2a and b for examples). The wide distributions are primarily
due to the relatively slow acquisition rate compared to the
blinking rate and possibly due to local charge accumulations,
ionization, and spectral diffusion. As a result, for all NPs, Δλ
and ΔF/F are often not constant throughout the acquisition
period but rather appear as “bursts” of large responses
following periods of small or noisy responses. The intermittent
voltage responses, or “bursts”, were shown to coincide with
blinking periods when recorded under a faster frame rate
(Supporting Information-5), which shows that blinking is the
major cause of intermittent voltage responses. While
introducing a blinking threshold could allow extracting the
voltage sensitivities, Δλ and ΔF/F, from only the blinking “on”
states, the blinking threshold inevitably creates bias when the
“on” and “off” states are not clearly separated, as shown in
Figure 2a and Figure S5-2a. Instead, we applied a “burst
analysis” to extract large responses, ΔF/F or Δλ, from time
windows of eight or more consecutive frames without applying
a binary discriminating threshold. Details for the burst search
algorithm are given in Supporting Information-5. Briefly, the
|ΔF/F|2 and the |Δλ|2 trace (i.e., the “score2” trace) were first
calculated between neighboring frames. A “burst” was
identified when eight (time threshold) or more consecutive
frames had an averaged |ΔF/F|2 or |Δλ|2 larger than the score
threshold, defined as the 50% percentile of the moving
averaged “score2” trace with a window of eight frames. The
correlation between the Δλ and ΔF/F was small; therefore the
burst search was applied separately to Δλ and ΔF/F traces.
The reasons for small correlations between Δλ and ΔF/F are
further studied and discussed below. Example ΔF/F and Δλ
traces from the same particle with identified bursts are shown
in Figures S5-6 and S5-7, respectively. After applying the burst
search algorithm to all traces from all NPs, the histograms of
Δλ and ΔF/F of individual “bursts” per NP type are plotted in
Figure 4.
Single-Particle QCSE Results. With the setup and

analysis for high-throughput QCSE measurements described
above, we measured QCSE responses of five different types of
NPs and built single-particle histograms to compare the
voltage sensitivities, Δλ and ΔF/F, between NPs with different
shapes, sizes, and band alignments. Figure 3 summarizes the
properties of the NPs measured in this work, including (i) 6
nm type-I CdSe/ZnS QDs; (ii) 12 nm quasi-type-I CdS/
CdSe/CdS QDs;49 (iii) 40 nm quasi-type-I Te-doped CdSe/
CdS NRs; (iv) 40 nm quasi-type-I CdSe/CdS NRs; and (v) 12

nm type-II ZnSe/CdS NRs. Figure 4 shows the histogram of
single-particle voltage sensitivities (Δλ and ΔF/F from
individual “bursts”) measured from these samples. Sample (i)
is the typical type-I QDs that are commercially available, in
which both the excited hole and electron reside in the CdSe
core. Sample (ii) is a core−shell−shell spherical QD, in which
the excited hole resides in a shell-shaped quantum well in the
CdSe layer, and the excited electron delocalizes across the
entire QD. This QD was reported to have suppressed blinking
and near-unity QY.49 Samples (iii) and (iv) are quasi-type-I
NRs with and without Te doping in the CdSe core, which
forms a trap for excited holes.50 The Te-doped 40 nm CdSe/
CdS NRs (sample (iii)) have on average one atom of Te in the
CdSe core.
QCSE responses of type-I and type-II NPs are clearly

distinct, as shown in Figure 4. Type-I QDs exhibit mostly red
shifts (Δλ > 0) under electric field (samples (i)−(iv)), while
47% of bursts from type-II NRs exhibit blue shifts and 53%
exhibit red shifts (samples (v), dashed line in Figure 4a). Type-
I QDs exhibit very small negative ΔF/F (samples (i) in Figure
4b); that is, they decrease in intensity under an electric field,

Figure 4. Histograms of (a) Δλ and (b) ΔF/F extracted from bursts
from five types of NPs described in Figure 3. The number of bursts
(n) and number of NPs (number in parentheses) in each histogram
are shown in the legends. The solid lines are the histogram weighted
by the total intensity counts during each burst, and the shaded areas
with dashed lines are the histogram without any weight. Type-II NRs
exhibit the largest voltage sensitivities, with positive and negative ΔF/
F and Δλ responses. The gray lines show the fits of the distributions
to a sum of two Gaussians.
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while 43% of bursts from type-II NRs exhibit positive ΔF/F
and 57% exhibit negative ΔF/F (samples (v), dashed line in
Figure 4b). We note that in the case of decreased intensity by
voltage modulation the intensity counts can only decrease to 0
in theory; that is, ΔF/F has a lower bound of −1. The bursts
that showed ΔF/F < −1 (4.7% of bursts from type-II NR,
dashed line in Figure 4b) are due to the events with extremely
low counts, resulting in occasional fluctuations below 0 after
background subtraction. Therefore, to avoid these events from
biasing the distributions of ΔF/F’s and Δλ’s, histograms of
both ΔF/F and Δλ bursts weighted by the total intensity
counts within the bursts are also plotted in Figure 4. Bursts
with higher intensity counts have higher signal-to-noise ratio
(SNR), and therefore, weighting data points by total intensity
counts puts emphasis on good SNR data points. As expected,
the histograms weighted in this manner show almost no
population with ΔF/F’s < −1. By fitting the weighted Δλ
distributions with a sum of two Gaussians, two populations
centered at −4.3 ± 2.0 nm (1 sigma from Gaussian fitting) and
3.8 ± 2.2 nm were found for type-II NRs (sample (v)), and
only one major population centered at 1.9 ± 1.0 nm was found
for type-I QDs (sample (i)) (gray lines in Figure 4a). For ΔF/
F distributions, fitting the weighted ΔF/F histograms with a
sum of two Gaussians yielded two populations centered at 69%

± 32% and −42% ± 16% for type-II NRs (sample (v)) and
only one population centered at 0% ± 7% for type-I QDs
(sample (i)) (gray lines in Figure 4b).
In summary, the type-II NRs synthesized in this work,

compared to type-I QDs or 40 nm quasi-type-I NRs, exhibit
both signs (positive and negative) of ΔF/F and Δλ and much
larger absolute ΔF/F and Δλ for both the positive and negative
populations, which are characteristics of the type-II band
alignment and asymmetrically located ZnSe seeds within the
CdS NRs. The type-II NRs, with the largest voltage
sensitivities among all NPs studied in this work and much
smaller size compared to the quasi-type-I NRs, are the optimal
voltage sensors among all NPs studied in this work. The
average burst width, average burst number per particle, and
fractional burst duration (with respect to the entire measure-
ment duration) are shown in Figure S5-8. The distributions of
ΔF/F and Δλ found by burst search with different time
thresholds were also studied and are shown in Figure S5-9.
The distributions and averages of ΔF/F and Δλ are not
affected by the time threshold from 8 frames to 16 frames, and
the absolute values of ΔF/F and Δλ, for both positive and
negative ΔF/F and Δλ, decrease as the time threshold
increases to 64 frames due to averaging.

Figure 5. (a) 2D histogram of ΔF/F and Δλ constructed from individual modulation cycles from 125 type-II ZnSe/CdS NRs (sample (v)) each
contributing ∼450 modulation cycles on average, including blinking “off” states. The distributions of ΔF/F and Δλ are shown on the top and right
panel, respectively. We note that this histogram includes all data points including blinking “off” states and therefore is different from the distribution
shown in Figure 4, which shows only data points from “bursts”. Within the top (or the right) panel, the histograms of subpopulations, Δλ (or ΔF/
F) > 0 and Δλ (or ΔF/F) < 0, are plotted as the blue and green lines, respectively. (b) Histograms of Pearson’s correlation coefficients extracted
from individual NPs for each type of NP (green). The distributions are compared to the distributions of Pearson’s correlation coefficients
calculated between the same ΔF/F traces and 10 randomly shuffled Δλ traces (pink, serving as controls).

Figure 6. Temporal response of a single type-II NR (sample (v)). (a) Image of the lithographically patterned microelectrode (with 2 μm gap) used
in this experiment. (b) Accumulated photon counts from one single NR (from an acquisition of 269 s, blue) as a function of photon arrival time
with respect to the voltage trigger. The time bin is 2 μs, and the modulation frequency was 1 kHz. The red line is a fit to the photon count trace
with eq 3 to extract time constants. (c) Zoom-in on the rising edge in (b), from which the fit (red line) yields a response time of 3.5 μs. (d) Single
type-II NR response recorded using a spectral splitting dual-view setup (details shown in Supporting Information) at 1 kHz frame rate with
alternating applied voltage at 500 Hz. The green trace is the integrated emission intensity from a single NR from the two dual-view channels. The
red and blue dots mark the intensity extracted from the Von and Voff frames, respectively. The gray line is the sum of the backgrounds extracted
locally from pixels near the NR in the two channels.
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Dependence of NRs’ Voltage Sensitivity on Their
Orientation with Respect to the Electric Field. It is worth
noting that in the “sandwich device” the orientations of NRs
were random with respect to the direction of the applied
electric field, which may broaden the distributions of voltage
sensitivities. Therefore, the correlation between the QCSE
spectral shifts and the orientations of the NRs was studied in a
lower throughput manner using the interdigitated electrodes
(Figure 6a). Randomly oriented type-II NRs (sample (v))
were positioned between the electrodes by drop-casting, and
the orientations of the emission transition dipoles of NRs were
visualized using defocused imaging.51,52 The orientations of
emission transition dipoles of the NRs were recorded without
applied field, and the emission spectra were measured in the
presence and absence of applied field. The results (Supporting
Information-6) show five NRs that displayed significant
spectral shifts under an applied electric field. Similar results
from single NRs composed of the same materials have also
been shown recently.53 In our experiment, despite the
heterogeneity among the five type-II NRs (sample (v))
studied, a decreasing trend in the QCSE spectral shift could
be seen as the angle between the transition dipole and the
electric field increased from 0 deg to ∼90 deg. With this
experiment, we found that the emission dipoles of the short
type-II NRs are linear and the degree of alignment between the
NR and the applied field significantly affects the QCSE spectral
shift. The voltage sensitivity diminishes when the NR is
orthogonal to the applied field and is maximized when the two
are parallel.
Correlation between ΔF/F and Δλ. To assess the

amount of correlation between ΔF/F and Δλ from these type-
II NRs (sample(v)), ΔF/F and Δλ of single modulation cycles
and multiple cycle averages are plotted in a two-dimensional
histogram (Figure 5a) and a scatter plot (Figure S5-5),
respectively. The correlation between ΔF/F’s and Δλ’s from
many different particles was very small, as shown by the
Pearson’s correlation coefficient (−0.083 in Figure 5a and
−0.19 in Figure S5-5). However, the correlations between ΔF/
F and Δλ from single particles are much larger. The ΔF/F−Δλ
Pearson’s correlation coefficients were calculated for all types
of NPs studied here, and the results are shown in Figure 5b.
The distributions of the correlation coefficients (Figure 5b,
green) are compared to negative controls (Figure 5b, pink),
calculated as the correlation coefficients between the same ΔF/
F trace and 10 randomly shuffled Δλ traces (Δλ distributions
before and after shuffling are shown in Figure S5-10). The
results show that 56% of type-II NRs (111 NRs out of 198
NRs) were negatively correlated, while 20% were positively
correlated with the correlation coefficients at least one
standard deviation away from the mean of the controls’
correlation coefficients. For type-I QDs, 43% (117 QDs out of
272 QDs) were negatively correlated, while 40% were
positively correlated. The results show that for the majority
of NPs the ΔF/F and Δλ from the same NPs were correlated
within the acquisition time, meaning that an intensity change is
usually accompanying a wavelength shift with proportional
magnitude as predicted by the theory of QCSE. However, for
some NPs, the correlation coefficients are positive instead of
negative, opposing the prediction by the theory of QCSE.
Meanwhile, the correlation between ΔF/F and Δλ from
different NPs shows that the sign and the magnitude of ΔF/F
and Δλ could not be predicted purely by the Stark effect,
possibly due to different rates of charge trapping and

detrapping in the defect states, different degrees of surface
passivation, and different local environments for different
particles.

Stability of Single Type-II ZnSe/CdS NRs. As reported
previously, QDs and NRs may experience changes in emission
wavelength and blinking rate or photobleach after a long
period of excitation in ambient air due to photochemical
reactions (oxidation) of the surface of the nanocrystals.54−57

Therefore, the stability and voltage sensitivity of a single type-
II NR (sample (v)) after a long period of excitation were also
studied. The emission of a single, type-II NR was recorded
using a dual-view spectral splitting setup while the camera
recording was synchronized to the alternating applied electric
field. The experimental detail and the results are shown in
Supporting Information-6. The NR was continuously excited
under ambient air, and the fluorescence was recorded for more
than 8 h. The voltage sensitivities, including both ΔF/F and
Δλ, despite some fluctuations due to blinking, remain nearly
constant in the “blinking on” states for more than 4 h. Over
time, the emission blue-shifted, and the NR entered more dark
states, while the Δλ decreased after 5 h. Although exposed to
ambient air, this single NR exhibited excellent long life (>8 h)
and voltage-sensing stability (∼4 h). With improved coatings,
even longer lifetimes are expected in the future.

Temporal Response of Single Type-II ZnSe/CdS NRs.
To capture an AP, a membrane voltage sensor needs to have a
sub-ms temporal response and a photon emission rate that
allows recording it with sufficient SNR. In principle, the
response time of NRs is on the order of their excited state
lifetime, which is of the order of a few tens of nanoseconds.
Bar-Elli et al. have shown that bright NRs (with a photon
emission rate of ∼105 Hz) could report voltage at 1 kHz via
their spectral shifts, Δλ.53 Here we set up to directly resolve
the fluorescence intensity of individual NRs in response to
voltage modulations with a custom wide-field photon counting
camera (PCC) designed for time-resolved single-molecule
imaging.58−62

For this experiment, we deposited NRs in between
lithographically patterned horizontal microelectrodes11 with a
2 μm gap (Figure 6a) and imaged them with the PCC while
applying a modulated voltage on the electrodes. In contrast to
conventional cameras, which accumulate photoelectrons
generated during a preset integration time, read out the
whole frame at fixed intervals, and suffer from readout noise,
the PCC records each photon’s arrival times with 156 ps
temporal resolution and its location with 50 μm spatial
resolution, allowing to define arbitrary “frame” durations
postacquisition, and is readout-noise-free. The maximum
achievable frame rate is only limited on one hand by the
signal and the desired SNR, but also by detector hardware
constraints. In the device used for these experiments, the local
(single NR) count rate was limited to ∼40 kHz, while the
global count rate (over the whole detector) was limited to ∼2
MHz. For periodic processes such as those studied here, the
availability of precise photon timing allows for accumulation of
data from “frames” of duration much shorter than the above
limits, the signal being now limited only by the total
acquisition time. This allowed us to define frame rates
comparable to the fastest complementary metal oxide semi-
conductor (CMOS) cameras but with single-photon sensitivity
due to the absence of readout noise.
Type-II NRs in toluene were drop-casted on the micro-

electrodes and covered with PVP by spin-coating after toluene
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evaporation. During the acquisition of photons by the PCC, 1
kHz square voltage modulation (at 50% duty cycle) was
applied to create alternating electric fields alternating between
0 and 400 kV/cm. The triggers for the voltage modulations
were simultaneously recorded by the PCC electronics and time
stamped with an internal 50 MHz clock synchronized with that
used to time-stamp detected photons. A total of 269 904
modulation periods were recorded for the single-particle
intensity time trace shown in Figure 6b (total duration: 269
s). Figure 6a shows the electrodes used for this experiment
imaged under a microscope with white light illumination.
Figure 6b shows the accumulated photon counts after
reassignment to a single modulation period. The results
shown here represent an assessment of the time resolution
when a measurement is not limited by the photon emission
rates, for example, when an ensemble of oriented NRs respond
collectively to the electric field. The ΔF/F of this specific NR
was 19%.
To extract the temporal response of the NRs, we fitted the

signal with the following model:
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where F is the photon counts, which is a function of time, t. μ1
and μ2 are the fitted start time of the NR’s intensity rise and
decay, respectively. τ1, and τ2 are the fitted rise and decay time
constant, respectively. F0 represents the total photon counts in
the absence of voltage, and ΔF is the change in photon counts
under applied voltage with respect to F0. Therefore, ΔF/F
equals ΔF/F0. Fitting the accumulated trace to eq 3 yielded
time constants τ1 = 3.5 μs and τ2 = 8.8 μs (Figure 6b,c) for the
rising and falling edges, respectively. The time constant of 3.5
μs is exactly the rise time of the measuring circuit (including
the voltage amplifier and RC time constant of the micro-
electrodes, Figures S8-1 and S8-2). The measured response
time is therefore an upper bound imposed by the instrument
and is ∼30 times faster than what is needed to resolve an AP.
We note that, however, in order to achieve kHz recording for
APs using a single NR, the emission rate of this specific NR
must exceed 30 kHz to overcome the shot noise to allow for
observing a 19% change in intensity measured previously. In
the current setup, the global count rate was limited by the
PCC, and therefore a single NR emission rate of ∼4 kHz was
recorded, which was well below the saturation emission rate of
the NRs. To demonstrate that these NRs could indeed report
voltage at a 1 kHz frame rate with sufficient photon emission,
the fluorescence from a single NR was recorded using a dual-
view spectral splitting setup (details described in the
Supporting Information) and an electron-multiplying charged
couple device (EMCCD) with a small field of view (50 × 50
pixels). The results are shown in Figure 6d and Supporting
Information-7. The NR exhibited alternating emission intensity
and emission peak positions, in single 1 ms frames without
averaging, as the applied electric field alternated between 0 and
300 kV/cm from frame to frame (Figure 6d). The result shows
that the QCSE from a single NR could be observed using the
spectral splitting setup at 1 kHz frame rate, which is consistent
with the recently published work.53 With proper functionaliza-
tion for membrane insertion, a single NR could therefore be

potentially used for monitoring neural activities at ca.
millisecond temporal resolution.

■ DISCUSSION
The optimal voltage sensors for single-particle electrophysiol-
ogy need to have large voltage sensitivity while maintaining
small sizes for membrane insertion. Using a high-throughput
QCSE screening assay, we successfully demonstrated that the
12 nm long type-II NRs (sample (v)) exhibit much larger
voltage sensitivities (ΔF/F and Δλ) compared to the other
NPs studied in this work, including spherical QDs and 40 nm
long quasi-type-I NRs. Type-II band alignment increases the
separation of excited holes and electrons and hence QCSE, and
therefore, by changing the material compositions of seeded
NRs, the voltage sensitivities (ΔF/F and Δλ) can be increased
without increasing the sizes of the NRs. Although the length of
our type-II NR is longer than the thickness of a lipid bilayer
membrane of ∼4 nm, a method for functionalizing similar
semiconductor NRs for vertical insertion into cellular
membranes has been demonstrated experimentally.14 The
voltage response of a type-II NR of similar length has also been
calculated by Park et al.,13 using self-consistent Schrod̈inger−
Poisson calculations for NRs inserted vertically across the
membrane. The result showed that a 12 nm long type-II NR
exhibits the largest voltage sensitivity (ΔF/F > 190%/100 mV)
compared to shorter type-II NRs and type-I NRs with the same
length. The experimental results presented here validate our
previous predictions of the optimal materials and dimensions
for NR voltage sensors.
One of the important characteristics required for membrane

potential sensors is that they can report the physiological
membrane potential, ranging from ∼−70 to 40 mV. Hence, a
good membrane potential sensor must have asymmetric
responses around zero field. In type-I spherical QDs, the
excited dipole is small and isotropic due to quantum
confinement in the spherical core (well), while in type-II
NRs, excited carriers separate to different ends of the NRs,
creating a linear dipole that partially screens the external
electric field. While type-I QDs exhibit isotropic responses
regardless of the field direction, the linear dipole in an NR
results in asymmetric (positive and negative) ΔF/F and Δλ
responses depending on the direction of the electric field with
respect to that of the dipole, as well as larger absolute values of
ΔF/F and Δλ under both signs.13 The results by burst search
(Figure 4) and by comparing the Δλ distributions with that
from randomized wavelength (λ) traces (Figure S5-10) both
show that type-II NRs exhibit Δλ of both signs, while type-I
QDs and quasi-type-I NRs exhibit primarily positive Δλ’s. The
presence of both blue-shifting and red-shifting NR populations
was consistent with theoretical predictions13 and attests to the
type-II nature of these NRs and their asymmetric structure.
Previous work has shown that seeded NR growth is often
asymmetric and the seed is offset from the center of the NR by
∼1/3 length of the NR46 (as illustrated in Figure 1b), resulting
in a spatially asymmetric distribution of carrier wave functions.
These NRs, with both positive and negative ΔF/F and Δλ due
to random orientations in the electric field, are capable of
reporting not only the field strength but also the field direction,
as required for electrophysiology applications.
For type-II NRs, despite some heterogeneity and random

orientations in the electric field, the average ΔF/F is very large
(69% for positive ΔF/F and −42% for negative ΔF/F, Figure
4), and the average Δλ is +3.8 nm and −4.3 nm for an electric
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field of 400 kV/cm, which is approximately 1.45 times larger
than the electric field swing that will be created during firing of
an AP in a neuron. The ΔF/F from the type-II NRs, even
when divided by a factor of 1.45, is much larger than most
commercially available VSDs (di-8-ANEPPS: 7.5% per 100
mV;63 di-4-ANEPPS: 4.13% at 560 nm and 2.12% at 620 nm
per 150 mV;64 RH237: 2−3%;65 JPW-6003: 11.9%66) or
GEVIs and has much higher signal-to-background ratio at the
single-particle level.
One potential challenge for using these NRs as voltage

sensors is that our QCSE screening results showed broad
distributions of voltage sensitivities (ΔF/F and Δλ) for single
type-II ZnSe/CdS NRs (sample (v)). Some NRs exhibited
large spectral shifts (red shifts or blue shifts), while some
exhibited small or no spectral shifts. Some NRs exhibited large
changes (positive or negative) in emission intensity (ΔF/F),
while some exhibited small or no changes in ΔF/F. The main
reason for the wide distributions is the random orientations of
NRs with respect to the electric field direction. The
experimental results showed that the misalignment between
the NRs and the electric field can diminish the voltage
sensitivity and that the random orientations of NRs are
responsible for the distributions of voltage sensitivities shown
in Figure 4. In the “sandwich device”, the surface roughness of
the substrate and the residuals, such as excess ligands, from the
solution could cause the NRs to be not completely orthogonal
to the vertical applied field and hence a distribution of spectral
shifts offset from 0. Other possible causes of the wide
distribution in voltage sensitivities are the heterogeneity (in
sizes, shape, and QYs) among particles. However, with proper
functionalization, we expect better control over the alignment
between the NRs and the electric field in applications in lipid
membranes, overcoming the issue of broad distributions of
voltage sensitivities caused by random orientations of NRs as
shown in this work.
Another consideration before using these NRs as voltage

sensors is that, according to the theoretical studies by Park and
Weiss,13 ΔF/F is dependent on the QY of the NP as well as on
the excitation power (which in turn affects the QY via
repartitioning between the exciton state and the positive trion
state). For a 12 nm type-II ZnSe/CdS NR with 10% QY and
100% partitioning in the exciton state, ΔF/F is estimated to be
>60%, while the same NR with 90% QY and 20% partitioning
in the exciton state exhibits a ΔF/F of only ∼5%.13 While a
larger excitation power could allow a higher emission rate, it
also decreases ΔF/F and the partitioning in the exciton state. A
larger QY and less blinking allow the NRs to stay voltage
sensitive for longer periods of time, but it also decreases ΔF/F.
A careful balancing of the trade-off between ΔF/F, QY, and
excitation power is therefore needed in order to record APs
based on ΔF/F readings. As shown in Supporting Information-
5, blinking is the major cause of the burst voltage sensitivities
for these NRs, besides other minor factors such as local
charging, ionization, and spectral diffusion. Increasing the QY
will simultaneously reduce the intermittency in voltage
sensitivities and increase emission rate. Although the existing
NRs are not yet capable of reporting APs, by improving their
QY and reducing their blinking, future generations of NRs
could become membrane potential sensors for AP recordings.
An interesting finding unexpected by Park and Weiss is that

the ΔF/F responses in the colloidal NRs are more complicated
than the QCSE theory could predict. The ΔF/F caused by the
intrinsic QCSE effect, without considering defect or charge

trapping states, is negatively correlated with the Δλ. However,
all the NPs studied in this work showed a fraction of the
population with positively correlated Δλ and ΔF/F. The
reasons for positively correlated Δλ and ΔF/F could be that
ΔF/F was induced by a combined result of the applied electric
field and local charges at surface and interface defects67 since
local charge states can create a local electric field10 and be
modulated by the applied electric field.68 Extrinsic charging/
ionization at surface and interface defects68 could further
modulate blinking rates (and hence QY) and contribute to a
positive correlation and/or no correlation. These effects will
require further studies that correlate spectral, intensity, and
lifetime measurements under an applied electric field and at
different excitation powers (currently a topic of a follow-up
project). Such measurements will allow us to decouple these
contributions and further improve type-II NRs as voltage
sensors (for example, by growing an additional layer of a high-
bandgap coat). Indeed, the high-throughput screening method
developed in this work is most suitable for these studies and
will be used to minimize extrinsic effects and optimize the
intrinsic QCSE signal.
Furthermore, the large Δλ shift from the type-II NRs

(relative to their emission spectral width) is amenable to
ratiometric detection using a dual-channel spectral splitting
setup11,53 as shown by the single NR recording results. Δλ-
based, ratiometric measurements are also immune to the
complications associated with the intensity-based measure-
ments described above. Together with further improvements in
the sensors’ design and performance and in their surface
functionalization for membrane insertion,14 we envision their
utilization for parallel, multisite, super-resolved electrophysio-
logical recordings.

■ METHODS
Materials and Chemicals. All chemicals are used as

purchased without further purification. Trioctylphosphine
oxide (TOPO, 99%), octadecylphosphonic acid (ODPA),
and hexylphosphonic acid (HPA) were purchased from PCI
Synthesis. Tri-n-octylphosphine (TOP, 97%) was obtained
from Strem Chemicals. Cadmium oxide (CdO), octadecyl-
amine (ODA), hexadecylamine (HDA), octadecanethiol
(ODT), and a 1.0 M diethylzinc (Zn(Et)2) solution in
hexanes were purchased from Sigma-Aldrich. Selenium powder
(99.999%, 200 mesh) was purchased from Alfa Aesar.

Synthesis of ZnSe/CdS NRs. The detailed procedure for
the synthesis of ZnSe QDs is described in Dorfs et al.45 Briefly,
a mixture of Se (63 mg), TOP (2 g), and diethyl zinc solution
(0.8 mL, 1 M) was injected into degassed HDA (7 g) at 300
°C in an argon atmosphere. The reaction was kept at 265 °C
until a sharp absorption peak around 360 nm was observed
(∼30 min after injection). After the reaction was cooled to
room temperature, ZnSe QDs were purified three times by
butanol/methanol precipitation and redissolved in toluene.
The concentration of ZnSe in toluene was documented by the
optical density (OD) at the absorption peak through a 1 cm
cuvette. To synthesize CdS nanorods on ZnSe seeds using
WANDA, CdO (270 mg), ODPA (1305 mg), HPA (360 mg),
and TOPO (13.5 g) were first degassed at 100 °C under
vacuum for 2 h, and the solution was heated to 230 °C until
the CdO powder was fully dissolved, rendering a colorless
solution. The solution was cooled to room temperature to add
180 mg of ODA, and the solution was degassed under vacuum
at 100 °C for an additional 2 h. To prepare the S precursor
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solution with ZnSe, 1440 mg of ODT was mixed with 36 units
[OD (under 1 cm path length) × mL] of ZnSe solution in
toluene and heated under vacuum to remove the toluene and
moisture. After degassing, both Cd precursor solution and S
precursor with ZnSe were transferred under vacuum into a
glovebox and dispensed gravimetrically into the 40 mL glass
vials used as reaction vessels for the robot. The filled vials were
loaded into the eight-reactor array of WANDA, an automated
nanocrystal synthesis robot at the Molecular Foundry.47

WANDA was used to run up to eight reactions in series
with individually controlled heating/cooling profiles, stirring
rate, injections, and aliquot schedules. Below is the description
of an exemplary run. A 1.133 mL amount of a S/ZnSe solution
(heated to 50 °C to prevent solidification) was injected into
15 615 mg of a Cd solution at 330 °C at a dispense rate of 1.5
mL/s. The temperature after injection was set at 320 °C for
CdS NR growth. The heating was stopped 15 min after
injection. To thermally quench the reaction, each reaction was
then rapidly cooled to 50 °C using a stream of nitrogen, after
which 5 mL of acetone was injected.
Postsynthesis Treatment of ZnSe/CdS NR. The

obtained product was purified three times by methanol
precipitation and toluene wash/centrifugation to remove free
ligands and unreacted precursors, and a half monolayer of Zn
was grown on the NRs’ surface to introduce a metal-rich
surface and coordinating ligands for further functionalization
while maintaining the QY (30−40%) of these NRs during and
after functionalization. Briefly, the purified ZnSe/CdS NRs
were mixed with TOPO, oleic acid, and oleylamine. Following
degassing, the reaction solution was heated to 250−280 °C
under argon, and a TOP solution of zinc acetate or zinc
undecylenate was infused to the reaction flask with a needle
mounted syringe. The reaction was stopped by removing the
heating mantle 20 min later.
Wide-Field Spectrally Resolved Microscopy for QCSE

Measurements. A wide-field microscope based on a Zeiss
Axiovert S100TV, with home-built illumination and detection
optics, was used. A 460 nm laser (Sapphire 460-10, Coherent)
was focused onto the back focal plane of a 100× objective
(Zeiss Plan-Neofluar, NA 1.3, oil immersion) to create wide-
field illumination. The laser power was 0.7 mW before entering
the objective. A 488 nm dichroic mirror (Di03-R488,
Semrock) and a 530 nm long-pass filter (E530LP, Chroma
Technologies) were used. In the detection path, a removable
Amici prism could be inserted before the EMCCD (Ixon DU-
897, Andor) for spectrally dispersing PSFs. For each QCSE
measurement, a wide-field image without the Amici prism was
first acquired to locate each NP. After inserting the prism, a
movie was acquired while synchronously alternating the
voltage applied to the sandwich device as described below.
Alternating the voltage between 0 (Voff) and ∼60 V (Von)
(variable depending on the final thickness of SiO2, PVP, and
SiO2 layers in each device) was done by a function generator
(FG2A, Beckman Industrial) creating a square wave at 8 Hz
with 50% duty cycle and amplified with an additional offset of
∼30 V (variable, to offset the voltage in half-periods to 0 V) by
a high-bandwidth voltage amplifier (STM100, RHK Technol-
ogy). The exact voltage applied for Von was calculated to
impose an electric field of 400 kV/cm in the PVP layer,
assuming that the two SiO2 layers and the one PVP layer were
acting as three capacitors in series with dielectric constants of
3.9 and 2.33 for SiO2 and PVP, respectively. Synchronization
of the function generator and the EMCCD camera was

achieved by a programmable FPGA board (410-087, Digilent
Inc.), which identified downward and upward zero-voltage
crossings from the voltage generator and output TTL triggers
at each crossing. As a result, two frames were recorded for each
modulation period (one frame with voltage on, one frame with
voltage off). Therefore, the resulting exposure time for each
frame was 62.5 ms, and the frame rate was 16 Hz. All movies
consisted of 600 frames. The algorithms for extracting QCSE
parameters from these movies are described briefly below and
in detail in Supporting Information-5.

Wide-Field Photon Counting Microscopy Using a
Photon-Counting Camera. An inverted wide-field micro-
scope based on an Olympus IX71 with home-built excitation
and detection optics was constructed. The excitation source
was a 532 nm continuous wave laser (MGL-III-532-150 mW,
Opto Engine). The laser was reflected by a 488/532 long-pass
dichroic mirror (Omega Optical, transmission spectrum shown
in Supporting Information-9) and focused onto the back focal
plane of a 60× objective with an NA of 1.45 (Plan Apo
TIRFM, Olympus) to create wide-field illumination. The
excitation power was 1.9 mW before entering the objective. A
596/60 band-pass filter (596DF60, Omega Optical) was used
as the emission filter. Details for the hardware and software for
the PCC are similar to those presented in Colyer et al.62 with
the following differences: the detector comprised a GaAs
photocathode cooled to 12 °C, with a quantum efficiency of
∼30% in the detection wavelength range and a cross-strip
anode for position sensing.69 A dilute NR solution in toluene
were drop-casted onto lithographically patterned electrodes,
allowed to dry in air, and covered with a layer of PVP by spin-
coating. After locating NRs in between the electrodes under a
microscope, square wave voltage was applied via the same
hardware used for QCSE measurements, while the emitted
photons from NRs were detected and time-stamped by the
PCC. Since the detector does not accumulate photons into
“frames” but instead collects position and time information for
each photon, synchronization of acquired photons was
performed with the help of TTL triggers emitted by the
voltage function generator, recorded as a separate time-
stamped signal by the PCC electronics. Because of hardware
limitations, only one of every eight trigger signals was
recorded, which provided plenty of information for post-
acquisition synchronization, each time-stamp being recorded
with 20 ns resolution.

Fabrication of Sandwich Devices. An 18 mm × 18 mm
ITO-coated coverslip (#1.5, 30−60 ohms per square resistivity,
SPI Supplies) was used as the starting substrate. A 500 nm
layer of SiO2 was deposited using e-beam evaporation (Mark
40, CHA) at a rate of 1.5 Å/s. The resistance of the substrate
after SiO2 deposition was tested and confirmed to be infinite
using a multimeter. QDs or NRs in toluene were spin-coated
on top of the SiO2 layer, followed by spin-coating of 5% w/w
PVP (40k Sigma-Aldrich) in a 1:1 methanol and H2O solution
to create a layer of PVP of 400−500 nm (measured by a stylus
profilometer, Veeco Dektak 8, Bruker). Next, a second 500 nm
SiO2 layer was deposited on top of the PVP layer for
insulation, followed by the second electrode deposition of a 5
nm Cr layer (0.1 Å/s) and a 100 nm Au layer (1 Å/s) using e-
beam evaporation (Mark 40, CHA). The deposition of the
second electrode was through a shadow mask that created six
electrodes of 3 mm diameter on each coverslip. The
thicknesses of each layer were measured with the stylus
profilometer (Veeco Dektak 8, Bruker) after each deposition or
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spin-coating to assist calculation of the voltage required for
QCSE measurements.
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1. NR size analysis 
 The size analyses for type-II ZnSe/CdS nanorods (NRs) were done using a home-written 
python code. The algorithm includes the following steps: (i) decreasing contrast of original image; 
(ii) setting threshold for segmentation; (iii) finding the major and minor axes of each nanoparticle 
(NP) by fitting an ellipse tangential to the 4 borders of each NR. The size analyses for spherical 
NPs were done with ImageJ. 

 

2. Schematics of the “sandwich device” 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. S2: (a) A schematics of the “sandwich device”.  This geometry ensures a homogeneous electric field across the 
NPs in the spin-coated PVP layer of 400-500 nm thickness. The PVP layer and NPs are “sandwiched” between two 500 
nm SiO2 insulation layers. The bottom indium tin oxide (ITO) electrode (blue, bottom) has a resistivity of 30-60 Ohms 
per square. The top Cr/Au electrode (yellow circles (top) has thicknesses of 0.5 and 100 nm respectively. The Au 
electrodes are patterned as circles with a diameter of 3 mm by shadow masking. (b) A photo of the “sandwich device”. 
The coverslip dimensions are 18 x 18 mm. 

 

Fig. S1:  Results of size analysis for type-II ZnSe/CdS NRs. (a) A binary image showing segmentation of NRs and background, 
processed by a home-written python code. The original image is Fig. 1a. The scale bar is 50 nm. (b) Histograms of major and 
minor axes acquired via size analysis. By fitting the distributions with Gaussians, the average of the major (long) axis was 
found to be 11.6 nm ± 1.7 nm (1 sigma from Gaussian fitting), and the average of the minor (short) axis was found to be 6.8 
nm ± 1.3 nm (1 sigma from Gaussian fitting). (c) Histogram of aspect ratios acquired via size analysis. The averaged aspect 
ratio was calculated to be 1.9 ± 0.5 (1 standard deviation). 
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3. Schematics of the wide-field spectrally-resolved microscope  
 

 

 

 

 

 

 

 

 

 

 

 

 

4. Wavelength calibration for the spectrally-resolved microscope 
 The equations below were used to assign wavelengths to each pixel of the dispersed point 
spread functions (PSFs) along the dispersion direction, x:  

Xn = x + dx(x, λ)  (S1) 
Yn = (y+s)/m (S2) 

where dx is the shift of PSF locations in pixels in x direction after inserting the prism; λ is the 
wavelength in nm; s is the shift of PSF locations in pixels in y direction after inserting the prism; 

 

Fig. S3: Schematics of the wide-field spectrally-resolved microscope. Ob: 100x objective, N.A. 1.3. S: 
sample, i.e. sandwich device. DM: 488nm dichroic long pass filter. EM: emission filter. L1-L4: lenses. M: 
mirror. EMCCD: electron-multiplying charged couple device. In a QCSE measurement, the prism is 
inserted to disperse individual point spread functions (PSFs) into spectrally resolved lines, and the EMCCD 
acquisition is synchronized to the square voltage applied to the sample via TTL triggering generated by a 
programmable FPGA board detecting the rising and falling of voltage waves.  

 

Fig. S4-1: Wide-field image (left) and prism-dispersed image (right) of spin-coated FluoSphere (625/645). 
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m is the magnification change after inserting the prism. The parameters, s and m, are trivial 
numbers related to the instrument and remain constant after repetitive insertion and removal of the 
prism. dx is a function of the original wide-field location of a PSF and the wavelength of the PSF, 
so it can be acquired by fitting dx of PSFs of fluorescent beads with known emission wavelength. 
4 kinds of fluorescent beads or quantum dots (QDs) were used for this calibration: FluoSphere 
(505/515) 0.1µm (Molecular Probes), FluoSphere (540/560) 0.1µm (Invitrogen), FluoSphere 
(625/645) 0.2µm (Molecular Probes) and QDs emitting at 750 nm.  

 As shown in Fig. S4-1, two images, a wide-field image and a prism-dispersed image, were 
taken for each sample of spin-coated beads or QDs. Each fluorescent bead/QD has a wide-field 
location, (x, y). After inserting the prism, the dispersed PSFs span a range of few pixels in the y 
direction and approximately 50 pixels in the x direction, (X1, Y1) to (X50, Y5). The wide-field 
location, (x,y) corresponding to each dispersed PSF, can be found by a trivial search in the 
proximity (provided that the sample is dilute enough). By extracting the intensity profile in pixel 
X1 to X50, the emission spectrum of a single fluorescent bead can be recovered, and the pixel with 
largest intensity, Xi, is assigned to the peak wavelength, 515, 560, 645, or 750 nm. Therefore, dx 
as functions of x for each wavelength can be extracted and fitted with a line (Fig. S4-2a). We found 
that both dx and dy depend linearly on x and y, respectively (Fig. S4-2a), while only dx depends 
on λ, as eq. S1 and S2 state. This imaging and fitting protocol was repeated several times for each 
bead type. After averaging and plotting the results (Fig. S4-2b), a clear quadratic depends of dx(x) 
on the wavelength (λ) could be seen.  

With this calibration at hand, we were able to calibrate quantum confined Stark effect (QCSE) 
spectra for each individual NPs:  dx1-dx50 and x were identified for each NP, and the wavelengths 
were assigned to each pixel of X1 to X50. 

The custom python code used for wavelength analysis is published in a public github 
repository: https://github.com/yungkuo/wavelength-calibration where interested readers can 
download and reproduce the entire data analysis workflow. In this repository, there are two .ipynb 

(ipython notebook) files. One notebook demonstrates the wavelength calibration process, and the 
other tests spectra recovery for individual fluorescent beads locating in various locations in the 
field of view using the calibration results. There is a .py file containing low-level functions, such 
as defining ROI and detecting PSFs. The calibration notebook can be visualized at (link). 
 

5. Data analysis for extracting QCSE results 

 

Fig. S4-2:  (a) Linear dependence of dx on x and dy on y. The (dx,x) and (dy,y) data points were extracted from the PSFs in Fig. 
S4-1. (b) Quadratic dependence of dx on λ. The data points were extracted from several measurements for each bead type. 
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 In each measurement, a wide-field image was taken to mark the location of each single 
particle, (x, y) (Fig. S5-1a is an example). For spectra measurements under alternating voltage, a 
movie was acquired while the prism was inserted to disperse each PSF. An example frame 
extracted from the movie is shown in Fig. S5-1b.  

 The data analysis was automated by home-written python code. The detail process for each 
step are listed below: 
a. Background subtraction - A 2D low pass filter was applied to each frame to define slow varying 

background. The sigma for the low pass filter was defined to be 20 pixels for the wide-field 
image and 30 for the prism-dispersed image. Background was subtracted from each frame of 
the movie. 

b. Automatic detection of individual PSFs – An algorithm searching for local maximum in 
regions of interest (ROIs) of 7x7 pixels along with a threshold to the total intensity within the 
ROI was applied to locate PSFs in the wide-field image. An ROI of 7x21 pixels was used for 
the same search in the prism-dispersed image. The PSF search was performed on the mean 
image of the background subtracted movie. If a pixel is the local maximum within the 7x7 or 
7x21 pixel ROI, and if the integrated intensity of all pixels within this ROI is larger than a set 
threshold, this pixel is identified as the location of the PSF. The threshold was defined as the 
integrated intensity within a bigger ROI (21x21 or 21x63 pixels) surrounding the PSF plus [a 
x the standard deviation of intensity among all pixels within this bigger ROI].  a is 1.4 for 
wide-field image and 1.3 for prism-dispersed image. 

c. Matching the dispersed PSFs with wide-field PSFs – Each dispersed PSF was matched to the 
closest wide-field PSF. The estimations for dx and dy were provided as pre-requisite 
parameters for the search. PSFs that had no matching pairs within a reasonable (dx,dy) distance 
were omitted from further analysis. 

d. Assigning wavelengths to each dispersed PSFs - As stated in SI-4, each pixel where the 
dispersed PSFs spanned was assigned with a wavelength calculated from x and dx. 

e. Extraction of wavelength, intensity, and blinking information as functions of voltage – From 
the selected ROI (see the red box in Fig. S5-1b for an example), we could extract intensity 

 

Fig. S5-1: Example images for single particle QCSE measurements. (a) wide-field image to mark locations of each NP. The 
scale bar is 10 μm. (b) a prism-dispersed image which allows extraction of wavelength information from each NP. The red 
box highlights a dispersed PSF of a single particle. 
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trace by integrating counts over all the pixels within the ROI from each frame. Here, we defined 
ROI to be 7x51 pixels to ensure inclusion of the entire dispersed PSFs. The peak wavelength 
was defined by equation S3 below: 

!"#$	&#'"(")*+ℎ	 = ∑ (0(12)×52)2
∑ 0(12)2

 (S3) 
where I(Xn) is the integrated intensity of pixels (Xn, Y1) to (Xn, Y7). n indicates the pixel number 
within the ROI, and therefore n is an integer number in the range of 1 to 51. λn is the wavelength 
in nm corresponding to pixel Xn.  
With equation S3, peak wavelengths as a function of frames could be extracted without the 
need to fit the spectra of individual frames, which was advantageous since some frames had 
low signal-to-noise ratio for some of the NPs. 

f. Averaging the intensity percentage change (ΔF/F) and wavelength shift (Δλ) in response to 
voltage - After acquiring the intensity and wavelength traces as function of frame from each 
particle, a blinking threshold was applied to select the “blinking on” states for further analysis. 
The blinking threshold was obtained by iterative optimizations (with 15 iterations). It was 
initially defined as the mean of intensity in the entire trace, excluding the first 2 frames as the 
voltage was not stable in those frames. The blinking threshold was then defined as the mean 
plus 1.3 x the standard deviation of intensities below the initial threshold. This optimization 
process was iterated 15 times to obtain a final blinking threshold although it usually converged 
within 5 iterations. An example of the blinking threshold is shown in Fig. 2a (cyan line). The 
intensities, spectra, and peak wavelengths from Von (even: 0, 2, 4… etc.) and Voff (odd: 1, 3, 
5…etc.) frames that were above the blinking threshold could then be extracted and averaged. 
The histograms of emission intensities from Von and Voff frames and the blinking threshold are 
shown in Fig. S5-2a. As shown in Fig. S5-2, the blinking ‘on’ and ‘off’ states are not clearly 
separated for this single NR.  

Examples of the averaged spectra from Von and Voff frames are shown in Fig. 2c and in Fig. 
S5-2b. In Fig. S5-2b, Gaussian fittings are applied to the averaged spectra from Von and Voff 

frames, respectively. Fitting results show that the emission peak was blue-shifted 7.9 nm and 
the full width at half maximum (FWHM) was narrowed by 6 nm in the Von frames with respect 
to that in the Voff frames.  

 

Fig. S5-2: (a) Histograms of emission intensities from single frames (Von,, red) and (Voff, blue) from the single type-II 
NR shown in Fig. 2. This particular NR shows no clear separation between blinking ‘on’ and ‘off’ states. (b) Gaussian 
fittings to the averaged spectra shown in Fig. 2c show that the emission peak blue-shifted 7.9 nm and the FWHM 
narrowed by 6 nm in the Von frames with respect to that in the Voff frames.  
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After applying blinking threshold and averaging, the results (including ΔF/F and Δλ as shown 
in Fig. 2) from each single particle were recorded, and histograms were plotted, as shown in 
Fig. S5-3.  
 

g. Searching ΔF and Δλ “bursts” in the intensity (F) and wavelength (λ) time traces – We found 
that all single NPs exhibited periods of large ΔF/F or Δλ and periods of smaller ΔF/F or Δλ. 
We dub periods of large ΔF/F or Δλ as “bursts”. These bursts showed that NPs’ voltage 
sensitivity was intermittent, primarily due to the fast blinking rate compared to the acquisition 
rate and also possibly due to local transient charging, ionization, or spectral diffusion.  
Therefore, averaging spectra from all the Von or Voff frames within the entire course of 
acquisition would not be a fair representation of the voltage sensitivity (for both ΔF/F and Δλ) 
as the time scale of ΔF/F and Δλ changes was much smaller than the total acquisition period. 
To validate that the blinking is the major cause of such intermittent voltage responses, we 
recorded the fluorescence response of a single type-II NR (sample (v)) with a faster acquisition 
rate using a dual-view spectral splitting setup. In the setup, the emission from a single NR was 
split into two channels, a transmitted and a reflected channel, using a dichroic mirror (FF593-
Di03, Semrock). Using this setup, the relative wavelength shifts could be extracted via the ratio 
between the two channels (instead of spectrally dispersing the signal and analyzing the 
spectrum’s peak position), resulting in an increased signal-to-noise ratio (SNR) under fast 
acquisition. The result (Fig. S5-4a) shows that the intermittent voltage sensitivities correlates 
with the blinking periods. In the 2-dimensional (F, ΔF) histogram (Fig. S5-4b), 2 populations 
can be identified, corresponding to the bright and dark states, with large and small voltage 
responses (F ~ 0 and ΔF ~ 0), respectively. Meanwhile, the 2-dimensional (F, Δλ) histogram 
(Fig. S5-4c) shows essentially one population because the Δλ during dark state could not be 

 

Fig. S5-3: Histograms of single particle ΔF/F and Δλ. The n numbers shown in legends indicate the number of particles 
included in the histograms.  
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extracted due to low fluorescence intensity. The population with Δλ centered around -1 nm 
corresponds to the Δλ observed in the bright state. To show that the ΔF intermittency is 
primarily caused by blinking, the autocorrelation of the intensity (F) trace and the cross 
correlation between the intensity (F) trace and the ΔF trace are plotted in Fig. S5-4d. The 
normalized autocorrelation or cross correlation curves have the following definitions:  

6(7) = 	∑ 8(9:;)∗=(9)
〈8(9)〉@〈=(9)〉@

8ABCD
9EF   (S4) 

in which f(t) or h(t) are the F or ΔF trace, and 〈∙〉9 denotes the time average.  

 

Because of the intermittent responses, we implemented a burst search algorithm to extract 
bursts of ΔF/F or Δλ in the entire time traces, and the bursts statistics of ΔF/F and Δλ were 
evaluated. The burst search algorithm was modified from the work by Ingargiola et al. 1. Before 
performing the burst search, the 2D distribution of ΔF/F v.s. Δλ was plotted to examine the 
correlation between ΔF/F and Δλ. Fig. 5a shows an example of the 2D distribution of ΔF/F and 
Δλ constructed from every modulation cycle from 125 single type-II ZnSe/CdS NRs. Each 
data point of ΔF/F and Δλ in the histogram in Fig. 5a was extracted from 1 modulation cycle 
including the blinking ‘off’ states. We avoided applying blinking threshold to exclude blinking 
‘off’ states, which inevitably introduces bias due to unclear separation of the blinking ‘on’ and 
‘off’ states judged only by the fluorescence intensity.  

Because the ΔF’s during blinking ‘off’ states are ~0 (with small deviation from 0 due to 
noise fluctuation), and ΔF/F’s are unreasonably large due to small F, Fig. 5a plotted the clipped 
population with 2 > ΔF/F > -2. Likewise, only the population with 20 nm > Δλ > -20 nm were 
plotted to exclude unreasonably large Δλ’s due to low fluorescence signals during the blinking 
‘off’ states for λ calculation. As a result, a total of 55,863 data points from single cycles from 
125 NRs are plotted in Fig. 5a.  

 

Fig. S5-4: Fluorescence responses of a single type-II NR (sample(v)) under alternating voltage modulations at 47 Hz. 
The camera frame rate was 94 Hz. (a) The fluorescence intensity (gray) and ΔF (blue) time traces. The darker blue trace 
is the moving average of ΔF with a window of 50 frames. ΔF fluctuations clearly correlate with the blinking periods. (b) 
The 2-dimensional histogram of ΔF and F showing 2 populations corresponding to large and small ΔF during the bright 
and dark states, respectively. (c) The 2-dimensional histogram of Δλ and F. (d) The normalized cross correlation between 
the ΔF and F trace and the normalized autocorrelation of the F trace. 
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In Fig. 4, the median of ΔF/F is around -29%, indicating that the majority of NRs exhibited 
decreased quantum yield (QY) in response to voltage modulation, while Δλ has equal 
populations showing positive (red shifts) and negative (blue shifts) shifts. The equal 
populations of Δλ in the negative and positive regions, as well as some population with Δλ ~ 
0, are results of randomly oriented NRs with respect to the applied field. A very small 
correlation between Δλ and ΔF/F is shown in Fig. 5a, as estimated by the Pearson’s r value (-
0.083) (top right). The small correlation shows that (1) Δλ and ΔF/F bursts do not always 
happen at the same time and (2) large Δλ are not always accompanied by large ΔF/F. A low 
correlation between averaged ΔF/F and Δλ was also reported by Bar-Elli et al2 in other type-
II ZnSe/CdS NRs. The distribution of averaged ΔF/F and Δλ per particle is shown in Fig. S5-
5, which also demonstrates the absence of clear correlation. Therefore, in the following 
analysis, the burst searching algorithm was applied to Δλ and ΔF/F traces independently.  

For the ΔF/F burst search, a ΔF/F time trace was first calculated from the fluorescence 
intensity trace. The data from the first two frames were always discarded due to unstable 
voltage from the function generator. In ΔF/F traces, values larger or smaller than the median 
of the trace ± 5 were caused by the low photon counts (very small F in the denominator) during 
the dark state and were set to 0. |ΔF/F| was then defined as the score for burst search. In the 

burst search, firstly, a window size defining the minimum burst length (tmin) was defined. If 
the score was larger than the score threshold, Δ0.5, 8, defined as the median of the moving 
averaged score trace with a window of 8 frames, the frame was marked as the “start” of a 
“burst”. The burst stopped when the average score dropped below the threshold. If the “burst” 
length (the number of frames from “start” to “stop”) was larger than tmin, this “burst” was 
recorded. After finding a burst, the “start”, “stop”, “total score” (i.e. sum of ΔF/F in the burst), 
and the total intensity counts within the burst were recorded. An example result for the ΔF/F 
burst search applied to a type-II ZnSe/CdS NR is shown in Fig. S5-6.  
 The same protocol with modifications was applied for the Δλ bursts search. In a wavelength 
(λ) trace, the λ’s that were 30 nm larger or smaller than the median of the entire λ trace were 
replaced with the λ value of its previous frame, and hence Δλ would be 0. This manipulation 
was implemented to avoid frames that had unreasonable λ values due to the low signal in the 

 

Fig. S5-5: 2D distribution of averaged Δλ and ΔF/F from single type-II ZnSe/CdS NRs. The Δλ and ΔF/F were calculated 
using the protocol described in SI-5f. The Pearson’s correlation coefficient between Δλ and ΔF/F extracted from this plot 
is -0.19. 
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dark states. After processing λ, Δλ (score) was calculated. The burst search protocol was the 
same as ΔF/F burst search. An example result for the Δλ burst search applied to the same type-
II ZnSe/CdS NR in Fig. S5-6 is shown in Fig. S5-7.  

h. Bursts histograms– Having extracted Δλ score, ΔF/F score, burst width, and total intensity 
counts within a burst, histograms of Δλ and ΔF/F (with and without intensity weighting) were 
plotted (see Fig. 3). The average width of bursts, average number of bursts per particle, and 
percent burst duration as compared to the entire course of acquisitions are shown in Fig. S5-8. 

  

  

Fig. S5-6: An example result for ΔF/F burst search applied to the intensity trace from a type-II ZnSe/CdS NR. The blue line 
is the ΔF/F � ����. The black dashed line is the 8´ moving averaged � �����with a window of 8 frames. The red dashed line 
is the 8´ threshold above which the “start” of a burst will be identified. For this NR, 7 bursts above the threshold (and above 
the time threshold of 8 frames) were detected and marked by the blue shaded areas. The green line is the intensity (F) trace 
with the scale indicated on the right, and the blue and the red dots mark the F‘s at Voff and Von frames, respectively. 

  

 

Fig. S5-7: An example result for Δλ burst search applied to the wavelength (λ) trace from a type-II ZnSe/CdS NR (the same 
NR as in Fig. S5-6). The blue line is the Δλ � ����. The black dashed line is the 8´ moving averaged � �����with a window 
of 8 frames. The red dashed line is the 8´ threshold above which the “start” of a burst will be identified. In this NR, 8 bursts 
above the threshold (and above the time threshold of 8 frames) are detected and marked by the blue shaded areas. The green 
line is the wavelength (λ) trace with the scale indicated on the right, and the blue and the red dots mark the λ‘s at Voff and Von 
frames, respectively. 
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The effect of a minimum burst duration on the distribution of Δλ and ΔF/F is shown in Fig. S5-9.  
 
Fig. 5-10 shows the effect of randomizing the wavelength (λ) traces on the Δλ distribution. The 
randomized wavelength (λ) traces were used as a negative control for calculating the Pearson’s 
correlation coefficients between ΔF/F and Δλ traces. To get a randomly shuffled Δλ trace, the 
wavelength (λ) trace, excluding the first 2 frames was randomly permutated, and the Δλ trace was 
calculated between neighboring frames following the same procedure for calculating the original 
Δλ trace as shown above. The effects of the randomized wavelength (λ) traces on the Δλ 
distributions are shown in Fig. S5-10, confirming that shuffling completely randomized the 
wavelength (λ) traces, and the Δλ’s between neighboring frames is normally distributed around 0.  

 

Fig. S5-9: Histograms of (a) Δλ and (b) ΔF/F extracted from bursts from type-II NR (sample (v)) with different minimum 
burst durations used during burst search. The tmin were defined as 8, 16, and 32 frames for ncycle = 8, 16 and 64, respectively. 
The ncycle is the window size for calculating moving average.  The number of bursts (n) and number of NPs (number in 
parenthesis) in each histogram are shown in the legends. The solid lines are the histogram weighted by the total intensity 
counts during each burst (as shown in Fig. 4), and the shaded area with dashed lines are the standard histograms 

  

Fig. S5-8: Statistical results from both Δλ and ΔF/F burst searches, including the average width of bursts, average number of 
bursts per NP, and percent burst duration within the entire course of acquisitions 
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All the above-mentioned analyses were done using custom python code, available on github 
(https://github.com/yungkuo/wide-field-QCSE-analysis), and the raw data can be found at 
10.6084/m9.figshare.5566948. 

  

 

6. Dependences of QCSE on the orientations of NRs with respect to the electric field and 
the exposure time 

In the “sandwich device” shown in Supporting Information-2, the orientations of NRs were 
random with respect to the orientation of the applied electric field, which might contribute to widen 
the distributions of the voltage sensitivities, ΔF/F and Δλ, measured. Therefore, the correlation 
between the orientations of the emission transition dipoles of NRs with respect to the field direction 
and the emission spectra were studied using defocused imaging microscopy3. In the experiment, 
diluted type-II NR (sample(v)) solution in toluene was dropped casted on the interdigitated 
electrodes shown in Fig. 6a. After the toluene evaporated completely, a voltage of  20V was 
applied to create an electric field of 400 kV/cm via a voltage amplifier (BPC 303, Thorlabs). The 
microscopic defocused image was acquired using a high NA objective (Apo N, 60×/1.49 NA oil 
immersion, Olympus) with a 460 nm laser (SC400-4-20, Fianium) as excitation, and the 
fluorescence was filtered by an emission filter (Edge Basic Long Wave Pass 561, Semrock) before 
recorded by a camera (iXon Ultra, DU-897U, Andor). Each spectrum was acquired for 5 seconds 
using a spectrograph (SR 303i, Andor) and a CCD camera (iXon DU897 BV, Andor).) under ~ 2 
µW excitation. The microscope setup and the analysis for the emission dipole are described in 
detail in ref3, 4. The results are shown in Fig. S6. For spectra data analysis, the spectra were fitted 
to a Lorentzian to find the peak wavelength. 

 

Fig. S5-10: Δλ distributions for each type of NPs (blue), compared to 10 different Δλ distributions calculated from randomized 
wavelength traces for each type of NPs (red). 
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The stability and voltage sensitivities of the type-II NRs (sample (v)) after a long period of 
excitation were studied. In this experiment, the type-II NRs were dropped casted from toluene 
solution onto an interdigitated electrode with 2 µm gap (Fig. 6a). After the toluene has evaporated, 
the NRs were excited with a wide-field illumination using a 405 nm laser at ~ 10 W/cm2. The 
fluorescence was filtered by a bandpass filter (HQ 590/80M, Chroma Technologies) and then split 
by a dichroic mirror (FF593-Di03, Semrock) into two channels, a reflected channel with 
wavelength < 593 nm and a transmitted channel with wavelength > 593 nm, before collected by 
an EMCCD camera (Ixon DU-860, Andor). An alternating square voltage of 0 V and 60 V was 
applied to generate an electric field of 0 kV/cm and 300 kV/cm between the electrodes. The camera 
acquisition was synchronized in the same fashion as for the wide-field QCSE measurements 
described in Method. The frame rate was 30.49 Hz, which was acquired by measuring the 
triggering signals sent to the camera using an oscilloscope, and hence the accumulation time was 
~33 ms.  

From the recorded movie, the signals from a single NR from a 5 pixel H	5 pixel region were 
summed in individual frames in both channels to generate two intensity time traces. The 
background for each channel was calculated locally from a 9 pixel H	9 pixel region around the 
point-spread-function of the NR. Within the 9 pixel H	9 pixel region, the 25 pixels with the lowest 
averaged intensity were selected, and the intensity of these 25 pixels were summed in individual 
frames to generate a background time trace. The resulted fluorescence time trace of a single type-
II NR (sample (v)) recorded for 8 hrs is shown in Fig. S6-2. The odd frames (1, 3, 5, … etc.) 

 

Fig. S6-1: (a) Emission spectra of 5 randomly oriented type-II NRs (sample (v)) in the presence and absence of applied electric 
field. The orientations of the emission transition dipoles of these NRs are shown as I⃑ by black arrows, and the direction of the 
applied electric field is shown as KL⃗ . The images acquired by defocused imaging experimentally and theoretically are shown on 
the right. (b) The QCSE spectral shift as a function of the angle between the emission transition dipole and the applied electric 
field. 
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marked as blue were the frames acquired under no electric field, and the even frames (0, 2, 4, … 
etc.) marked as red were recorded under an electric field of 300 kV/cm.  

 
 The intensity ratio of the transmitted red channel over the sum of both channels can be 

used to calculate the emission peak wavelength with simple assumptions, including Gaussian 
emission peak and the full width at half maximum (FWHM) of the emission peak. We assumed 
that the FWHM was 30 nm based on the single particle emission bandwidth (shown in Figs. 2C 
and S5-2b), and the transmission spectrum of the dichroic mirror was obtained from the 
manufacture (Fig. S6-3a, overlaid with the assumed Gaussian emission peak centered at 593 nm). 
The transmitted intensity ratio as function of the emission peak wavelength is shown in Fig. S6-
3b.  

 
Fig. S6-2: Fluorescence time traces of a single type-II NR (sample (v)) acquired using a dual-view spectral splitting setup. 
(top) The intensity time trace of the transmitted red channel. (middle) The intensity time trace of the reflected blue channel. 
(bottom) The ratio time trace calculated by the intensity of the transmitted red channel divided by the total intensity of the 
two channels after background subtraction. The Von and Voff frames are marked with red and blue, respectively, and the 
backgrounds in each channel are shown as the gray traces in the top and middle panel. In the bottom panel, the ratio trace was 
clipped to be between 0 and 1. The ratios below 0 and above 1 were insignificant results from the low intensity of the dark 
state.  

 

 
Fig. S6-3: (a) Assumed Gaussian emission spectrum of a single type-II NR (orange) and the transmission spectrum of the 
dichroic mirror (blue). (b) The calculated transmitted intensity ratio as function of the emission peak wavelength. 
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In Fig. S6-4, we show the time traces and the calculated λ (Fig. S6-4d, e, f) and ΔF/F (Fig. 
S6-4g, h, i) traces at 3 different time periods, 0.4, 3, and 8 hrs. The ΔF/F was calculated from 
adjacent frames using the equation below 

N∆PP QR = 	SR
TU2 NSR

TU2 − SR:W
TUXXQY  (S4) 

This single type-II NR displayed significant spectral shift as seen by the displacement between the 
λ trace at Von frames (red) and the λ trace at Voff frames (blue) (Fig. S6-4d). The spectral shift can 
also be seen in Fig. S6-4a, in which the intensity in the transmitted channel decreased, while the 
intensity in the reflected channel increased, when an electric field is applied (Von). In Fig. S6-4g, 
the ΔF/Fs are positive in the reflected channel and negative in the transmitted channel, which 
shows that this single type-II NR exhibited blue shifts when an electric field was applied. 

It is worth noticing that in the histograms in Fig. S6-4d, e, f, there are two populations, one 
centers at ~591.9 nm and gradually blue shifts, and the other centers at ~ 593.7 nm. The population 
centered at ~ 593.7 nm has a percent transmittance of ~45% and is clearly originated from the dark 
states (or dim states). During the dark states or dim states, the NR did not exhibit spectral shift as 

 
Fig. S6-4: Zoomed-in time traces of the single type-II NR shown in Fig. S6-2 within 1 hr (a,d,g), after 3 hrs (b,e,h), and after 
8 hrs (c,f,i) of continuous excitation. (a, b, c) The intensity time traces and intensity histogram of the transmitted and reflected 
channels with the Von and Voff frames marked in red and blue, respectively. The background of each channel is plotted in 
gray. (d,e,f) Emission peak wavelength calculated from the transmitted intensity ratio in Von (red) and Voff (blue) frames and 
the histogram. (g,h,i) ΔF/F traces calculated from adjacent frames in the transmitted channel (blue) and reflected channel 
(orange) and the histogram.  
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seen by the overlapping populations centering at ~593.7 nm in the λ histograms at Von and Voff in 
Fig. S6-4 d, e, f. On the contrary, during the bright state, the λ histograms have significant 
displacement between the Von and Voff frames, despite gradually shifting blue after 3 hrs of 
continuous excitation (Fig. S6-4 d, e, f).  

This single type-II NR maintain relative constant ΔF/F and Δλ in the first 4 hrs of 
continuous excitation under ambient air, despite some noisy fluctuations due to blinking and 
possible spectral diffusion (Figs. S6-2 and S6-4). After 4 hrs of continuous excitation, the NR 
exhibited blue shifted emission and entered dark state for longer amounts of time. After 8 hrs of 
continuous excitation, the emission of this NR blue shifted ~ 4 nm as compared to the original 
emission wavelength. However, this NR still exhibited some voltage sensitivity, Δλ, although the 
Δλ was much smaller than the original Δλ before prolonged excitation.  

As shown in many past works, the stability of QDs or NRs can be increased significantly 
by covering the QDs or NRs in a polymer5, 6. We demonstrated the stability of the type-II NRs in 
ambient air in order to observe the photochemical effect on the QCSE, and the NR showed 
excellent long life (> 8 hrs) and voltage-sensing stability (~4 hrs). Improved high bandgap coatings 
and immersion in the lipid environment of the membrane can improve stability further. 

 
 

7. Single particle recording at 1 kHz 
To demonstrate that the type-II NRs (sample (v)) could afford recordings at kHz with 

sufficient emission rate, the fluorescence of a single NR was recorded using a dual-view setup 
similar to that described in Supporting Information-6 with some modifications. The wide-field 
excitation was from a 532 nm laser (CNI Optoelectronics Technology) at ~250 W/cm2, and the 
emission was split with a 594 nm dichroic mirror (Di02-R594, Semrock) resulting in a “red” 
transmitted part of the signal (transmitted channel) and a “green” reflected part of the signal 
(reflected channel). An alternating voltage between 0 V and 60 V at 500 Hz and 50 % duty cycle 
(square wave) was applied across 2 µm interdigitated electrodes (Fig. 6a). Fluorescence recording 
was performed by an EMCCD camera (Ixon DU-860, Andor) at 2 frames per voltage cycle, 
synchronized to the applied voltage (1 kHz frame rate). The recorded intensity time traces and the 
ratio between the background-subtracted, transmitted channel over the total intensity of the two 
background-subtracted channels were plotted in Fig. S7. In Fig. 6d and Fig. S7a, clear 
displacements between the intensity from Von frames and Voff frames could be seen, especially in 
the reflected channel. The clear shift between the wavelength histograms from Von frames and Voff 
frames is seen in Fig. S7b, which shows that (1) the spectral shift can be observed from a single 
NR at 1 kHz recording and (2) the dual-view spectral splitting setup is suitable for spectrally-
resolved recording of the fluorescence from a single NR at 1 kHz. Moreover, the intensity change 
(ΔF/F) could also be observed as shown in Fig. S7c. 



58 
   S17 

  

 

Fig. S7: Time traces of a single type-II NR recorded at 1 kHz. (a) The intensity time traces of the transmitted and 
reflected channels with the Von and Voff frames marked in red and blue, respectively. The background of each 
channel is plotted in gray. (b) Emission peak wavelength calculated from the transmitted intensity ratio in Von 
(red) and Voff (blue) frames and the histogram. (c) ΔF/F traces calculated from adjacent frames in the transmitted 
channel (blue) and reflected channel (orange) and the histogram. 
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8. Characterization of the instrument’s RC time constant  
 To characterize the rise time of our instrument used for the photon counting experiment, 
the microelectrode was connected in series to a resistor of 372 MΩ to form an RC circuit. The 
voltage drop across the resistor was recorded with an oscilloscope (DS1102E, Rigol Technologies) 
while square wave was applied. The RC time constant for this circuit was found to be 49.577 µs 
by fitting (Fig. S7-1), from which a capacitance of 133 pF was extracted. 
 In actual experiments that tested the response time of NRs, a resistor of 100 Ω was used, 
with RC=13 ns, which was much smaller than the instrumental time constant. The instrument time 
constant was derived from a fit to the rising edge (Fig. S7-2) of the recorded voltage. The rise time 
was found to be 3.575 us. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. S8-1: Voltage trace recorded across the resistor (372 MΩ) in series with the microelectrode for 
characterizing the RC time constant of the instrument. The resistor voltage trace is in response to a square 
voltage modulation from 0 V to 80 V, generated and amplified by the instruments described in Methods.  
The blue line is the recorded voltage across the resistor by an oscilloscope, and the red line is the best fit 
to the blue line with an exponential decay to extract the RC time constant. 

 

Fig. S8-2: Voltage trace recorded across the resistor (100 Ω) in series with the microelectrode for 
characterizing the rise time of the instrument. The resistor voltage trace is in response to a square voltage 
modulation generated and amplified by the instruments described in Methods. The blue line is the recorded 
voltage across the resistor by an oscilloscope, the red line is the best fit to the blue line with an exponential 
rise to extract the time constant, and the green dashed line is the initial guess of the fit. 



60 
 

 

  S19 

9. Dichroic mirror’s transmission spectrum  
Since the manufacture information of the dichroic mirror and emission filter used in the wide-field 
photon counting setup is no longer available, we provide their transmission spectrum measured by 
a UV-VIS spectrometer. 
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Fig. S7: Transmission spectra of filters used in the wide-field photon counting experiments. The black line is the spectrum 
of the 488nm dichroic long pass filter. The red line is the spectrum of the 596/60 band pass filter. 
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Chapter 4 

Functionalization of voltage sensitive nanorods for membrane insertion
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Introduction 

We previously demonstrated that semiconductor quantum dots and nanorods 

exhibit a measurable quantum confined Stark effect (QCSE) at room temperature at the 

single nanoparticle level.1 We have theoretically evaluated their potential utilization as 

membrane voltage sensors and examined modes of detections based on intensity changes 

(ΔF/F), spectral shifts (Δλ), and excited-state lifetime changes (Δt).2 We showed that 

when functionalized with trans-membrane peptides, voltage-sensing nanorods (vsNRs) 

can be inserted into cellular membranes to report the membrane potential3 via 

fluorescence intensity or spectral changes. More recently, we have shown that type-II 

ZnSe/CdS seeded nanorods (CdS nanorods while embedding the ZnSe QDs inside, same 

composition NRs in this paper) exhibit the largest QCSE among a small library of 

different compositions and shapes nanoparticles. The QCSE could be directly monitored 

by Δλ measurements, but ΔF/F measurements were also affected by extrinsic effects, 

most likely via quantum yield (QY) modulation due to charging and/or ionization at 

surface- and interface- defects.4-6  

Here we further developed and improved voltage sensing nanorods (vsNRs) that 

can optically and non-invasively record the cellular membrane potential at multiple sites, 

over a large field-of-view, at the ensemble level. These vsNRs could offer unique 

advantages for sensing the membrane potential: (i) they are very bright and could, in 

principle, afford single-particle detection; (ii) they display modulated QY as function of 

voltage change across cell membrane; (iii) with an improved surface coating composed 

of a mixture of alpha-helical peptides and zwitterionic decorated lipoic acids (zw-LA), 

they could target the cell membrane with high loading efficiency and minimal non-

specific binding. The mixture of peptides and zw-LAs, which contain both positive and 
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negative charges over wide pH range, provide better colloidal stability to the 

nanoparticles and decreased non-specific adsorption as compared to peptide-only 

coating3. 

 

Experimental results  

ZnSe/CdS type-II semiconductor nanorods(NRs) were synthesized by the heat-up 

method.7 Briefly, premade ZnSe quantum dots (QDs) were mixed into a solution of 

cadmium phosphonates and octadecanethiol (cadmium and sulfur precursors). The 

phosphonic acids in the mixture promote the anisotropic growth of CdS nanorods while 

embedding the ZnSe QDs inside (‘seeded NRs’).7 The mixture was heated up to ~320 oC 

for 15 minutes to grow NRs and cooled to room temperature (r.t.) yielding NRs of 

11.8±2.3 nm in length and 6.5±1.5 nm in diameter. 

To deliver NRs to cell membranes, we improved the previously reported peptide-

coating approach.3 In addition to the modified alpha-helical trans-membrane peptides3, 8, 

we also added zwitterionic decorated lipoic acids (zw-LA)8 to provide colloidal stability. 

Ligand exchange reaction of the mixture was performed through multiple steps (See 

Methods section for detail). Briefly, as-synthesized NRs (asNRs) were first treated with 

the ligand stripping agent (triethyloxonium tetrafluoroborate) to remove the original 

hydrophobic ligands9, such as alkylphosphonic acids, alkylphosphine oxides or 

alkylamines on the surface of NRs. IR spectroscopy was used to monitor the ligand 

stripping efficiency. As can be seen in Fig. S1, the C-H vibration (2852, 2922 cm-1) and 

the bending peaks (1466 cm-1) were diminished after the stripping treatment. Next, 

octanoic acid was added to the NRs solution to provide temporal colloidal stability. After 

removing excess amount of octanoic acid, pyridine was added (acting both as a surface 
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ligand and as a solvent). Pyridine 

capped NRs were then mixed with the 

mixture of 1:3 of zw-LA : alpha-helical 

peptides and redispersed in DMSO. 

The optical properties of these zw-LA-

and-peptides (ZAP) functionalized 

NRs were preserved after the ligand 

exchange process as characterized by 

UV-Vis absorption and fluorescence 

spectroscopy (emission peak: 605 nm, 

Figure 1a). The quantum yield (QY) of 

the functionalized ZAP-NRs was only 

slightly reduced (to 39%) as compared to the original QY of the asNRs (55%). 

Transmission electron microscopy (TEM) images of the asNRs and the ZAP-NRs showed 

no substantial change in size after functionalization (long axis = 11.8±2.3 nm and short 

axis = 6.5±1.5 nm for asNRs, long axis = 12.0±2.4 nm and short axis = 6.7±1.9 nm for 

ZAP-NRs, see Figs. 1b,c). The 1:3 ratio of zw-LAs to alpha-helical peptides was chosen 

since it was able to provide both colloidal stability and membrane loading efficiency. This 

ratio is similar to the previously reported primary amine functionalized ligands to zw-

LAs ratio used to minimize non-specific adsorption.8 

Interestingly, ZAP-NRs were colloidally stable at 10% and down to 1% DMSO(aq) 

but started to form aggregates at 0.2% DMSO(aq) as shown by DLS measurements (Fig. 

2e). We argue that the amphiphilic nature of the peptides affords the dispersion of ZAP-

NRs in DMSO, while the zw-LAs afford their partial solubilization in DI water (Fig. S2).  

 
Fig. 1: (a) Absorption (black solid) and fluorescence (red 
dash-dotted) spectra of as-synthesized (black dashed) and 
ZAP-NRs (red dotted). TEM images of (b) as-synthesized 
ZnSe/CdS nanorods and (c) ZAP-NRs (scale bar: 20 nm). 
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Membrane 

loading ability and 

specificity of ZAP-NRs 

were assessed by 

confocal microscopy 

(Figs. 2b-d). HEK293T 

cells were sequentially 

incubated with 30 nM 

ZAP-NRs for 1 hour and 

then with 2 µM DiR 

membrane staining dye 

for 15 minutes (see 

details in SI). Next, cells 

were fixed with 4% paraformaldehyde for 15 minutes at r.t..   

At the diffraction-limited resolution of the confocal microscope, ZAP-NRs (red) 

and DiR dye (green) seem to be co-localized at the cell membrane (Fig. 2a and a zoom-

in Fig 2d), as supported by y-z and x-z cross-section images (Figs. 2b, 2c) through the yz- 

or xz-planes. Wide-field fluorescence images at different focal planes also support co-

localization (Figs. 2f-i). 

We were able to observe the ZAP-NRs associated with the membrane after 1 hour 

incubation, while negatively- or positively-charged QDs were internalized much faster 

under similar conditions.8 We note, however, that these observations only report on the 

association of ZAP-NRs to membranes; they do not provide evidence for membrane 

insertion. Nonetheless, functional assays (reported below) do suggest that at least some 

 
Fig. 2: (a) Confocal microscope image of both ZAP-NRs (red) and DiR dye 
(green) labeled HEK293T cells (scale bar: 20 µm). Cross-section images of (b) 
yz and (c) xz plane through the white dotted line in (b). (d) Yellow arrows 
indicated colocalized ZAP NRs (red signals) with membrane labeling dyes 
(green signals) (scale bar: 10 µm). (e) DLS-derived hydrodynamic diameters of 
ZAP-NRs in: DMSO (black solid), 10% DMSO(aq) (red dashed), 1% 
DMSO(aq) (blue dotted), 0.2% DMSO(aq) (green dash-dotted), DI water (violet 
short dashed). (f-i) Wide-field fluorescence images of ZAP-NRs labeled 
HEK293T cells at different heights from the focal plane (scale bar: 10 µm). 
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portion of the ZAP-

NRs are inserted into 

the membrane. 

To assess 

voltage sensitivity (at 

the ensemble level), 

ZAP-NRs were 

loaded into lipid 

vesicles prepared in a HEPES buffer (20 mM, pH 7.4) with [K+]=140 mM and then placed 

into a isosmotic HEPES buffer (20 mM, pH 7.4) with [K+]=2.7 mM. This preparation 

establishes a potential of -101.4 mV (as determined by the Nernst equation) across the 

membrane. Valinomycin, a naturally occurring potassium ionophore (extracted from 

Streptomyces cells) was added at t=60sec to the vesicles. Once valinomycin was 

introduced, K+ ions flowed (from inside to outside of the vesicles) to equalize the [K+] 

concentration gradient, thus abolishing the established membrane potential.10 Vesicle 

membrane labeling by ZAP-NRs was confirmed by fluorescence microscopy (Fig. S3). 

The ZAP-NRs photoluminescence (PL) intensity was monitored at 605 nm for 120 sec 

during this process (Figs. 3a, S4). Valinomycin was added at t=60 sec. A clear drop in 

ZAP-NRs’ PL is seen at this time point (red curve), from which we could calculate ∆F/F 

= 1.1±0.2 % per 100 mV. The control experiments (no valinomycin added in same buffer 

condition (Figs. 3a, black circle) or no established membrane potential – by having the 

same [K+]=2.7 mM inside and outside of the vesicle – with valinomycin (Figs. 3b, blue 

circle) show no change in PL intensity (black and blue curves respectively, Figs. 3a,b). 

When a full PL spectrum of the ZAP-NRs was recorded, a similar drop of 1% was 

 
Fig. 3: (a) Time-lapse PL intensity measurement of ZAP-NRs labeled vesicles (a) 
under membrane potential of -101.4 mV (with [K+]=2.7 mM outside and [K+]=140 
mM inside of the vesicle, red square). This potential was abolished at t=60 sec after 
valinomycin addition (arrow). If valinomycin is not added, there is no change in the 
membrane potential (black circle). (b) Control experiment (blue triangle): time-
lapse PL intensity measurement of ZAP-NRs labeled vesicle under resting 
conditions, with [K+]=2.7 mM outside and inside of the vesicle; valinomycin was 
added at t=60 sec (arrow). 
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observed after the addition of valinomycin (Fig. S4).  

Monitoring PL changes as 

function of time also allowed us to 

monitor the time it takes to establish the 

resting potential after the introduction 

of the [K+]=140 mM vesicles into the 

[K+]=2.7 mM buffer. The time for 

balancing the K+ ion concentration 

between inside and outside of the 

vesicle was determined to be 9 secs. 

This time constant is mainly governed 

by K+ ion transfer rate through the 

ionophore. The drop in PL intensity 

around t=60 secs (Fig. 3a, after the 

addition of valinomycin) can be 

governed by the mixing/diffusion of 

valinomycin, binding constant of 

valinomycin to the membrane, and the 

K+ ion transfer rate through the ionophore. A previous work reported 25 seconds for 

balancing the difference of [K+] between inside and outside of a human red blood cell 

membrane in the presence of valinomycin.11 We note that PL quenching results for a 

quasi-type II QDs in PMMA matrix placed between electrodes and subjected to a 

synthetic voltage sweep of 20 mV yielded ~∆F/F=2%.12 However, the actual field 

strength in this work could be quite different as compared to our experiment due to 

 
Fig. 4: Chemical modulation of membrane potential of live 
HEK293T cells. (a) Dual-channel fluorescence microscope 
images of labeled live HEK293T cells after the addition of 
valinomycin for (i) the voltage sensitive BeRST dye channel 
and for (ii) the ZAP-NRs channel. (d) Dual-channel 
fluorescence microscope images of labeled fixed HEK293T 
cells for (i) BeRST channel and for (ii) ZAP-NRs channel.  
(b) and (e) show ∆F(t)/F for the sum (‘ensemble average’) 
of all pixels above a threshold (see method) for BeRST 
(blue) and ZAP-NRs (red) from (a) and (d) respectively. (c) 
show ∆F(t)/F from certain region of interest (one of 
HEK293T cells) for BeRST (blue) and ZAP-NRs (red) from 
dotted-area (blue dotted area: BeRST, red dotted area: ZAP 
NRs in (a)). Blue or red dotted vertical lines indicate time 
points for either [K+]=2.7 mM and [K+]=140 mM buffer 
alternation (every 20 seconds, starting with [K+]=2.7 mM at 
time = 0 s). Scale bar: 20 µm  
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differences in local environments. 

To evaluate the membrane potential sensitivity of ZAP-NRs under periodic 

membrane potential modulation, we pre-cultured HEK293T cells in a flow chamber, 

loaded ZAP-NRs, and recorded PL changes under periodic buffer exchange (of HEPES 

buffers containing either [K+]=2.7 mM or [K+]=140 mM, every 20 seconds, for 7 cycles). 

This chemical modulation method establishes cell membrane potential modulation in the 

presence of valinomycin.11, 13 HEK293T cells were cultured in poly-L-lysine pretreated 

flow chambers with 6 channels. Cells were first treated with 5 µM of valinomycin for 5 

minutes. 1 µL ZAP-NRs (3 µM stock, final concentration would be 30 nM) were then 

added to the culture medium of each chamber and incubated for 15 minutes. To confirm 

and calibrate the chemical voltage induction in live HEK293T cells, near infrared (NIR) 

voltage sensitive dye BeRST14 (final concentration would be 200 nM) were added to the 

cells and incubated for 15 minutes. After each labeling step, excess of ZAP-NRs and dyes 

was removed by a washing step with Dulbecco Modified Eagle Medium (DMEM) growth 

media (with 10% fetal bovine serum). Control samples were fixed with 4% 

paraformaldehyde for 10 minutes at room temperature (which disturbs the integrity of 

cell membrane and abolishes its membrane potential).  

The flow chamber was placed on an inverted fluorescence microscope and 

connected to an automated controlled flow setup. The high ([K+] = 140 mM) and low 

([K+] = 2.7 mM) concentrations of potassium buffers were continuously alternated every 

20 seconds while a dual-view (for both BeRST and ZAP-NRs channels) movie was 

acquired for a duration of 300 seconds. The slow rise of the signal during each period 

(~10 seconds) is likely due to K+ ion transfer rate through the ionophore after buffer 

exchange (denoted by dotted red or blue lines in Fig. 4b, 4c, and 4e, overlay graphs of 
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BeRST/ZAP NRs signals in Fig. S10). As we mentioned before, a previous report cites a 

similar 25 seconds to balance the difference of [K+] between inside and outside of human 

red blood cell membrane.11  

An ‘ensemble level’ ∆F(t)/F was calculated from the movie in the following way: 

First, all pixels above a threshold per single frame were averaged. This quantity was then 

averaged over all frames (time points) to yield F. Next, ∆F(t) was defined as the difference 

between the averaged intensity over all pixels for a single frame (for each time point) and 

F. This operation was performed for each spectral channel, yielding ∆F/F=3.5±0.3 % for 

BeRST and ∆F/F=1.0±0.3 % for ZAP-NRs per ~200 mV (Fig. 4b). The signal-to-noise 

ratio was defined as the ratio of an averaged ∆F(t)/F value over 7 cycles from valinomycin 

treated sample (Fig. 4b) to an averaged ∆F(t)/F value over 7 cycles from control sample 

(Fig. 4e). The ∆F/F cited above were obtained for signal-to-noise ratios of ~11 and ~3 

respectively, and for a membrane potential sweep of -101.4 mV to +101.4 mV (as 

determined by the Nernst equation). To get the signal from a HEK293T cell, ∆F/F 

operation from certain region of interest (ROI, blue dotted area for BeRST channel and 

red dotted area for ZAP-NR channel in Figure 4a) was performed, yielding ∆F/F=4.9 

±0.5 % for BeRST and ∆F/F=1.8±0.5 % for ZAP-NRs (Figure 4c). As the absolute value 

of ∆F/F from the ROI of dual-labeled HEK293T cells under voltage sweep increased, the 

standard deviation of ∆F/F was also increased. Several control experiments were 

performed in order to validate the above result: (i) the same experiment ([K+] modulation) 

was performed for ZAP-NRs labeled, and valinomycin pretreated, HEK293T cells after 

fixation (with 4% paraformaldehyde solution in r.t. for 10 minutes). Fixation disturbed 

the integrity of membrane and abolishes its membrane potential. Indeed, no signal 

modulation was observed for fixed cells (Figs. 4d and 4e). This control eliminates the 
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possibility that the signal originates from direct photophysical property change due to the 

[K+] modulation itself, but it rather due to the membrane potential modulation; (ii) the 

same experiment ([K+] modulation) was performed for either ZAP-NRs-only or BeRST-

only labeled live valinomycin pretreated HEK293T cells to eliminate the possibility that 

the ZAP-NRs signal (in doubly-labeled cells) originates from the BeRST signal (Fig. S5); 

(iii) the same experiment ([K+] modulation) was performed for Di-8-ANEPPS-labeled 

valinomycin pretreated live HEK293T cells. Di-8-ANEPPS is a well characterized and 

calibrated commercially available voltage sensitive dye (VSD), demonstrating similar PL 

modulation upon [K+] modulation for cells treated with valinomycin (Fig. S6). As voltage 

applied, ∆F/F for Di-8-ANEPPS would decreased in a conventional setup, whereas ∆F/F 

for BeRST increased.15-17 However, since we optimized the dichroic cut-off for ZAP-NRs 

spectra, and not for for Di-8-ANEPPS, the observed ∆F/F for the latter was 2.1±0.4 %; 

(iv) Solution-based (in vitro) PL measurements of ZAP-NRs as function of [K+] (in the 

range [K+]=0.5 mM to [K+]=200 mM) and pH (in the range pH=5 to pH=10) were 

performed. No significant PL changes were observed (Fig. S7a and S7b); (v) Experiments 

with no [K+] modulation were performed on live HEK293T cells treated with 

valinomycin and doubly labeled with ZAP-NRs and BeRST. No PL modulations were 

observed (Fig. S8a-c); Lastly, (vi) no significant PL changes were observed for non-

specifically adsorbed ZAP-NRs to glass surfaces (Fig. S8d-f) upon [K+] modulation, and 

no significant autofluorescence changes were observed for unlabeled live HEK293T cells 

upon [K+] modulation (Fig. S8g-i). 

 

Discussion 

The results shown in Fig. 4 and the series of control experiments suggest that the 
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∆F/F signal reports on membrane potential modulation at the ensemble level. Although 

the magnitude of ∆F/F is very small (~1%), this result is statistically significant, and quite 

surprising. 

We previously demonstrated that quasi-type-II CdSe/CdS seeded NRs can report 

on membrane potential via the quantum confined Stark effect (QCSE) at the single 

particle level and measured the QCSE for type-II ZnSe/CdS seeded NRs at the single 

particle level under in vitro conditions.3-4 In the later cases, single particle QCSE 

measurements exhibited slightly different distributions of positive (43%) and negative 

(57%) ΔF/F for randomly oriented type-II ZnSe/CdS seeded NRs. This slight asymmetry 

could possibly explain the small ΔF/F measured here on the ensemble level.  

We also observed, in disagreement with QCSE predictions, positive correlation 

between spectral shifts (Δλ) and PL changes (ΔF/F) for type-II ZnSe/CdS seeded 

nanorods4. We hypothesized that extrinsic charging/ionization at surface- and interface-

defects18 could possibly modulate blinking rates (and hence QY) and contribute to the 

positive Δλ-ΔF/F correlation. Such contributions could add up at the ensemble level and 

therefore be responsible for the ensemble signal observed here. Further studies that 

correlate spectral, intensity and lifetime measurements under applied electric field and at 

different excitation powers are currently the topic of a follow-up project. 

 

Conclusions 

We have demonstrated QY modulation, at the ensemble level, of functionalized 

and membrane-targeted type-II ZnSe/CdS seeded nanorods for vesicles treated with 

valinomycin and for wild type HEK cells under alternating buffers with varying K+ 

concentrations. ∆F/F of ~ 1% per 200 mV were achieved. Although the mechanism for 
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these QY modulations is not confirmed as of yet (and is currently under investigation), it 

is likely not due to the QCSE. Regardless of the mechanism (QCSE or 

charging/quenching), voltage-sensing nanorods could possibly open up a new nano-

neuroscience avenue for highly sensitivity, noise-immune action potential visualization 

across a large neural network. 
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Materials and Methods 

Materials: All chemicals are used as purchased without further purification. 

Trioctylphosphine oxide (TOPO, 99%), Octadecylphosphonic acid (ODPA) and 
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hexylphosphonic acid (HPA) were purchased from PCI Synthesis. Tri-n-octylphosphine 

(TOP, 97%) was obtained from Strem Chemicals. Cadmium oxide (CdO), 

octadecylamine (ODA), hexadecylamine (HDA), octadecanethiol (ODT), 1.0 M 

diethylzinc (Zn(Et)2) solution in hexanes, trimethyloxonium tetrafluoroborate (>95%), 

potassium chloride (KCl), (±)-alpha-lipoic acid (99%), N,N-dimehtylethylenediamine 

(>98%), 1,3-propanesultone (>98%), tris(2-carboxyethyl)phosphine (TCEP) 

hydrochloride, anhydrous chloroform, tetramethylammonium hydroxide solution (25% 

in methanol), dimethyl sulfoxide, and valinomycin (>97%) were purchased from Sigma-

Aldrich. Selenium powder (99.999%, 200 mesh) was purchased from Alfa aesar. Di-8-

anepps (D3167), DiR membrane labeling dye (D12731), Phenol-free DMEM, fetal 

bovine serum, penicillin/streptomycin, and trypsin solution were purchased from Thermo 

Fisher Scientific. The CG25 peptides were purchased from LifeTein. DOTAP (10 mg/mL 

in chloroform), DMPC (25 mg/mL in chloroform), and DC-cholesterol (10 mg/mL in 

chloroform) were purchased from Avanti Polar Lipids. 

Preparation of ZnSe/CdS type-II nanorods 

The procedure for synthesis of ZnSe quantum dots was adopted from a previous 

work.6 The procedure for synthesis of ZnSe quantum dots was adopted from a previous 

work.6 Briefly, a mixture of Se (63 mg), TOP (2 g) and diethyl zinc solution (0.8 ml, 1 M) 

was injected into degassed HDA (7 g) at 300 oC in argon atmosphere. The reaction was 

kept at 265 oC until the desired absorption peak at 360 nm was observed (~30 mins after 

injection). After the flask was cooled to room temperature, ZnSe quantum dots were 

purified 3 times by butanol/methanol precipitation and redispersed in toluene. The 

concentration of ZnSe in toluene was documented by the optical density (OD) at the 

absorption peak through a 1 cm cuvette. 
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ZnSe seeded CdS nanorods were synthesized using WANDA.19 CdO (270 mg), 

ODPA (1305 mg), HPA (360 mg), and TOPO (13.5 g) were first degassed at 100 oC under 

vacuum for 2 hrs. The mixture was heated to 230 oC under nitrogen blanket until CdO 

powder was dissolved and a colorless solution was obtained. The solution was cooled 

down to 100 oC, ODA was added (180 mg), and the solution was degassed under vacuum 

for additional 2 hrs. To prepare the S precursor solution with ZnSe, 1440 mg of ODT 

were mixed with 36 units [OD (under 1cm path length) × ml] of ZnSe solution in toluene 

and degassed 100 oC under vacuum to remove the toluene and moisture. After degassing, 

both Cd precursor solution and S precursor with ZnSe were transferred under vacuum 

into a glove box and dispensed gravimetrically into the 40 ml glass vials used as reaction 

vessels for the robot. The filled vials were loaded into the eight-reactor array of WANDA, 

an automated nanocrystal synthesis robot at the Molecular Foundry. WANDA was used 

to run up to eight reactions in serial with individually controlled heating/cooling profiles, 

stirring rate, injections and aliquot schedules. Below is the description of an exemplary 

run. 1.133 ml of S/ZnSe solution (heated to 50 ℃ to prevent solidification) was injected 

into 15.615 g of Cd solution at 330 ℃ at a dispense rate of 1.5 ml/sec. The temperature 

after injection was set at 320 ℃ for CdS NR growth. The heating was stopped 15 mins 

after injection. To thermally quench the reaction, each reaction was then rapidly cooled 

to 50℃ using a stream of nitrogen, after which 5 ml of acetone was injected.  

 

Functionalization of NRs by zwitterionic decorated lipoic acids (zw-LA) and alpha-

helical peptides  

100 mg of as synthesized NRs were mixed with 0.5 mL of stripping agent 

solution (0.1 M trimethyloxonium tetrafluoroborate in hexane) and the solution was 
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heated to 55 oC for 5 minutes. It was then spun down (10,000 rcf, 2 minutes) and the clear 

supernatant solution containing the NRs was recovered. Next, the solvent was completely 

removed by vacuum at 50 oC. 0.5 mL of octanoic acid was added to the dried NRs and 

sonicated for 5 minutes. 0.1 mL of methanol was added to the NRs solution and the 

mixture was spun down (10,000 rcf, 2 minutes). The NRs’ precipitate was redispersed in 

0.5 mL of pyridine. 0.2 mL of hexane was added to the NRs solution and spun down 

(10,000 rcf, 2 minutes). The NRs were then redispersed in 0.5 mL of pyridine. The 

extinction coefficient of the NRs was determined by ICP-AES measurement to be ε = 8 x 

106 L mol cm−1. NRs’ absorbance at 400 nm (in pyridine) was used to construct a 

concentration calibration curve. For the preparation of 3 µM NRs stock solution, 0.1 nmol 

NRs in 1 mL pyridine solution was placed in glass vial. 3 µmol of the alpha helical 

peptides (CG25, sequence: C13(myristoyl)-CLTCALTCMECTLKCWYKRGCRGCG-

carboxylate) in 1.8 mL DMSO and 10 µL of the zwitterionic decorated lipoic acids (zw-

LA)7 (from 0.1 M stock solution in DI water), which were reduced by adding 40 µL of 

tris(2-carboxyethyl)phosphine (TCEP, 0.5 M stock solution in DI water, pH 7.0)) to the 

solution. The reduced peptides / zw-LA mixture was added to the NRs solution in pyridine 

and vigorously stirred for 10 minutes. 5 µL of 5% tetramethylammonium hydroxide 

(TMAOH) solution in methanol was then added to the crude NR solution and the mixture 

was then spun down (10,000 rcf, 2 minutes). The precipitate of NRs was redispersed in 

33 µL DMSO and to yield 3 µM of functionalized NRs solution. NRs’ QY was determined 

by comparison to the known QY of the reference rhodamine 101 (Rhodamine 640) dye. 

PL spectrum of the sample was measured by PTI QuantaMaster spectrofluorometer 

(HORIBA). 
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Cell Culture 

HEK293T cells (human embryonic kidney cell line) were maintained in DMEM 

media (GIBCO) supplemented with 10% (v/v) fetal bovine serum (FBS) and 1% (v/v) 

penicillin/streptomycin (growth media) for cell adhesion. Culture media was replaced 24 

hours prior to imaging and [K+] modulation experiments with phenol red-free DMEM 

media supplemented with 10% (v/v) fetal bovine serum (FBS) and 1% (v/v) 

penicillin/streptomycin (imaging media)  

 

Membrane loading of ZAP-NRs for [K+] modulation experiments 

Cultured HEK293T cells (~5,000 cells per channel, 6-channels µ-slide chamber, 

ibidi) were co-incubated with 5 µM valinomycin for 5 minutes at 37oC. Excess amount 

of valinomycin was removed by washing 3 times with phenol red-free DMEM media. 30 

nM of ZAP-NRs were directly added in the DMEM media and incubated for 15 minutes 

at room temperature. For dual labeled with BeRST dye, 200 nM of BeRST in DMSO was 

incubated for 15 minutes sequentially. Control samples were identically prepared 

skipping the valinomycin loading step. For fixation, cells were incubated in 4% 

paraformaldehyde (in 0.01M PBS buffer, pH 7.4) for 10 minutes at room temperature and 

washed twice with 0.01M PBS buffer. For [K+] modulation experiments, two reservoirs 

containing [K+]=140 mM KCl and [K+]=2.7 mM KCl with 274.6 mM sucrose in HEPES 

buffer (20 mM, pH 7.4) were connected to a single inlet tube (via a T-connector) of the 

flow chamber and controlled via computer-controlled valves. The constant flow rate (5 

mL/min) was controlled by peristaltic pump. The outlet of the chamber was connected 

via another single tube to the waste reservoir. A home-written Labview code controlled 

the valves via a USB DAQ (USB-6001, National Instruments) and provided a trigger 
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signal to the EMCCD (Ixon EM+ EMCCD, Andor). An ‘ensemble level’ ∆F(t)/F was 

calculated in the following way: An ‘ensemble level’ ∆F(t)/F was calculated from the 

movie in the following way: First, all pixels above a threshold (Fig S9) per single frame 

were averaged. This quantity was then averaged over all frames (time points) to yield F. 

Next, ∆F(t) was defined as the difference between the averaged intensity over all pixels 

for a single frame (for each time point) and F. 

 

Optical imaging 

For dual-view setup in chemical modulation assay using two different potassium buffers, 

The microscope setup was based on a Nikon Ti inverted microscope equipped with LED 

light source (Aura, Lumencor) and excitation filter (ET470/40x, Chroma Technology 

Corp). The emissions of the NRs and BeRST dye were collected by x60 oil immersion, 

1.4 NA objective was used for all imaging experiments. A 530 nm LP emission filter filter 

(E530LP, Chroma Technology Corp) and multiband dichroic mirror (FF545/650-Di01, 

Semrock) were used to block the LED excitation and pass the emission to the dual-view 

Optosplit unit (Optosplit II, Cairn Research) which was mounted in front of Andor iXon 

EMCCD camera (Andor iXon EM+, Andor). The optosplit was configured with a 640 nm 

dichroic (FF640-FDi01, Semrock) and 700 nm LP filters (FELH0700, Thorlab) for the 

BeRST channel, and with 585/40 bandpass filter (FF01-585/40, Semrock) for ZAP-NRs 

channel. The excitation intensity was adjusted to 0.2 mW/cm2 in front of the objective 

lens. Wide-field fluorescence images of ZAP-NRs labeled cells were acquired with a 

Nikon Ti inverted microscope equipped with LED light source (Aura, Lumencor) and 

TxRed filter cube (BP 560/40 for excitation, 595DC, BP 630/60 for emission). Images 

were recorded with an Ador iXon EMCCD camera (Andor iXon EM+, Andor).  
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Co-localization by confocal microscopy 

HEK293T cells were cultured in glass-bottom dishes (diameter: 35 mm; 3x105 

cells per dish) were incubated with 30 nM ZAP-NRs for 1 hour and with 2 µM DiR dye 

(D12731, Thermo Fisher Scientific) for 15 minutes at 37 oC, sequentially. Excess amounts 

of both the dyes and the NRs were removed by 3 successive washing steps with phenol 

red-free DMEM media. The cells were fixed with 4% paraformaldehyde (in 0.01M PBS 

buffer, pH 7.4) for 10 minutes at room temperature. Fixed cells were washed 3 times with 

PBS buffer (0.01 M, pH 7.4) and placed in phenol red-free DMEM media. Confocal 

images were recorded by an inverted Leica TCS-SP8-SMD Confocal Microscope at the 

CNSI’s Advanced Light Microscopy/ Spectroscopy core facility. 

 

DLS measurements 

10 nM ZAP-NRs (as final concentration) samples were dispersed in 0.2, 1, 10 % 

DMSO (aq) solution. For control samples, 100% DMSO and DI water were used as 

solvents. The Wyatt DynaPro Plate Reader II (Wyatt Technology) was used to acquire 

DLS data and extract hydrodynamic radii of the samples.  

 

GUVs preparation and ZAP-NRs loading for [K+] modulation experiments 

Giant unilamellar vesicles (GUVs) were prepared according to the following 

protocol: 6 µL of 1,2-dioleoyl-3-trimethylammonium-propane (chloride salt) (DOTAP, 

10 mg/mL in chloroform), 6 µL of 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC, 

25 mg/mL in chloroform), 6 µL of (3ß-[N-(N',N'-dimethylaminoethane)-

carbamoyl]cholesterol hydrochloride, DC-cholesterol, 10 mg/mL in chloroform) were 
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mixed in glass vial and chloroform was removed under vacuum at room temperature. 1 

mL HEPES buffer (20 mM, pH 7.4) with KCl ([K+]=140 mM) was added to the dried 

lipids in the glass vial and incubated at 37oC for 24 hours. The vial was vigorously shaken 

and stored at 37oC for 24 hours to form GUVs. For ZAP-NRs labeling, 1 µL of ZAP NRs 

stock solution (3 µM) were treated to the GUVs and incubated for 5 minutes. To build up 

the membrane potential, the 1 uL of GUV solution was diluted in 1 mL HEPES buffer 

(20 mM, pH 7.4) with KCl ([K+]=2.7 mM with with 274.6 mM sucrose) Valinomycin 

was added after 60 seconds from the starting time for acquiring PL data of ZAP NRs 

loaded GUVs. Time-lapse PL intensity of each sample for 120 seconds at ZAP NRs peak 

wave length (605 nm) was measured by PTI QuantaMaster spectrofluorometer 

(HORIBA). 

 

In-vitro PL measurements of ZAP-NRs as function of [K+] and pH 

PL measurements of ZAP-NRs as function of [K+]: 300 nM of ZAP-NRs were 

placed in 0, 0.5, 1, 2, 5, 10, 20, 50, 100, and 200 mM of potassium chloride contained 

HEPES buffer. To maintain constant ionic strength, 400, 399, 398, 396, 390, 380, 360, 

300, 200, and 0 mM of sucrose were dissolved and added to each HEPES buffer, 

respectively. PL spectrum of each sample was measured by PTI QuantaMaster 

spectrofluorometer (HORIBA).  

PL measurements of ZAP-NRs as function of pH: 300 nM of ZAP-NRs were 

placed in pH 4, 6, 7.4, 8, 10 buffer (for pH 4; 50 mM acetate buffer, for pH 6, 7.4; 50 mM 

MES buffer, for pH 8, 10; 50 mM PBS buffer). PL spectrum of each sample was measured 

by PTI QuantaMaster spectrofluorometer (HORIBA).  
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Supporting information 

 

Fig. S1: Infrared (IR) spectrum of ZnSe/CdS nanorods before (black) and after (red) the ligand 

stripping process with trimethyloxonium tetrafluoroborate (Meerwein’s salt; see Materials and 

Method).  

 

 

Fig. S2: Dynamic light scattering (DLS) plots of hydrodynamic diameters of (a) peptide coated 

ZnSe/CdS NRs and (b) zwitterionic ligand coated ZnSe/CdS NRs (ZAP-NRs) in either DMSO 

(black solid line) or DIwater (red dotted line). 
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Fig. S3: Wide-field fluorescence image of ZAP-NRs-labeled giant unilamellar vesicle (GUV, scale 

bar: 10 µm). 

 

 

 

Fig. S4: (a) PL spectra of ZAP-NRs-labeled vesicles with [K+]=140 mM inside and [K+]=2.7 mM 

outside potassium contained buffers (establishing DV = -101.4 mV across the membrane) before 

(black) and after (red) addition of valinomycin. (b) zoom-in to the black dotted area in (a). 
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Fig. S5: Control experiments for chemical modulation of HEK293T cells membrane potential. Left 

column (a,d,g,j): Dual-channel fluorescence microscope images of labeled HEK293T cells for (i) 

the voltage sensitive BeRST dye channel and for (ii) the ZAP-NRs channel. Center column 

(b,e,h,k): ΔF(t)/F for the sum (‘ensemble average’) of all pixels above a threshold (see M&M) for 

BeRST (blue). Right column (c,f,i,l): ΔF(t)/F for the sum (‘ensemble average’) of all pixels above 

a threshold (see M&M) for ZAP-NRs (red). Different rows represent different control conditions. 

Top row (a,b,c): live HEK293T cells with valinomycin. Second row (d,e,f): fixed HEK293T cells. 

Third row (g,h,i): live HEK293T cells with valinomycin. Last row (j,k,l): fixed HEK293T cells.  Red 

or blue dotted vertical lines indicate time points for [K+]=140 mM and [K+]=2.7 mM buffer 

alternation (every 20 seconds). Scale bar: 20 µm   
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Fig. S6: Control experiments for chemical modulation of HEK293T cells membrane potential. Left 

column (a,c): Dual-channel fluorescence microscope images of labeled HEK293T cells for the 

voltage sensitive di-8-anepps dye channel (right side of the image). Right column (c,f,i,l): ΔF(t)/F 

for the sum (‘ensemble average’) of all pixels above a threshold (see M&M) for di-8-anepps (green). 

Different rows represent different control conditions. Top row (a,b): live HEK293T cells with 

valinomycin. Bottom row (c,d): fixed HEK293T cells. Red or blue dotted vertical lines indicate 

time points for [K+]=140 mM and [K+]=2.7 mM buffer alternation (every 20 seconds). Scale bar: 

20 µm  

 

 

 

Fig. S7: In-vitro PL measurements of ZAP-NRs as function of (a) [K+] in the range [K+]=0.5 mM 

to [K+]=200 mM and (b) pH in the range pH=5 to pH=10. 
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Fig. S8: Control experiments for chemical modulation of HEK293T cells membrane potential. Left 

column (a,d,g): Dual-channel fluorescence microscope images of labeled HEK293T cells for (i) 

the voltage sensitive BeRST dye channel and for (ii) the ZAP-NRs channel. Center column (b,e,h): 

ΔF(t)/F for the sum (‘ensemble average’) of all pixels above a threshold (see M&M) for BeRST 

(blue). Right column (c,f,i): ΔF(t)/F for the sum (‘ensemble average’) of all pixels above a 

threshold (see M&M) for ZAP-NRs (red). Different rows represent different control conditions. 

Top row (a,b,c): live HEK293T cells with valinomycin and no [K+] modulation. Second row (d,e,f): 

non-specifically adsorbed on the poly-L-lysine coated glass substrate. Last row (g,h,i): unlabeled 

HEK293T cells.  Red or blue dotted vertical lines indicate time points for [K+]=140 mM and 

[K+]=2.7 mM buffer alternation (every 20 seconds). Scale bar: 20 µm 
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Chapter 5 

Membrane potential reporting in live cells using functionalized nanorods 
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This chapter describes the functionalization of the synthesized nanorods and the detailed 

characterization and analysis of their membrane insertion efficiency. The functionalized nanorods 

were tested for capability of reporting membrane potential in voltage-clamped human embryonic 

kidney (HEK) cells. This chapter is a reprint of the original article from Science Advances 2018, 

4 (1), e1601453, titled “Membrane insertion of—and membrane potential sensing by—

semiconductor voltage nanosensors: Feasibility demonstration.”, by authors: Park, K.;  Kuo, Y.;  

Shvadchak, V.;  Ingargiola, A.;  Dai, X.;  Hsiung, L.;  Kim, W.;  Zhou, H.;  Zou, P.;  Levine, A. J.;  

Li, J.; Weiss, S. DOI: 10.1126/sciadv.1601453 © The Authors, some rights reserved; exclusive 

licensee American Association for the Advancement of Science. Distributed under a Creative 

Commons Attribution NonCommercial License 4.0 (CC BY-

NC) http://creativecommons.org/licenses/by-nc/4.0/. Reprinted with permission from AAAS. 
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Membrane insertion of—and membrane potential
sensing by—semiconductor voltage nanosensors:
Feasibility demonstration
Kyoungwon Park,1 Yung Kuo,1 Volodymyr Shvadchak,2 Antonino Ingargiola,1 Xinghong Dai,3

Lawrence Hsiung,4 Wookyeom Kim,5 Z. Hong Zhou,3,6 Peng Zou,7* Alex J. Levine,1,8

Jack Li,1 Shimon Weiss1,6,9†

We developed membrane voltage nanosensors that are based on inorganic semiconductor nanoparticles. We
provide here a feasibility study for their utilization. We use a rationally designed peptide to functionalize the
nanosensors, imparting them with the ability to self-insert into a lipid membrane with a desired orientation.
Once inserted, these nanosensors could sense membrane potential via the quantum confined Stark effect, with
a single-particle sensitivity. With further improvements, these nanosensors could potentially be used for simul-
taneous recording of action potentials from multiple neurons in a large field of view over a long duration and
for recording electrical signals on the nanoscale, such as across one synapse.

INTRODUCTION
Recent advances in inorganic colloidal synthesis methods have af-
forded the construction of functional semiconductor (SC) nanoparticles
(NPs) with ever-increasing control over size, shape, composition, and
sophisticated heterostructures that exhibit unique photophysical, chem-
ical, and electronic properties (1–4). This precise command of nanoscale
materials synthesis has allowed for the exquisite engineering of excited-
state wavefunctions (5–7), charge confinement, spatiotemporal control
of charge-separated states (8), andmanipulation of Fermi levels and re-
dox potentials. As a result, SC NPs have proved to be very useful in nu-
merous applications in optoelectronics (9, 10), biological imaging (11),
sensing (12–14), catalysis (15), and energy harvesting (16).

Integrating inorganic nanomaterials with naturally evolved or
synthetically evolved biological machineries could, in principle,
yield highly sophisticated hybrid nanobiomaterials that outperform
biological-only or inorganic-only materials (17). These materials could
be self-assembled by biomolecular recognition while maintaining the
superior properties of inorganic materials (18, 19). Self-assembly of in-
organic components by biomolecular recognition could align compo-
nents in defined geometries, spatial orientations, and structures. In
addition, careful design and control of the organic-inorganic interface
could afford hybridization of electronic states, enhancement of radia-
tionless energy transfer or electron transfer, or matching of Fermi levels
with redox potentials.

Numerous functionalization and bioconjugation methods have
been developed for the integration of inorganic-biological hybrid

nanomaterials that are water-soluble and biologically active (20, 21).
These hybrid nanomaterials have been used for in vitro biosensing,
intracellular biological imaging (22), single-protein tracking in live
cells (20), and in vivo molecular imaging with favorable in vivo bio-
distribution and targeting properties (including renal clearance)
(11, 23, 24).

Much fewer attempts have been made to functionalize nano-
materials in a way that will allow their integration into the membrane.
The ability to impart membrane protein–like properties to NPs could
afford their targeting and insertion into the lipid bilayer and the con-
struction of membrane-embedded hybrid nanomaterials with useful
functions. For example, a few attempts have been made to target and
insert (very small, <3 nm) SCquantumdots (QDs) into the lipid bilayer.
Al-Jamal et al. (25) incorporated very small QDs in between the two
lipid layers of the vesicle’s bilayer, as provenby fluorescencemicroscopy.
Kloepfer et al. (26) reported the transmission electron microscopy
(TEM) micrographic evidence of QDs inserted into vesicles’ mem-
branes. Gopalakrishnan et al. (27) successfully delivered lipophilic
QDs (that were first loaded to vesicles’ membranes) into membranes
of human embryonic kidney (HEK) 293 cells via vesicle fusion. Wi et al.
(28) investigated themaximumallowedQDs’ size both experimentally and
theoretically that could still affordmembrane insertion. Recently, insertion
of other types of nanomaterials into the membrane was demonstrated.
Synthetic ion channels made from DNA nanostructures (29, 30) and
ion channels made from carbon nanotubes (31) were successfully
inserted into lipid bilayers while maintaining functional ion transport
across the membrane.

Following works on asymmetric type-II (conduction band and
valence band minima are spatially separated) seeded nanorods (NRs)
at low temperature on the single-particle level (6, 32) and at room tem-
perature on the ensemble level (33), we recently demonstrated that these
NRs exhibit a large quantum-confined Stark effect (QCSE) at room
temperature on the single-particle level (34). Marshall and Schnitzer
(35) calculated the QCSE of simple type-I QDs (conduction band and
valence band minima spatially overlapped) and showed that they have
high enough sensitivity to detect action potential with superior signal-
to-noise (S/N) ratio to the conventional voltage sensitive dyes. Although
recently developed voltage indicators provide much improved sensitiv-
ity (36, 37), QCSE of asymmetric type-II NRs is predicated to exhibit
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even higher voltage sensitivity (38). However, to the best of our knowl-
edge, no attempts have been made to target and insert rod-shaped NPs
into the lipid bilayer. In particular, membrane insertion of NRs with
length larger than the membrane thickness (~4 nm) has not been de-
monstrated thus far.We present here an approach to insert and position
NRs in the membrane by imparting them with membrane protein–like
properties and report on membrane voltage–sensing experiments with
these NPs.

RESULTS
NRs strongly change their emission in the electric field oriented along
their long axis. The optimal strategy to use them for detection of trans-
membrane potential is to insert them perpendicularly to the membrane
surface (Fig. 1A). Selective binding of cylindrical NRs to membranes in
perpendicular orientation requires different lipophilic coating of the
sides of the cylinder and hydrophilic coating of the tops. To make this
nonhomogeneous coating, we decided to use different curvature of the
surfaces. The tops of NRs that should bear more hydrophilic coating
have higher curvature than cylinder sides. Our previously developed
peptide-coating technique [developed for solubilizing QDs in hydro-
philic environments (11, 39–43)] used flexible peptides that afforded
uniform coating. For facet-selective coating, we designed a peptide con-
sisting of hydrophobic rigid helical domain and more flexible hydro-
philic domain (Fig. 1B). Preferential binding of rigid helical domain
to the sides of the NR cylinder should lead to a significant difference
in the lipophilicity of the sides and tops of the NR necessary for perpen-
dicular insertion into membranes. The sequence of this prototype pep-
tide is myristoyl-CLTCALTCMECTLKCWYKRGCRGCG-COOH,
where the KRGCRGCGpart served as the hydrophilic flexible segment,
and other amino acids form an approximately 2.5-nm-long helix that is
able to cover half of the NR cylinder side (Fig. 1). By simple geometrical
considerations, we assess that ~8 to 12 peptides could self-assemble on a
single NR (Fig. 1C) and cover it. Binding of the peptide to the NRs is

mediated by seven Cys residues: five on one face of the helical part and
two in the flexible segment. To control the immersion depth of the
peptide-covered NRs and to prevent insertion with a tilted orienta-
tion, we incorporated a KCWYK segment containing amino acids
that preferentially localize at the membrane-water interface (44).
Only a short segment of aliphatic amino acids was incorporated into
the peptide sequence, including three hydroxyl-containing Thr resi-
dues and one acidic residue in the hydrophobic helical segment, to
avoid aggregation in solution. More details regarding the peptide de-
sign are given in section S1. The a-helicity of the peptide was con-
firmed by circular dichroism spectroscopy (section S2 and fig. S1) in
octanol solution (er = 5.1 versus membrane ≈ 5).

To test the selective binding (perpendicular) of peptide-coated
NRs (pcNRs) to membranes, we introduced them into small uni-
lamellar vesicles (SUVs) and then imaged them by EM. Quasi type-II
CdSe-seeded CdS rod [same recipe applied to the sample #3 of
Park et al. (34)] with dimensions of 4 ± 0.3 nm in diameter and
10 ± 2.2 nm in length were used for this study. The wavelength’s
peak position (lmax) and full width at half maximum are 604 nm
and 30 nm, respectively. This seeded rod exhibits 4 nm of red shift
at 400 kV/cm of the electric field in air (er = 1). The asymmetric
QCSE feature indicates the asymmetric localization of CdSe seed with
respect to the center of the CdS rod (34). This rod is selected because
the chemistry is well developed to yield narrow size distribution and its
QCSE is confirmed at room temperature (34). The pcNRs containing
SUVs were then flash-frozen and imaged by cryoEM (Fig. 2A and
Materials and Methods). Because cryoEM images are two-dimensional
projections, the exact z positions of pcNRs are not exactly known. For
this reason, the level of insertion of pcNRs was assessed only for parti-
cles close to the vesicle’s “equator.”We analyzed more than 500 pcNRs
and classified them into four categories (Fig. 2, B and C). The a-type
represents an ideal, symmetric, and perpendicular insertion (the NR
symmetrically traverses the membrane), which was observed for
16.4% of all analyzed pcNRs. The b-type represents partial (asymmetric)
but perpendicular insertion (18% of all analyzed pcNRs). The c-type re-
presents partial, tilted insertion and is the most abundant (41.7% of all
analyzed pcNRs). The d-type represents horizontal insertion in between
the two leaflets of themembrane (23.9% of all analyzed pcNRs). The his-
togram in Fig. 2C shows the partitioning in insertion geometries. If all
cases of c-type insertion are ignored (because it is hard to classify parallel
versus perpendicular insertion for these cases), then vertically oriented
pcNRs (a- and b-type) constitute 59% of all a-type, b-type, and d-type
insertions. Although these percentages are only a rough estimate for
the partitioning between the different insertion configurations (because
of the ambiguity in z positioning) and the captured cryoEM images only
show frozen snapshots of NRs inserted into membranes, this estimate
for partitioning is also reproduced in an independent fluorescence an-
isotropy measurement. The NRs were loaded into electro-swelled giant
UVs (GUVs) (section S3). The orientation of the membrane-associated
pcNRs was probed by polarization microscopy (45), capitalizing on the
fact that the absorption and emission dipoles of NRs are aligned along
their long axis (46). To estimate the orientation of pcNRs in the mem-
brane, we imaged the fluorescence of GUVs loaded with pcNRs using
linearly polarized laser excitation. Because the absorption and emission
dipoles of NRs are aligned along their long axis, polarized excitation
could verify the orientation of pcNRs with respect to the cellular mem-
brane curvature (fig. S2). By analyzing the polarization anisotropy of
individual pcNRs and applying a simple absorption anisotropy (AA)
threshold, we could estimate that ~58%of the pcNRswere insertedwith

Fig. 1. Surface functionalization. (A) Cartoon describing design principles for
rendering NR membrane protein–like properties. This functionalization will favor
their stable, spontaneous insertion into the membrane with the correct orientation.
(B) Peptide design for implementing (A). (C) Top view of an NR coated with peptides.
Brown and orange colors depict Cys-rich and lipophilic faces of the a-helical peptide,
respectively. (D) Sequence of the designed peptide. C14-CO- stands for myristoyl acid
residue attached to the N-terminal amino group. (E) Wheel diagram corresponding
to the a-helical part of the peptide. Color coding is the same as in (C). aa, amino acid.
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an orientation that is more perpendicular (threshold, >0), than parallel,
to the membrane plane (section S3). In contrast to cryoEM snapshots,
AA spectroscopy on the single-particle level could followNR reorienta-
tion dynamics in real time. Moreover, it could help disentangle the
blinking dynamics from reorientation dynamics if both horizontally
and vertically polarized photons aremeasured simultaneously.We note
that, despite the fact that we have tested thus far only one rationally de-
signed a-helical peptide sequence, a sizeable fraction of pcNRs showed
vertical membrane orientation (~58%), and 16% of NRs were properly
inserted, supporting the feasibility of this functionalization approach. A
control cryoEM experiment showed that as-synthesized (native ligand–
coated) NRs do not insert into vesicles’ membranes (section S6).

Because the polarization anisotropy of pcNRs in the vesicle fluctuates,
we expect that pcNRs in the membrane are not rigid. Considering a
simple estimate based on the NR diffusing in a solvent with a viscosity
of 1 kg/m·s (a thousand times the viscosity of water), we obtain a rota-
tional diffusion constant on the order of 10 kHz. This would suggest
that the azimuthal angle should be rotationally averaged out on the time
scale of the measurement. The observation of slower rotational fluctua-
tions might be due to coupling to translational motion or to fluctuation
in the level of insertion (that is, theNRmoves in andoutof themembrane).
To assess the cryoEM results, we studied the equilibrium partitioning

between the membrane and the solution of the NRs, as well as their
orientational fluctuations within the membrane using the Boltzmann
distribution and a simplemodel of the interaction energy of theNRwith
the membrane and solvent (see Fig. 2D and section S7 for details).

We found that, for reasonable hydrophobic/hydrophilic energies
and typical NR geometries, NRs strongly partition to the membrane.
Once embedded in the membrane, we predict that rods will be canted
so that their long axis does not lie along the local normal to the mem-
brane. The mean canting angle (q) depends on the mismatch of the
lengthof thehydrophobic regionof theNRand the thickness of themem-
brane. Examining that figure, we estimate the fluctuations of the canting
angle of rods with no hydrophobic mismatch (blue curve) to be in the
range of 10° and thus comparable to the mean. Both the mean and the
fluctuations are larger for cases of large hydrophobic mismatch (red).
We expect larger fluctuations for significantly larger angles based on
the large tail of the angle probability distribution. This model predicts
that with hydrophobic surfaces covering a length of the pcNRs compa-
rable to the membrane thickness, the fraction of rods inserted into the
membrane approaches unity in thermal equilibrium. To stabilize the
orientation of rods in the membrane to be close to the membrane’s
normal, it is advantageous to include hydrophilic ends on the pcNR tips.
For reasonable lengths of these ends, they do not significantly change
the partitioning of rods between the membrane and the solvent. More-
over, the model predicts a canting angle distribution (Fig. 2E) that re-
sembles the histogram inFig. 2C, suggesting somedegree of hydrophobic
mismatch (Fig. 2D).However, we note that the statistical nature of ligand
exchange with the designed peptide does not necessarily impart precise
hydrophobic surfaces and hydrophilic tips. In addition, we emphasize
that the cryoEM visualization of NRs in the vesicular membrane is only
a proof-of-concept demonstration and does not serve as a proof for cor-
rect insertion into cellular membranes. At this point, we cannot rule out
possible differences in membrane insertion geometry and/or efficiency
between vesicular and cellular membranes. Such a comparison will be
the subject of a future work.

pcNRs can be delivered to the cellular membrane by either vesicle
fusion (Fig. 3, A to C) or direct drop-casting method (Fig. 3, E and F).
Fusogenic lipids are required for vesicle fusion process. Here, we
used 1,2-stearoyl-3-trimethylammonium-propane (DOTAP) or
3b-[N-(N′,N′-dimethylaminoethane)-carbamoyl]cholesterol hydro-
chloride (DC-Chol) and a cone-shaped lipid, 1,2-dioleoyl-sn-glycero-3-
phosphoethanolamine (DOPE) (27, 47, 48). Once vesicles were formed,
pcNRs were loaded, and their instantaneous staining could be ob-
served (Fig. 3A). When pcNR-loaded vesicles were added to HEK293
tissue culture, they could be delivered to the cell membrane via fusion.
Bright-field image (Fig. 3B) and its corresponding fluorescence image
(Fig. 3C) capture the moment of vesicle fusion. Z-stack images of the
same cell are shown in fig. S3, indicating vesicle fusion and subse-
quent membrane staining. The pcNRs could also be added directly
to the growth medium of a tissue culture, as demonstrated in Fig. 3
(E and F) for HEK293 cells. By diluting the concentration of pcNRs,
sparse labeling could be achieved such that individual (or small ag-
gregates of) pcNRs could be observed (Fig. 3F). We observed a loss
in the diffraction-limited fluorescence emanating from membrane
inserted pcNRs within ~1 hour after staining, most likely due to endo-
cytosis (fig. S5).

Membrane voltage sensing with pcNRs was first tested using self-
spiking HEK293 cells (49). This cell line exhibits self-oscillations
(~3 to 4 Hz) in membrane potential once cells reach confluency (49).
Figure 4 shows optical recordings of these self-spiking HEK293 cells

Fig. 2. NR interaction with membrane. (A) CryoEM micrographs of pcNRs
inserted into SUVs. Scale bars, 30 nm. (B) Schematics of possible pcNRs association
with lipid bilayer: (a) properly inserted, (b) partially inserted, (c) attached in an angle,
and (d) horizontally embedded. (C) Histogram of insertion geometries (a) to (d).
(D) Schematic of the NR of hydrophobic length L with two hydrophilic ends of
length b and radius a. The total length of the rod is then L + 2b . It is shown in a
piece of membrane of thickness t. The green curves show the ends of the hydro-
phobic rod. The red curve denotes the center of the nanostructure, whereas the
purple curve shows the intersection of the rod with the mid-plane of the membrane.
(E) Model calculations (see section S7) of canting angles (q) probability distribution
for a membrane-inserted NR. Calculations for no hydrophobic mismatch (L = t = 4 nm,
blue) and for significant hydrophobic mismatch (L = 6 nm, t = 4 nm; red) are shown.
In both cases, the rods are terminated at both ends by hydrophilic cylinders with a
length of 2 nm (details of the model are discussed in section S7).
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with di-8-ANEPPS (ANEPPS) (Fig. 4, A, D, and E, serving as positive
control) and pcNRs (Figs. 4, B, C, F, and G). Oscillating membrane
potential is resolved by ANEPPS, exhibiting ~10% DF/F on the ensem-
ble level (see Fig. 4D, top, and section S8 for image analysis details).
Bottom of Fig. 4D shows four DF/F recordings (from four distinct loca-
tions, averaged over 5 × 5 pixels) marked with open circles of the same
color. Figure 4A shows that these recordings are highly correlated with
each other and with the ensemble average (black). These recordings
were replotted in Fig. 4E by overlaying seven frames around every local
maximum in the trajectory (guidedwith vertical dashed lines in Fig. 4D).
The mean DF/F’s over 23 cycles are plotted with thicker lines (black,
ensemble DF/F; blue, red, green, and cyan, local DF/F’s in Fig. 4A). This
result demonstrates the fidelity of membrane potential recording with
ANEPPPS.

The same analysis was performed for self-spiking HEK293 cells
stained with pcNRs. In contrast to the clear membrane staining of
ANEPPS (Fig. 4A), pcNRs are randomly distributed in the membrane
and outside of it (cloudy background). In principle, better labeling (and
higher contrast images) could be achieved by multiple washes applied
to the tissue culture after incubationwith pcNRs (as shown in Fig. 3E),
but multiple washes abolish self-spiking. To eliminate densely pcNR-
labeled regions and diffused background from the analysis of the data
represented in Fig. 4B, a 10th-order (n = 10) Butterworth-type (high-
pass) spatial filter (HPFpixel) was applied to the image (fig. S7, A and B).
The cutoff spatial frequency (wc) was 0.244 (pixel

−1). This image pro-
cessing results in improved local contrast and enables the detection/
identification of single bright spots (Fig. 4C). In a subsequent step, sim-
ple thresholding (threshold = mean + 2 ≅× SD) was applied to select

only bright, small pcNR-labeled regions (white pixels in fig. S8C) for
calculating the ensemble DF/F. The spatially averaged (over all white
pixels in fig. S8C) temporal fluorescence signal is shown in fig. S8D.
Extracting the membrane potential fluctuation from this signal is diffi-
cult because of photo-brightening and noise.

Therefore, we implemented an additional temporal bandpass
filtering step that is a 5th-order (M = 5) Butterworth filter with
cutoff frequencies (fhigh = 7 Hz and flow = 2.5 Hz; fig. S8E). This
process further cleans up and highlights these oscillations by re-
moving the slowly varying (low-frequency) photo-brightening
and the high frequency shot noise (Fig. 4F, top, black line). The
filtered signal in Fig. 4F (top) exhibits ~4-Hz oscillations, similar
to the oscillations reported in Fig. 4D. The asymmetric voltage de-
polarization and repolarization signal (49) is not resolved here be-
cause of the long integration time (30 ms). Although the ensemble
DF/F is only ~1%, it demonstrates that pcNRs can record mem-
brane voltage oscillation. To test whether pcNRs can provide
single-particle voltage sensitivity, we analyzed isolated diffraction
limited white spots in Fig. 4C (representing either individual pcNRs
or very small aggregates of pcNRs). Bandpass-filtered optical re-
cordings from the individual spots marked with colored open
circles exhibit up to 5% DF/F voltage oscillations (Fig. 4F, cyan).
Figure 4G shows (similar to Fig. 4E) signal time traces of 19 con-
secutive cycles (seven frames per cycle). The mean value of the sig-
nal is also shown with a thicker line. The same analysis was
repeated for 129 individual diffraction-limited bright spots. Sixteen
percent of all cases exhibited DF/F > 1%.

Additional evidence for voltage sensing by pcNRs was provided
by simultaneous patch-clamp and fluorescence measurements.
pcNRs were applied directly to wild-type HEK293 cells that were
cultured on a coverslip, and fluorescence emission and membrane
voltage were recorded simultaneously. Fluorescence movies were
recorded in synchrony with the membrane voltage modulation
(with a cycle of two movie frames recorded at −150 mV, followed
by two movie frames recorded at 0 mV, voltage modulation frequency
of 100 Hz, and recording duration of 2000 frames with 400 Hz of
frame rate). Figure 5A shows a fluorescence time trajectory recorded
from a single (or possibly a small aggregate of) pcNR(s) (as judged by
blinking) highlighted by an arrow in Fig. 3F (a link to the movie is
provided in section S9.1). The fluorescence trajectory is highly noisy,
most likely due to fluorescence intermittency (blinking) and unstable,
dynamic fluctuations in membrane insertion (see discussion about
membrane insertion stability in section S9). A zoom-in to the trajec-
tory at around 4.6 s (Fig. 5B) shows a zigzag pattern in the fluores-
cence intensity that is synchronized with the modulated clamped
voltage. For each modulation semi-period, we defined a pcNR mod-
ulation responseDF/F as the difference between voltage-on and voltage-
off intensities divided by themean time-trace intensity. Themodulation
response (DF/F) exhibits a high degree of variations throughout the
acquisition time (5 s), with a few spikes of high signal about 100 ms
long.We attribute the low reproducibility and low sensitivity of these
recordings to the imperfect, unstable insertion of pcNRs into the
cellular membrane.

We identified eight individual (or small cluster of) pcNRs in the
patched cell’s membrane (or its proximity), and for each, we computed
the mean modulation response during the entire time trace (excluding
the off periods due to the pcNR fluorescence blinking). Of eight pcNRs,
only three exhibited a mean absolute modulation that was higher than
the mean calculated for pcNRs in membranes of nonpatched cells.

Fig. 3. Delivery of pcNRs to HEK293 cells. (A) Fluorescence of NR-loaded GUVs.
(B and C) Bright-field (B) and fluorescence (C) images of pcNR-loaded GUV fused
with the cell membrane. (D) Fluorescence image of HEK293 cells stained with
ANEPPS (control). (E and F) pcNRs targeted to membranes at high (E) and low
(F) concentrations. Scale bars, 10 mm.
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However, these three pcNRs all have a negativemeanmodulation (with
a ±1s error range that does not include 0), whereas the control group of
seven pcNRs in the membrane of nonpatched cells exhibits a mean sig-
nal, which is statistically indistinguishable from 0 (fig. S10). Because the
modulation responseDF/F exhibits spikes or “bursts” of high signal that
presumably correspond to brief periods of membrane insertion, we
carried out an objective analysis that is focused on these brief bursts.
To reduce the effect of noise on the identification of the start and stop
of burst regions, we thresholded the running average of the DF/Fmod-
ulation response. We then computed the integral modulation response

in each burst i as Si ¼ 1
F∑i DFi (see Materials and Methods and section

S9 for the details on patch-clamp analysis). Figure 5C shows the dis-
tribution of integral modulation responses for bursts belonging to
pcNRs found in the patched cell membrane (patched in-phase, red)
compared to integral modulation responses of controls that should
not exhibit any correlated signal. In particular, in the out-of-phase
controls, we suppress any intensity fluctuation in-phasewith the voltage
modulation by averaging frames corresponding to on and off voltage
semi-periods (see Materials and Methods). We observe that, although
the controls exhibit a symmetric distribution of bursts with positive and
negative values for the integral modulation response (consistent with

random fluctuations), bursts of patched pcNRs show a predominance
of negative integral modulation response (consistent with fluorescence
reduction induced by the applied voltage). However, note that only
18 in-phase bursts were identified and analyzed for the three pcNRs
associated with the patched cell membrane (and 20 out-of-phase
bursts). For the nonpatched cell control, we identified seven pcNRs
(in non-nearest neighbor cells to avoid possible signal leakage) that
yield a total of 28 in-phase bursts (and 40 out-of-phase bursts).

DISCUSSION
NRs have many advantages over organic fluorophores, having large
voltage sensitivity, large absorption cross section, and reduced
photobleaching. However, they are difficult to integrate into bio-
logical and neuroscience applications because of their large size and
unknown surface properties that lead to nonspecific binding. Further-
more, inserting NRs into membrane bilayers presents additional
challenges due to the need for sophisticated facet-selective surface
functionalization for control of insertion orientation.

Here, we showedmembrane insertion of pcNRs using a-helical pep-
tides as the surface ligand of NRs, as demonstrated by TEM micro-
graph (Fig. 2A). On the basis of these observations and on a statistical

Fig. 4. Membrane voltage sensing of spiking HEK293 cells with pcNRs. (A and B) Fluorescence images of cells stained with ANEPPS (A) and pcNRs (B). (C) Spatially
high-pass–filtered image of (B) used to highlight signals from individual pcNRs and remove background signals. (D and F) Temporal bandpass-filtered DF/F time trace of
ANEPPS (D, top) and pcNRs (F, top). Each trace (D and F, bottom) shares the same color as the marked open circles in (A) or (C), respectively (see section S8). (E and G) Overlaid
DF/F ’s of seven frames around the gray dashed lines in (D) and (F). (D) and (F) have 23 and 19 thin lines in each subplot, respectively. Mean traces are shown with thicker line
width. The leftmost subplots with black lines are DF/F of ensemble average [generated from top in (D) and (F)]. Scale bars, 10 mm.
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mechanics–based theoretical investigation (Fig. 2E and section S7),
we conclude that >60%of allmembrane-associated pcNRs are favorably
oriented (long axis parallel to the membrane’s normal) but not neces-
sarily fully inserted into the membrane. The polarization microscopy
experiment also reveals that the subpopulation of NRs in GUVs is
oriented in a favorable orientation (fig. S2).However, for highest voltage
sensitivity, pcNRs need to be aligned as parallel to the membrane
normal as possible (to guarantee maximal QCSE charge separation),
with both tips exposed to the cytoplasm and extracellular matrix, re-
spectively. The small fraction (~16% of all geometries) of NRs proves
the proper insertion in the membrane, showing the feasibility of mem-
brane potential sensing. Fluorescence signals could be recorded from
individual membrane-inserted or membrane-associated pcNRs, as is
evident from the typical temporal blinking (intermittency) pattern
(50) in their emission (movie S1). The high brightness of pcNRs stems
from their large absorption cross section and high-emission quantum
yield (51). In the patch-clamp experiment, we used a scientific comple-
mentary metal-oxide semiconductor (sCMOS) camera and a 488-nm
laser (see Material and Methods). With this optical system, we were
able to run the camera at a 400-Hz frame rate (2.5-ms integration time
per frame) while capturing themodulated signal.We estimate that if an
electron-multiplying charge-coupled device (EMCCD) camera is used in-
stead, then, together with a shorter-wavelength laser excitation (<450nm),
the emission rate of the higherNRand the higher camera gainwill result in
a higher S/N ratio. Together, shorter-wavelength laser excitation and EM
gain will yield higher S/N ratio, allowing for an acquisition rate of ~1 kHz
but at the expense of working with a smaller region of interest through
binning (because EMCCDcamera acquisition rates are usually slower than
those of sCMOScameras). The absorption cross sectionof theNRcould be
further increased by adopting a lower bandgap material. Here, we used
NRs consisting ofCdSe (seed) andCdS (shell)with anoptical bandgapof
600 nm. Using bandgap engineering and a different choice of materials’
composition, the bandgap could be lowered toward the near-infrared,
whereas excitation could be tuned to the blue/near-ultraviolet region

of the spectrum. In return, this will lead to an even higher single-NR
brightness. We believe that by further improving the optical setup and
the photon emission rate of the NR, it should be possible to record
signals from individual NRs at >1-kHz rate and, hence, capture individ-
ual action potential spikes. Moreover, an increased photon emission
rate will allow us to use advanced noise-immune voltage-sensing tech-
niques such as lifetime imaging, spectrally separated ratiometric mea-
surement, or a spectral shift measurement. These approaches are, to a
large extent, immune to fluorescence intermittency. On the other hand,
the simple intensity-based measurement reported here is highly sensi-
tive to intermittency and therefore required filtering of the raw signals.

Overall, our results demonstrate that individual (or a small aggregate
of) pcNR is capable of recording the membrane potential. The voltage
sensitivity of an ensemble of membrane-inserted pcNRs in self-spiking
HEK293 cells was quite poor (Fig. 4F), with aDF/F ~ 0.6% (much lower
than the sensitivity of ANEPPS, a typical voltage sensitive dye (VSD),
exhibiting DF/F of ~10% in Fig. 4D). We attribute this poor perform-
ance to imperfect membrane insertion for a large fraction of the NRs.
Although larger than 5% signal are captured in Fig. 4 (F and G) inter-
mittently, the averaged DF/F of an individual NR is typically ~1%.
This is likely due to the blinking feature of the NR and its dynamic
movement/orientation fluctuation in the membrane. Because nonblink-
ing nanocrystals are currently introduced, the photoluminescence (PL)
fluctuation due to blinking will be improved (52). Because the study of
the interaction energy between anNR and its environment (a solvent and
amembrane) estimates the orientation of the NR quite accurately (Fig. 2,
C to E), the optimized geometry for membrane insertion can be drawn
with further theoretical investigation. To achieve stable and robust PL sig-
nal, more advanced surface functionalization should be pursued. To ex-
ploit the different surface energy between a cylinderwall and the tips of an
NR, using face-selective surfactants (hydrophilic surfactants at the tips of
the NR) will be one such example. Nonetheless, even with the current
generation of NRs and coating, we could find a small fraction (~16%)
of individual or small aggregate NRs exhibiting a sizeable DF/F ~ 5.0%.

Fig. 5. Voltage response of pcNRs. (A) Intensity trace of a single pcNRwith time intervals of largeDF/Fmodulation response (bursts)markedwith a shaded area and asterisk (*).
(B) Zoom-in of intensity trace during a burst in (A); eachmarker represents a two-frame average intensity during the voltage-on (green squares) and voltage-off (reddots) semi-
period. (C) Histogram of themodulation responses for each aggregating burst frommany pcNRs in a video. The first group (red) represents the set of patched pcNRs that exhibit
the highest signal. The other three distributions represent control groups for the set of unpatched pcNRs and/or for out-of-phase modulation response. a.u., arbitrary units.
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In a second experiment, a voltage modulation of −150 to 0 mV
(somewhat larger than a typical action potential of −70 to 40 mV)
was applied to a patched (wild-type) HEK cell. Under this modulation,
we were able to observe a higher in-phase modulation response of
pcNRs that is statistically significant as compared to unpatched cells,
whereas the control experiment (out-of-phase analysis) shows no
modulation response, as expected (Fig. 5C). The sensitivity, the noise
level, and the temporal resolution of these measurements are as of yet
inadequate for electrophysiological recording.

The data presented in Figs. 4 and 5 suggest that with further
improvements, pcNRs could be suitable for membrane potential re-
cording. Marshall and Schnitzer (35) estimated 5 and 30% of DF/F
during neuronal spiking with type I and type II QDs, respectively.
The signal quality could be greatly increased by a series of enhancements.
For example, preliminary experiments and calculations suggest that
seeded NR heterostructures with type II band offset and large seed
position asymmetry could exhibit very high voltage sensitivity (34).
Moreover, improved membrane insertion stability will reduce mea-
surement noise and enhance the signal. Last, as previously shown (34),
shifts in the spectral peak position are considerably more sensitive than
DF/F changes.A simplemodification to the optical setup (basedon “dual-
view”microscopy) (53) could enhance voltage sensitivity even further.

Development of high-sensitivity pcNRs could afford unprecedented
ways to study electrical activities in neuronal, neuromuscular, and visual
systems on the nanoscale (such as across a single synapse) or the ability
to record a large number of signals from a large field of view (high-
throughput recording). pcNRs could also find applications in other
areas of science and engineering, for example, in inducing action
potential (54, 55), characterization of high-density fast integrated
circuits, and energy harvesting by membrane-inserted artificial light-
harvesting complexes. Last, the ability to impartmembrane protein–like
properties to inorganic and organicNPs could allow the construction of
novel membrane-based hybrid (organic-inorganic) materials with
unique exploitable properties.

MATERIALS AND METHODS
Quasi type II NRs synthesis (CdSe seeded in CdS)
Cadmium oxide (CdO; 99.99%), tri-n-octylphosphine (TOP; 90%),
trioctylphosphine oxide (TOPO; 99%), selenium (Se; 99.999%), and
sulfur (S; 99.5%) along with all organic solvents were purchased
from Sigma-Aldrich and used without any further purification.
Hexylphosphonic acid (HPA) and octadecylphosphonic (ODPA)
were purchased from PCI Synthesis. A 50-ml round-bottom flask
was loaded with 60 mg (0.5 mmol) of CdO, 280 mg of ODPA, and
3 g of TOPO. After degassing under a vacuum for 1 hour at 120°C,
the temperature was raised to 340°C under argon until dissolution
of CdO at which point 1.8 ml of TOP was injected and temperature
was raised to 370°C. A solution containing 58 mg of Se in 0.5 ml of
TOP was swiftly injected, and the heating mantle was removed. The
final core size had a diameter of about 2.7 nm. A slight modification
of previously reported methods (7) was used for seeded growth of
CdS. A 50-ml round-bottom flask was charged with 211mg (1.6mmol)
of CdO, 1 g ofODPA, 50mg ofHPA, and 3.46 g of TOPO. The reaction
flask was degassed for 3 hours at 130°C, and then, temperature was
raised to 340°C under argon until dissolution of CdO at which point
1.8 ml of TOP was injected. The CdSe seed solution was separated
and purified for reaction by mixing three times with toluene and pre-
cipitatingwith excessmethanol. Seedswere then redissolved in 0.6ml of

TOP. The S:TOP precursor solutionwas prepared bymixing 51mg of S
(1.6 mmol) in 0.6 ml of TOP. Temperature was raised to 350°C for
injection. The amount of dots used was 8 × 10−7 mol. The size
distribution of NRs was characterized by EM, yielding 4 ± 0.3 and
10 ± 2.2 nm for the diameter and length of NRs, respectively.

NR functionalization with peptides
The sequence of the two peptides used in this study was myristoyl-
CLTCALTCMECTLKCWYKRGCRCG-COOH. Peptides were pur-
chased fromLifeTein LLC, purified to a level of 70% by high-performance
liquid chromatography, characterized by mass spectrometry and cir-
cular dichroism (fig. S1). The protocol for NR functionalization with
a-helical peptides was similar to that reported by Pinaud et al. (39), with
the followingmodifications: As-synthesizedNRswere coatedwith hydro-
phobic surfactants such as TOPO or ODPA. To exchange these surfac-
tants with the designed peptides, we first stripped the surfactants off the
NRs by multiple (five to six times) methanol precipitation steps,
followed by redissolution in 450 ml of pyridine. The concentration of
the NR was 0.1 mM. Four milligrams of peptides was dissolved in 50 ml
of dimethyl sulfoxide (DMSO) andmixed withNRs inDMSO solution.
Twelve microliters of tetramethylammonium hydroxide was added to
the solution to increase the pH to 10.0, allowing the peptides to bind to
the surface of NRs efficiently. The mixture was then centrifuged and
redispersed in 150 ml of DMSO in a form ready to be used for cell mem-
brane insertion (staining). For vesicle staining or for cryoEM experi-
ment, NRs in DMSO solution were eluted through a Sephadex G-25
desalting column (Amersham) and equilibratedwithphosphate-buffered
saline (PBS) buffer. The pcNRs were stored at 4°C. As-synthesized NRs
emitted photons of 600 nm. Their initial quantum yield was 15%, which
was maintained after the peptide-coating process.

Loading pcNRs into vesicles
1,2-Dimyristoyl-sn-glycero-3-phosphocholine (DMPC), DOTAP, and
DC-Chol were purchased from Avanti Polar Lipids Inc. Chloroform
solutions of DOTAP (25 mM, 6 ml), DMPC (10 mM, 6 ml), and DC-
Chol (10 mM, 6 ml) were mixed and dried in a vacuum for 4 hours in a
rotary evaporator. The film was then hydrated with 1 ml of 0.1 M
sucrose containing PBS buffer (pH 6.24) overnight at 37°C incubator,
during which vesicles were spontaneously formed. Vesicles were stored
at 4°C, unless used in experiments (they are stable and useable for about
1 week). For the cryoEM experiment, vesicles were extruded through a
membrane with 100-nm pore-sized filter. For fluorescence microscopy
measurement, 2 ml of pcNRs (eluted through a SephadexG-25 desalting
column) was added to the 10 ml of vesicle solution. pcNRs spontaneously
and rapidly (~1 min) self-inserted into the vesicles’ membranes. For
GUVs, the same lipid composition (6 ml of 25 mM DOTAP, 6 ml of
10 mM DMPC, and 6 ml of 10 mM DC-Chol) was diluted with 200 ml
of chloroform. Fifty microliters of the lipid in chloroform solution was
loaded on the indium tin oxide (ITO)–coated glass. After 30 min of
drying, the other ITO-coated glass was faced to the lipid-dried ITO
glass. Two glasses are separated by the 3-mm thickness of O-ring,
forming the aqueous chamber for electro-swelling. A square-voltage
pulse (10 Hz of 1.0 V) was applied to the two ITO glasses for 20 min,
followed by GUV preparation for imaging.

CryoEM
For the cryoEM measurement, 10 ml of pcNRs (eluted through a
Sephadex G-25 desalting column, producing 0.05 mM) was added
to 50 ml of vesicle solution (lipid concentration, 0.27 mM). An aliquot
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(3 ml) of sample was placed on holey carbon-coated Quantifoil grid,
manually blotted with filter paper, and plunged into liquid ethane to
make an cryoEM grid with vesicles embedded in vitreous ice. The grid
was transferred to a Gatan 626 cryo-sample holder cooled down by
liquid nitrogen and inserted into an FEI TF20 cryo-electron micro-
scope for imaging at 200-kV operating voltage. Images were recorded
at several magnifications on a 4k × 4k CCD camera (Tietz Video and
Image Processing Systems) at ~5 mm under focus, with an accumu-
lated electron dosage of ~20 e−/Å2 on each sample area.

Cell culture and staining
HEK293 cells (American Type Culture Collection) were maintained in
1:1 Dulbecco’s modified Eagle medium and nutrient mixture F-12
(Invitrogen) supplemented with 10% fetal bovine serum (Sigma-
Aldrich), geneticin (0.6mg/ml;G418, Life Technologies), andpuromycin
(5 mg/ml; Life Technologies). Cells were grown on 35-mm glass-bottom
dishes until they reached 90%confluency. The sameprotocolwas applied
to self-spiking HEK293 cells. For ANEPPS staining, ANEPPS solution
in DMSO was added directly to the cells in a 35-mm glass-bottom dish
to a final concentration of 0.1 mM.Cells were then incubated at 4°C for
5 min before imaging.

Optical imaging and data acquisition of the fluorescence
signal of pcNRs in self-spiking HEK293 cells
The microscope setup was based on an Olympus IX71 inverted micro-
scope equipped with a xenon lamp (75W; U-LH75XEAPO, Olympus)
and excitation filter (BP 470/40, Chroma Technology Corp). The exci-
tation power was 2 mW at the image plane. The emission of the NPs
was collected by a 60× objective lens (PlanApo 60×, NA = 1.45, oil im-
mersion,Olympus) and passed through a dichroicmirror (505DCXRU,
ChromaTechnologyCorp). Imagingwas carried outwith anAndor iXon
EMCCD camera (Andor iXon). Two microliters of pcNRs in DMSO
solution (~300 nM) were loaded to the glass-bottom dish (Thermo
Fisher Scientific) where the self-spiking HEK293 cells were cultured.
The pcNRs spontaneously inserted into cell membranes within 1 to
2 min. The pcNR-loading density estimated from the image was ~105

pcNRs per cell. After rapid shaking, the cell medium was changed with
Dulbecco’s PBS (Life Technologies). The dish was then placed on the
microscope. Fluorescence was recorded in amovie format for 9 s with a
30-ms integration per frame.

Simultaneous patch-clamp recording and
fluorescence imaging
Two microliters of pcNRs were added directly to the cell culture (in
a 35-mm glass-bottom dish with 2 ml of cell culture medium). Cells
were then incubated at 37°C for 5 min before patch-clamp record-
ing and imaging. As estimated from images, an average of ~10 parti-
cles were inserted into each cell. The loading density is approximated
to be ~10−7 pcNRs/nm2. All imaging and electrophysiology were per-
formed in Tyrode’s buffer (pH 7.3; containing 125 mM NaCl, 2.5 mM
KCl, 3 mM CaCl2, 1 mM MgCl2, 10 mM Hepes, and 30 mM glucose
and adjusted to 305 to 310 mosmol with sucrose). For patch clamp,
filamented glass micropipettes (WPI) were pulled to a tip resistance of
5 to 10 megohm and filled with internal solution containing 125 mM
potassium gluconate, 8 mMNaCl, 0.6 mMMgCl2, 0.1 mMCaCl2, 1 mM
EGTA, 10 mM Hepes, 4 mM Mg–ATP (adenosine 5′-triphosphate),
and 0.4 mM Na–GTP (guanosine 5′-triphosphate) (pH 7.3) and
adjusted to 295 mosmol with sucrose. Pipettes were positioned with
a Sutter MP-285 manipulator. Whole-cell, voltage, and current-clamp

recordings were acquired using a patch-clamp amplifier (model 2400,
A-M Systems), filtered at 5 kHz with the internal filter, and digitized
with a National Instruments PCIe-6323 acquisition board at 10 kHz.
Simultaneous whole-cell patch-clamp recordings and fluorescence re-
cordings were acquired on a home-built, inverted epifluorescence mi-
croscope equipped with a 60× water immersion objective, numerical
aperture 1.20 (Olympus UIS2 UPlanSApo 60×/1.20 W), a long-pass
dichroic filter (Chroma zt505-515+650NIR Tpc), and a scientific
CMOS camera (Hamamatsu ORCA Flash 4.0). Laser intensity (488 nm;
Coherent Obis 488-50) was modulated with an acousto-optic tunable
filter (Gooch and Housego 48058-2.5-.55-5W). Imaging of pcNRs was
performed at illumination intensities of ~1 W cm−2. For fast data ac-
quisition, a small field of view around the cell of interest was chosen at
the center of the camera to achieve a frame rate of 1000 frames/s.

Data analysis of pcNRs’ fluorescence during
patch-clamp recording
From the video, we manually identified the position of pcNRs on
both the patched cell membrane and on nonpatched cells. For each
identified pcNRs, the time trace of emission intensity {tk } was ob-
tained by averaging, for each frame k , a circular region of approx-
imately 20 pixels around the pcNR. The time-trace intensity was
binned to each of two frames to obtain an intensity f!tjg for each
voltage alternation semi-period, and then, the difference {DFi} was
computed as fð!t1 "!t0Þ;"ð!t2 "!t1Þ; ð!t3 "!t2Þ;"ð!t4 "!t3Þ;…g (the
signal alternates and is “+” and “−” for on-off and off-on transitions,
respectively). Finally, these differences were divided by the average
time-trace intensity to obtain the signal {DFi/F}.

The burst search was performed as follows. The square of the
running average of the modulation response {DFi/F} was computed,
and the time periods where this squared average was higher than a
threshold (set to 60% of the maximum) were identified as bursts.
Next, for each burst i, we extracted the total signal (burst score)

Si ¼ 1
F∑i DFi. The out-of-phase response was obtained by removing

the first video frame and applying the same analysis on the time traces.
In this case, the binning step averaged frames between on and off
semi-periods, suppressing any signal in-phase with the voltage alter-
nation. See section S9 for detailed description of the patch-clamp data
analysis.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/4/1/e1601453/DC1
section S1. Design of the peptide sequence for coating NRs
section S2. Circular dichroism of the designed peptide
section S3. Fluorescence anisotropy of pcNR-loaded vesicles
section S4. Cell membrane staining with pcNRs
section S5. CryoEM control: Ligand-coated NRs do not insert into vesicles’ membranes
section S6. Endocytosis of pcNRs after 1 hour of loading
section S7. Simulation of the energetics of the NR in the membrane
section S8. Optical recording of ANEPPS-labeled and pcNR-labeled spiking HEK cells
section S9. Simultaneous optical and electrical recordings in patch-clamp experiment
fig. S1. Circular dichroism spectrum of designed peptides dissolved in octanol.
fig. S2. Orientation-dependent AA of pcNRs in membranes of GV.
fig. S3. Confocal cross-sections of an HEK293 cell fused with pcNR-loaded vesicles.
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section S1. Design of the peptide sequence for coating NRs 

 

Selective insertion of peptide-coated nanorods (pcNRs) into membrane in a vertical orientation 

could be achieved by lipophilic coating of the central part of pcNRs and hydrophilic coating of 

the edges (Fig. 1). Edges and sides of pcNRs have the same chemical properties but different 

curvature of the surface. To selectively modified them, we decided to use a peptide containing α-

helical and unstructured domains. Relatively rigid α-helical domain can bind cylindrical sides of 

NR but its binding to bended edges is less efficient, meanwhile the flexible part can efficiently fit 

curved surface of NR edges. The average size of NR is approximately 5 nm × 10 nm. We decided 

to construct a ~5 nm long peptide (half of the NR height) with strong gradient of polarity from the 

N- to C-terminus (Fig. 1B). Flexible polar C-terminal part is expected to bind edge of NR and 

determine peptide orientation. Lipophilicity of amino-acids gradually increases towards the N-

terminus that is additionally modified by highly lipophilic myristoyl fatty acid residue that is 

expected to be located approximately at the center of NR. Affinity of the peptide to NR was 

achieved by introducing cysteines approximately at every third or fourth residue (Fig. 1D). In α-

helical domain cysteines were located on one face of the helix (Fig. 1E). We also introduced two 

charged residues in the helical domain to avoid peptide aggregation and two residues having 

preferential positioning on membrane-water interface between α-helical and flexible parts of 

peptide to improve membrane localization. 

 

 

 

 

 

 



104 
 

 

section S2. Circular dichroism of the designed peptide 

 

The secondary structure of the designed peptides is determined by circular dichroism (CD). The 

peptides were dissolved in octanol, which mimics the nonpolar interior of the cell membrane. 4 

mg of the peptides were dissolved in 1 ml of octanol and the excess solid peptides were filtered 

out to yield a saturated peptide solution. The concentration of the saturated peptide solution was 

determined to be ~17 μM (~0.05 mg/ml), by the absorbance of tryptophan at 280 nm using UV-

Vis spectrometer. The CD spectrum was acquired at 25℃ under N2 purge, using a quartz cuvette 

with 1 cm path length. The large, 1 cm path length was selected, due to the low solubility of the 

peptide in octanol and hence low absorbance of the solution when using a cuvette with 1 mm path 

length. The CD spectrum above 205 nm showed a characteristic alpha-helical structure, while the 

spectrum below 205 nm was oversaturated due to the solvent. (fig. S1). 

 

 

 

 

 
fig. S1. Circular dichroism spectrum of designed peptides 
dissolved in octanol. 
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section S3. Fluorescence anisotropy of pcNR-loaded vesicles 

 

To estimate pcNRs’ orientation in membranes, we first made and attached vesicles to the 

microscopy cover glass. 8 μl (25 mM in chloroform) of 1,2-stearoyl-3-trimethylammonium-

propane (DOTAP) and 1μl (25 mM in chloroform) of 1,2-dioleoyl-sn-glycero-3-

phosphoethanolamine (DOPE) were mixed and dried under ambient condition. 100 μl of 100 mM 

NaCl with 1 volume percent of glycerol of distilled H2O (dH2O) were then added to the dried 

lipids, and stored in a 4ºC refrigerator for 24 hrs, followed by one minute of sonication. 5 μl of the 

vesicle solution was then loaded to the cover glass. To immobilize the vesicles, 500 μl of 100 mM 

NaCl in dH2O (no glycerol) were added to the vesicle solution. After 10 minutes, immobilized 

giant vesicles (GV) could be observed. Finally, pcNRs were added to the vesicle-containing water 

droplet. Figure S2A and C show fluorescence images of pcNRs loaded vesicles, excited with 

 
fig. S2. Orientation-dependent AA of pcNRs in membranes of GV. (A, C) fluorescence images of pcNR-loaded 

vesicles. NR1’s (B) and NR2’s (D) fluorescence trajectories, marked with red arrows in (A) and (C). During the 

measurement, the half-wave plate was removed, leading to excitation polarization change from vertical (F//) to horizontal 

(F⊥). Scale bar is 20 μm. An integration time is 32 ms.  
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vertically polarized light. 200 frames movies were acquired and time trajectories from individual 

pcNRs were analyzed. During the movie acquisition, the excitation polarization was rotated by 

90o by removing a half-wave plate in the excitation path. 

pcNRs at 0°, 90°, 180°, 270° of the vesicles’ cross-section (at horizontal or vertical plane) are 

selected and analyzed. The representative intensity trajectories from membrane inserted pcNRs 

during polarization modulation are shown in fig. S2A and B. From such trajectories, absorption 

anisotropy ( //

//

FP FPAA
FP FP

A

A

�
 

�
) could be obtained by measuring fluorescence signal. 26 pcNRs 

were analyzed and 15 out of them show AA corresponding to vertical orientation in membrane 

(AA > 0 for pcNRs in the vertical plane of GUV) indicating a preference towards vertical 

insertion, consistent with cryoEM results.  

 

 

table S1. Absorption anisotropy of NRs in the membrane. 

 Vertical plane Horizontal plane 
AA expected for transmembrane NR insertion a) 0.63 -0.5 

AA expected for NR oriented parallel to membrane surface -0.5 0.63 
   

Average observed AA ±SD 0.12±0.30 -0.10±0.31 
   

Number of pcNRs with transmembrane orientation b) 5 1 
Number of analyzed pcNRs 17 9 

a) Calculated based on the highest and lowest AA observed for all imaged pcNRs. The difference from 1 is because 
NR can be excited with light that is not in the plane of the main axis. The difference of the modules of values for 
vertical and horizontal plane are due to different intensity of the parallel and perpendicular light excitation. 
b)including those with tilt less than 30° (the difference of AA from expected values was less than (1-cos30°)×100% ) 
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section S4. Cell membrane staining with pcNRs 

Fusogenic vesicles loaded with pcNRs was prepared as explained in Methods. They were added 

to cultured wild type HEK293 cells in PBS buffer. After incubating for 10 minutes, a series of 

confocal cross-sections was taken by Leica SP-2 microscopy. Figure S3 shows that the cell 

membranes are stained with pcNRs and pcQDs, respectively.  

 

 

section S5. CryoEM control: Ligand-coated NRs 

do not insert into vesicles’ membranes 

As synthesized NRs were dissolved in toluene or 

hexane and precipitated by adding methanol multiple 

times to remove excess ligands. The NRs were then 

dissolved in DMSO and sonicated for 10 mins to 

minimize aggregation before adding to the vesicle 

solution (see Methods). 250 μl of the vesicle solution 

 

fig. S4. CryoEM images of vesicles after 

incubation with pcNRs. No NRs were observed to 

insert into the membrane. Scale bar 100nm.  

 

fig. S3. (A~I) Confocal cross-sections of an HEK293 cell fused with pcNR-loaded vesicles. Scale bar 10 Pm. z-

step is 0.5um. (J) A birth field image of (c) for clarifying the liposomes. 



108 
 

 

was extruded through a membrane with 100 nm pore size to facilitate formation of 100 nm SUVs, 

and 2 μl of the NR solution in DMSO was mixed with the extruded vesicle solution. The mix 

solution was then deposited on TEM grids and frozen according to the methods described in 

Methods. As shown in fig. S4, the vesicles were not loaded with any NRs, indicating these NRs 

did not insert into the membrane of the vesicles. 

 

section S6. Endocytosis of pcNRs after 1 hour of loading 

 

 
 

section S7. Simulation of the energetics of the NR in the membrane 

Since the energy of any nanorod configuration in the membrane is determined by the areas of 

hydrophobic and hydrophilic surfaces in contact with the interior of the membrane and 

(aqueous) solvent, the energy calculation becomes a straightforward exercise in geometry. In 

this section we outline calculation of the various areas involved in determining the nanorod 

insertion energy. We use these calculations to address two points. First, we examine the 

orientational stability of rods in the membrane by computing their mean tilt (or canting) 

angle with respect to the membrane local normal. We also consider the thermal fluctuations 

 

fig. S5. Images of pcNR-loaded HEK293 cells taken 1 hour later. (A) Fluorescence image of 

HEK293 cells after 1 hour of pcNRs’ loading. (B) HPF filtered image. The same spatial filter in 

fig. S8 is used. Scale bar 10 Pm. 
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of that tilting angle. Secondly, we consider the equilibrium partitioning of the nanorods 

between the solvent and the membranes, and find that for almost all hydrophobic 

(hydrophilic) energy scales and nanorod dimensions, the rods will strongly partition to the 

membrane. 

 

SI-7.1 Geometry of the nanorod in the membrane 

In the frame of the rod or radius a and length L, the points on the surface of the rod are 

given by  

  (7.1) 

where   r < L / 2 and the azimuthal angle f  covers the unit circle, - p £ f <p . 

In the reference frame where the membrane (of thickness t) has unit normal   n̂ = ẑ  and 

occupies the space   z < t / 2, the nanorod is oriented so that its symmetry axis lies along   p̂ , 

  p̂ ×̂n = cosq  and has its center at height h above the midplane of the membrane – see fig. S6A 

for a schematic representation of the configuration in terms of these degrees of freedom. 

Putting the nanorod in the xz-plane (without loss of generality) the surface of the cylinder 

lies on 

    r = x̂ r sinq - acosqcosféë ùû+ ŷasinf + ẑ h+ r cosq +asinqcosféë ùû  (7.2) 

where ρ and f  range over the same intervals as above. We neglect the endcaps of the 

cylinder for now. 

 

The curve defining the intersection of the cylinder with the upper boundary of the 

membrane z = t/2 is given by 

 
  
r top

0( ) f( ) = t
2cosq

- h
cosq

- a tanqcosf  (7.3) 
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Since the ends of the cylinder may be in the interior of membrane, the upper limit of ρ is 

actually 

 
  
r top f( ) =min

L
2

,r top
0( ) f( )é

ë
ê

ù

û
ú  (7.4) 

 

For certain values of the vertical displacement h and tilt angle θ, the top of the cylinder is 

buried in the membrane, at least for some azimuthal angles f . 

 

Similar considerations apply to the set of points on the cylinder where it intersects the lower 

edge of the membrane. These points are defined by  

 
  
r bottom

0( ) f( ) = - t
2cosq

- h
cosq

- a tanqcosf  (7.5) 

As discussed with regard to Eq. 7.4, some of these points may be off the lower end of the 

cylinder when all or part of the bottom of the cylinder is buried in the membrane. To 

account for this case, we must use a lower limit given by 

 

fig. S6. Canting angle distribution of NR. (A) Schematic of the nanorod in a membrane.  hydrophobic length L with two hydrophilic 
ends of length b and radius a. The total length of the rod is then L + 2b. It is shown in a piece of membrane of thickness t. The green 
circles show the ends of the hydrophobic rod. The red circle denotes the center of the nanostructure, while the purple curve shows the 
intersection of the rod with the midplane of membrane. (B) Energy of the nanorod of radius a = 2 nm as a function of its orientation in 
the membrane, parameterized by , θ, h. The hydrophobic length of the rod is L = 8 nm, with hydrophilic end cylinders of length 2 nm. 
The energies (in units of kBT/nm2) are 2.0, 0.1, 0.1, 1.0o o

c c o o
Z ZJ J J J    . (C) Probability distribution for canting angle θ of a nanorod in 

the membrane for no hydrophobic mismatch L = t = 4 nm (blue) and significant hydrophobic mismatch L = 6 nm for the same membrane 
thickness. In both cases the rods are terminated at both ends by hydrophilic cylinders of length 2 nm. 
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r bottom f( ) =max - L

2
,r top

0( ) f( )é

ë
ê

ù

û
ú  (7.6) 

To compute the surface area of the rod enclosed in the membrane, we integrate over the 

surface using the limits of integration obtained above in Eq. 7.4 and 7.6 

 
  
A= adf d r Q r ;q,h,f( )

r bottom f( )
r top f( )ò- p

p

ò  (7.7) 

where we include in the integrand Θ, which is vanishes if the bottom of the cylinder is above 

the upper edge of the membrane or if the top of the cylinder is below its lower edge. 

The above analysis is designed to account for the central hydrophobic part of the cylinder, 

which is of length L. It is, however, a simple matter to compute the amount of hydrophilic 

surface area inside and outside the membrane by redoing the above analysis with different 

ranges of ρ. Specifically, to account for the upper hydrophilic part of the cylinder of length b, 

we shift the range of ρ to ( L / 2 ,  L / 2 + b ) . The lower hydrophilic cylinder is corresponds to 

a range of ρ given by ( - b - L / 2 ,  - L / 2 ) . The necessary adjustments to the min/max 

functions and to the Θ function are straightforward, but not given here. 

 

SI-7.2 Energetics of the nanorod in the membrane 

The energy of the nanorod is directly determined by four surface energies. We define   gc
w ,o  to 

be the surface energies, measured in units of kBT/nm2 of central hydrophobic rod in water 

(w) or in the oily (o) interior of the membrane gc
o <gc

w
.
 We define two analogous surface 

energies for the outer hydrophilic parts of the rod, 
  go
w ,o , where now  go

w <go
o
. 

Height and orientational fluctuations of rods in the membrane 

Because of the various geometrically required inequalities obeyed by the integration variables 

it is difficult to provide a generic, closed-form solution for the energy of the nanorod in the 

membrane � �,hH T . Instead, we examine a specific case with L = 8 nm, a = 2 nm, b = 2 nm, 
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and a membrane of thickness t = 4 nm. In units of kBT/nm2 , we 

take 2.0, 0.1, 0.1, 1.0o o
c c o o
Z ZJ J J J    . The energy surface is shown in fig. S6B. 

 

There are two distinct features of this energy surface, both of which are attributable to the 

mismatch of the hydrophobic center to the membrane thickness. First, when we consider the 

potential along the h axis at a fixed canting angle θ, it is initially flat – small vertical 

displacements of nanorod do not change the energy as the hydrophobic section is longer than 

the width of the membrane. Once, the vertical displacement is sufficiently large so as to 

begin to bury the hydrophilic ends of the rod, the potential increases rapidly in a nearly 

linear fashion until the rod leaves the membrane entirely. 

 

Second, when we consider the energy surface in the tilting (theta) direction near symmetric 

insertion (h = 0), we see that the hydrophobic mismatch between the central part of the rod 

and the membrane thickness leads to a decrease of energy with increasing angle. As the rod 

tilts, more hydrophobic surface is buried within the membrane lowering the total energy of the 

system. When the hydrophilic top or bottom of the rod touches the membrane, however, this 

energy reduction with increasing angle is arrested as it become energetically unfavorable to 

bury more and more of the hydrophilic ends inside the membrane. A local minimum in the 

energy appears at an angle which depends on the various surface energies of the two regions. 

We see then that the orientation of the rod along the local membrane normal is unstable to 

canting as a result of the hydrophobic mismatch. We will see below that, even in cases of 

zero hydrophobic mismatch, nonzero canting angles are still favored, now solely due to 

entropic considerations. 
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For the special case of zero hydrophobic mismatch, the rod is strongly pinned within the 

membrane, i.e., with h near zero. The effective potential for rod canting (i.e., angling with 

respect to the local membrane normal) is effectively linear in the angle ∼ aθ, with 

� �~ 10 Ba k T2  for typical values for nm scale rod dimensions and surface energies of a few 

kBT/nm2 . Thus the mean canting angle of the rod is approximately given by 

 
20

2
log sin

1
a

a
ae
a

TT T
f �ª º| �w  « »¬ ¼ �³  (7.8) 

where, noting the rapid decay of the Boltzmann factor for larger angles, we have extended the 

upper limit of the integrand to infinity. As the potential is made steeper by, e.g., increasing the 

hydrophobic energy of the interior segment of the rod, the mean angle goes to zero as 2/a. This 

angle represents the competition between the energy cost for canting due to the burial in the 

membrane of the rod's hydrophilic ends and exposure of its hydrophobic interior to the 

surrounding solvent with the increased orientational phase space associated with larger canting 

angles. 

 

The fluctuations about this mean value are given by  

 22 2
20

2
log sina

a e
a

TT T T
f �ª º� | �w |« »¬ ¼³  (7.9) 

in the region of interest. Thus, nanorods with no hydrophobic mismatch typically lie at small 

angles with respect to the membrane normal, ~ 0.2 ~ 10T
 
and exhibit small fluctuations about 

this angle that are comparable to this angle: 22 ~T T T� . Given the similar of the 

geometry of these nanorods to transmembrane proteins and their aggregates, we expect similar 

equilibrium orientations and fluctuations for them as well.  
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The key determinant of the canting angle distribution and the propensity for the nanorods to 

lie in the plane of the membrane θ ≈ π/2 appears to be the amount of hydrophobic mismatch 

– the difference in the thickness of the hydrophobic layer on the rod and the thickness of the 

membrane. In Fig. 2G (main text) we show the probability distribution for rod canting angles 

in the membrane for two rod geometries. In the first case (blue) the hydrophobic mismatch is 

zero; the length of hydrophobic section of the rod is equal to the membrane thickness L = t = 4 

nm. Here we see a maximum in the angle probability distribution at angles comparable to the 

(small) mean canting angle T  as computed from Eq. 7.8. In the second case (red), the 

hydrophobic section of the rod extends significantly beyond the boundaries of the membrane: 

L = 6 nm, while t  =  4 nm. One observes that the local maximum in the probability 

distribution has moved to larger angles, with a maximum at a canting angle of θ ≈ 0.6, but 

there a new local maximum has developed for the case of the rod lying in the plane of the 

membrane, θ ≈ π/2. Sufficient hydrophobic mismatch will destabilize the (nearly) normal 

insertion orientation of the rods making them transmembrane poor voltage sensors. In both 

cases shown here (red and blue) the hydrophilic ends of the cylinder are 2nm long and all 

hydrophobic and hydrophilic surface energies are identical. 

 

Partitioning of nanorod between solvent and membrane 

To determine the equilibrium partitioning of nanorods between the membrane and 

surrounding fluid, we compare the partition function associated with a nanorod in aqueous 

solution of volume V  

 � �4 exp 4 2 /water o c BZ ab aL k TZ ZSQ S J S Jª º � �¬ ¼  (7.10) 

with the partition function associated with the rod being in membrane of surface area A 

 � � � �max

min

1 , /

0
4 cos B

h h k T
membrane h
Z d dhe H TS T

� � $³ ³  (7.11) 
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In Eq. 7.10 the prefactor of 4πV accounts for the orientational and translational degrees of 

freedom of the rod. These factors of are similarly accounted for in Eq. 7.11 by the prefactor 

of 2 2Su $ . The first factor or two allows for the insertion of the rod in either of its two 

(identical) orientations. The remaining integrations in that equation are over the degrees of 

freedom determining the orientation of the rod in the membrane. The height integral is 

limited to hmin(θ) and hmax(θ) determined so that at least some part of the rod is in contact 

with the membrane. 

 

We define the partitioning fraction of the nanorods R as the fraction of nanorods in the 

membrane of spherical vesicles of radius �  at number density n. From Eqs. 7.10, 7.11, this 

fraction is given by 

 
1
r

R
r

 
�

 (7.12) 

where r is the ratio of the two partition sums given above: r = Zmembrane/Zwater. Taking these 

partition sums from Eqs. 7.10, 7.11, we find 

 � � � � � �max

min

12

0
4 exp 4 2 / cos exp , /

h

o c B Bh
r n ab paL k T d dh h k TZ ZS S J J T H T

�
ª º � � �ª º¬ ¼¬ ¼ ³ ³  (7.13) 

The partitioning of the nanorods between the membrane and the solvent is controlled mainly by 

the hydrophobicity of the central part of the nanorod and the concentration of vesicles in 

solution. As long as these hydrophobic energies are significant, i.e., on the order of kBT/nm2 

and the concentration of vesicles is at least in the nM (nanoMolar) regime, essentially all of 

the nanorods will be inserted into membranes in thermal equilibrium.  

 

One may see this result from a simple estimate of the r factor defined in Eq. 7.13. To simplify the 

calculation, we assume that the energy difference between the rod in the membrane and in the 

(aqueous) solvent is due solely to the exposure of the hydrophobic surface of the nanorod to water 
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when in solution. Taking the length of the rod to be equal to the membrane thickness t, this 

Boltzmann weight associated with this energy difference is 20exp 2 ~ 10cat ZS Jª º¬ ¼ . Taking there to 

be only N ~ 109 vesicles (of micron radius: �  = 1 µm) per liter, we find the estimate for r to 

be 

 
2 /2

14~ 10
c Bat k TtNer

v

ZS J�
  (7.14) 

This estimate assumes that the excess energy cost of putting 1 nm2 of hydrophobic surface in 

contact with water instead of the lipid membrane interior is 1 kBT. Because of the exponential 

dependence of the result on this hydrophobic energy cost, reducing that energy difference to ∼ 0.3 

kBT per nm2, results in � �~ 1r O , implying a roughly equal partitioning of the nanorods between 

membrane and solvent, at least at this low membrane concentration. 

 

section S8. Optical recording of ANEPPS-labeled and pcNR-labeled spiking HEK cells 
 
ANEPPS stained membrane regions of HEK cells were thresholded (= mean + standard 

deviation). White pixels in fig. S7B are the area with intensity values that are larger than the 

threshold. Figure S7C shows a temporal time trajectory for the spatial average of all white pixels 

in fig. S7B, clearly exhibiting photo-bleaching. To remove this slowly varying contribution to the 

signal, we apply a 5th (M=5) order Butterworth-type high pass filter (HPF) with a cut-off 

frequency of fc = 2.5 Hz 

2

2

1( ) 1
(1 / )

time M
c

HPF f
f f

§ ·
¨ ¸ �
¨ ¸�© ¹
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The blue curve in fig. S7D is the fast Fourier transform (FFT) of the signal shown in fig. S7C and 

the green curve represents the above mentioned Butterworth HPF. The red curve in fig. S7D  

represents the filtered signal (in the frequency domain). The black curve in Fig. 4D in time 

domain represents the filtered signal in the time domain.  

 
fig. S7. Image processing of voltage recording with ANEPPS. (A) Fluorescence image of ANEPPS stained spiking HEK293 

cells (B) The binary image of (A) after thresholding. (C) Intensity time trace of white pixel’s average in (B). (D) Blue: FFT of 

intensity time trace in (C). Green: The Butterworth temporal HPF function. Red: The filtered signal (frequency domain). Scale bar 

10 Pm.  
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In contrast to the ANEPPS staining, staining with pcNRs is non-uniform, leading to local bright 

areas with gradients of brightness (The left side of Fig. 4B is brighter than the right side). We 

applied a 10th order high pass Butterworth filter with 0.244 (pixel-1) as a spatial frequency (ωc) 

cut-off. This filter removes the gradient and the cloudy background, increasing the visibility of 

single (or small aggregates) of pcNRs in Fig. 4C. Next, a simple threshold (= mean + 2 × standard 

deviation) is applied to obtain a binary image (fig. S8C). Using this binary image as a mask, we 

calculate the intensity time trance averaged over these white pixels (fig. S8D). Unlike the 

ANEPPS’ result, the staining with pcNRs suffers from photo-brightening. To remove this slowly 

 

fig. S8. Image processing of voltage recording with pcNR. (A) A Butterworth type spatial HPF (B) The spatial HPF function at 

ω = 0. (C) The binary image of Fig. 4B after thresholding. (D) Intensity time trace of white pixel’s average in (C). (E) Blue: FFT 

of intensity time trace in (D). Green: The temporal BPF function. Red: The BPF filtered signal. Scale bar 10 Pm.  
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varying contribution to the signal, and the high-frequency shot-noise, we apply a 5th (M=5) order 

of Butterworth band pass filter (BPF) with flow = 2.5 Hz and fhigh = 7 Hz as cut-off frequencies  

2

2 2

1 1( ) 1
(1 / ) (1 / )

time M M
high low

BPF f
f f f f

§ ·
¨ ¸ �
¨ ¸� �© ¹

 

The blue curve in fig. S8E is the fast Fourier transform (FFT) of the temporal signal in fig. S8D 

and the green curve is the BPF function. The red curve in fig. S8E represents the filtered signal 

(frequency domain). The filtered signal in the time domain is shown in Fig. 4F, black curve.  

The spiking cell analysis’s data are freely available on figshare: 

https://figshare.com/articles/zqd_tif/4229531. The analysis code is published in a public github 

repository : https://github.com/pkw0818/spiking-cell-analysis.  

 

section S9. Simultaneous optical and electrical recordings in patch-clamp experiment 

SI-9.1 Data files and software  

The data files used in the voltage sensing patch clamp experiment are freely available on figshare: 

http://dx.doi.org/10.6084/m9.figshare.1445980, dataset 122018_take1 100Hz.zip. The dataset 

from the patch-clamp experiment consists of a video (272x192 pixels, 2000 frames at 400Hz or 

2.5 ms per frame) and a synchronous set of electrical measurements (voltage, current) acquired by 

a DAQ interface at 10kHz. 

 

Data analysis was performed in python using the Jupyter/IPython Notebook (56) and a few 

common scientific libraries (numpy, scipy, matplotlib, pandas). The Jupyter notebooks are “live” 

(i.e. re-executable) documents that contains both a narrative description of the analysis, the code 

commands and the output (figures, text, links, etc …). All the software used for data analysis of 

the patch-clamp experiment are open source and readily available on the internet. 
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The custom software used for patch-clamp data analysis is published in a public github 

repository: https://github.com/tritemio/voltagesensing where interested readers can find 

instructions on how to setup and reproduce the entire data analysis workflow. The repository 

contains a few .py files (python modules) containing low-level functions (data load, timetrace 

processing, burst search) and a set of Jupyter/IPython Notebooks that perform the full analysis. 

The notebook used in this paper can be also visualized online (read-only) at the following 

address: Patch Clamp Analysis - Phase offset-take1. Upon execution, the notebook generates an 

extensive set of plots of each analysis step and saves, in the paper figures folder, all the figures 

used in this publication (for the patch-clamp experiment). Finally, the raw unprocessed time-

traces for each nanoparticle are saved in plain text format in the results folder in order to facilitate 

re-analysis with other tools.  

 

SI-9.2 pcNR identification and ROIs 

From the datatset linked above, we manually identified pcNRs positions with sub-pixel accuracy, 

by analyzing average frames on the raw video and on a temporal high-pass version of the video. 

The notebook in section 3 (link) contains figures of the center position of each identified pcNR 

for particles on the patched cell membrane (in the center of the field of view) and on unpatched 

cells’ membranes. For brevity we will call these groups patched and unpatched pcNR. 

 

A round ROI, centered on the pcNR position, is defined using a pixel radius of 1.8 pixels, 

resulting in a selection of roughly 20 pixels. Due to the pixel discretization and sub-pixel 

positioning of the pcNR the exact number of pixels selected for each particle can be slightly 

different. The notebook shows the exact ROI employed for each patched or unpatched pcNR 

(cells In [38] and In [39]). 
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SI-9.3 Time-trace extraction, filtering and blinking removal 

For each identified pcNR, we compute the time-trace  by averaging the signal in each ROI for 

each frame. Each of these raw time-traces is a 2000-element array, each element corresponding to 

a single video frame (the first 4 frames are discarded on loading since they systematically contain 

corrupted data due to specificities of the acquisition system). The voltage modulation has a period 

of 4 frames, of which the first 2 correspond to voltage-on and the last 2 to voltage-off semi-

periods. Raw and processed timetraces are shown in the notebook section 4 (link). 

 

In order to remove the time intervals where the pcNR is not fluorescent (due to blinking), a 

threshold is usually applied. In the present case, a slow-varying drift in the raw time-traces (1 s 

time scale) makes it difficult to identify a meaningful threshold. Therefore, we first apply a filter 

that removes the slow (low frequency) variations in the time-trace. This filter is a high-pass 

Gaussian filter with sigma of 300 frames (750 ms, see notebook figure In[42]). Next, we smooth 

the time-trace by applying a low-pass filter (Gaussian filter with sigma=10 frames, 25ms) in order 

to better identify the switch-points related to the particle fluorescence intermittency (blinking). 

Due to noise, without this smoothing step, we could erroneously detect multiple spurious 

ON/OFF transitions in correspondence with a single switch-point. Figures of the filtered time-

traces overlaid with the smoothed version used to identify the blinking periods are shown in the 

notebook section 4 (figures In[44] and In[45]).  

 

Finally, the dark-state periods are removed from each time-trace, making sure that a 4 frames 

alignment is preserved so that the reduced time-traces are still in phase with the alternation signal. 

This operation is performed by two python function: the function get_on_periods_slices() (link) 

performs the quantization to multiple of 4 frames for the start-stop index of each ON blinking 
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period; get_on_periods_timetrace() (link) performs the stitching of the ON blinking periods in the 

time-traces. 

 

SI-9.4 Computing the modulated signal 

Since each semi-period of the modulating voltage square-wave corresponds to 2 frames in , 

we reduce the time-traces by averaging the array in blocks of 2 elements (implemented by 

block_average() in timetraces.py). The resulting reduced time-trace  has 1 element per semi-

period (either ON or OFF voltage). Next, the “alternated differences”  are computed as 

{ } (the sign alternates and is “+” for ON-OFF and “-” OFF-ON 

transitions). This operation is implemented by edge_diff_all() in timetraces.py. Please note that 

one modulation period corresponds to 2 elements in the  array. 

 

The signal , the normalized version  (where F is the average time-trace value) and 

several derived statistics are computed both for particles in the patched cell membrane (patched 

set) and for particle in other position of the field of view (unpatched set). 

 

As a control, an out-of-phase version of  is computed by simply removing the first frame 

from the raw time-trace prior to the other processing steps. In this case, when computing the 2-

element block average to obtain the reduced time-traces, the frame removal results in averaging 

one ON and one OFF semi-period frame. As a consequence, intensity variations due to the 

voltage modulations are suppressed. The distribution of out-of-phase  values has a 

theoretical mean of zero and a standard deviation that is a characteristic of the background.  

 

Histograms of the in-phase and out-of-phase signal distributions are reported in notebook section 

8 (link). Several statistics for the alternated differences  are reported in the notebook (i.e. 
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mean, standard deviation, mean/standard deviation, mean/(mean intensity)). Here, in fig. S9, we 

show the mean signal for different pcNRs. We note that among the patched pcNRs in positions 

#0, #1, #3, #4 and #8 exhibit significantly higher signal than the out-of-phase signal and the 

signals for unpatched particles. However, the pair of positions #0 - #1 (and #3 - #4), have pixels 

in common (i.e. the ROIs overlap) and show highly correlated time-traces, indicating that the 

signals are originated from the same particles (or small cluster of particles). In order to avoid 

treating those pairs as separate particles (and over-representing those positions which exhibit high 

signal), we discard positions #0 and #3 in the following analysis steps. 

 

Figure S10A and S10B show aggregated results for patched and unpatched NPs, both for in-phase 

and out-of-phase signal. In fig. S10A we show the full distribution for the 4 cases, whereas fig. 

S10B shows the distribution mean and the ±1σ error range (computed under assumption of 

Gaussian distribution). We note that only the in-phase signal for the “patched” set exhibits a 

statistically significant deviation from 0. The full distribution shows also a larger negative tail for 

the patched in-phase signal suggesting that there may be a few temporally interspersed “bursts” of 

negative signal. 

 

fig. S9. Mean of {ΔFi/F} for the two sets of patched (left) and unpatched (right) particles. 

The patched particles #0, #1, #3, #4, and #8 (black marks) exhibit higher absolute in-phase signal 

than out-of-phase and unpatched particles. 
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SI-9.5 Burst search 

The burst search analysis complement the modulated signal analysis by focusing on the brief 

periods of high signal in a time-trace, instead of performing averages on the full time-

trace. The motivation behind this type of analysis is to better discriminate the small, transient 

signal from the background under the assumption that pcNRs experience brief periods of transient 

insertion into/out of the membrane. Signal time-traces are reported in the notebook section 6 

(link). The goal of burst search is detecting the time periods during which the fluorescent signal 

alternates in phase with the modulating voltage. 

 

We start by computing the square of the running average of the  signal using a block of 

12 elements (squared score). When the squared score is higher than a threshold, a burst is 

detected. For each time-trace, the threshold was set to 60% of the maximum of the squared score. 

Next, for each burst i, we extracted the total signal (burst score) 

 
fig. S10. Image processing of voltage recording with pcNRs. (A) Distribution of signal  aggregated from patched 

(only particles 1, 4 and 8) and unpatched particles, computed either in-phase or out-of-phase. The red arrow highlights the 

negative tail of the distribution that is more pronounced for the patched set with in-phase signal. (B) Mean signal  

aggregated from patched (only particles 1, 4 and 8) and unpatched particles, computed either in-phase or out-of-phase. The 

error bars correspond to the ±1σ range. Assuming a Gaussian distribution, σ is computed as , where 

N is the number of elements in . 
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Note that in the previous sum we have a minimum of 12 elements (j) that is the block size for the 

running average. However, depending on the signal, we can have longer bursts. 

 

The quantity  represents the total amount of modulated signal present in each burst. In principle, 

the burst score can be either positive or negative, depending on whether the fluorescence intensity 

increases or decreases when the voltage is applied. For the pcNRs employed here, we find that the 

fluorescence is decreased (see fig. S10A). This is consistent with the observed excess of bursts 

with negative score for the selected particles on the patched cell membrane (see also main text). 

 




