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Guest Editors’ Introduction 
 
Transforming Science through Software: Improving while delivering 100X 
  
Richard Gerber, Lawrence Berkeley National Laboratory 
Steven Gottlieb, Indiana University 
Michael A. Heroux, Sandia National Laboratories and St. John’s University 
Lois Curfman McInnes, Argonne National Laboratory 
 
The U.S. Department of Energy (DOE) Exascale Computing Project (ECP) [1,2,3] represented 
one of the largest scientific software projects ever.  Charged with establishing a practical 
high-performance computing (HPC) ecosystem around systems capable of achieving a 
billion-billion double-precision operations per second, or an exaflop, the ECP funded the 
development of new (and the transformation of important existing) applications, libraries, and 
tools that realized much more improvement in performance and capabilities than what the raw 
hardware performance potential would indicate.  Exascale systems are nominally 50 times more 
capable than the supercomputing systems available at the start of the ECP, but the 
improvements in observed capabilities were often 100 times or more.   
 
This exceptional gain, achieved in seven years, inspired the title of this special issue: 
Transforming Science through Software: Improving while delivering 100X.  Through the six 
invited papers in this special issue, our goal is to share experiences with the practice and 
science of scientific software development, with an emphasis on developing a coherent, 
portable, and sustainable software ecosystem for high-performance computing, with an eye to 
the needs of next-generation computational science.  
 
The term 100X refers to advancing capabilities in modeling, simulation, and analysis by a factor 
of 100 or more using some combination of new algorithms, optimization techniques, software 
libraries, and programming models coupled with the next generation of HPC hardware.  The 
work represented in this issue was performed by teams funded by the ECP who were charged 
with delivering novel algorithms for emerging exascale computing platforms in robust software 
libraries, tools, and applications as needed by stakeholders, while simultaneously improving 
software quality to reduce technical risk and build a firm foundation for scientific advances.  

Heterogeneous architectures and exascale computing.  For decades, HPC applications 
steadily increased performance by relying on a relatively constant and straightforward growth in 
the capability of computing hardware based on CPUs. But, about fifteen years ago, single-core 
CPU performance growth began to slow due to the end of Dennard scaling and the slowing of 
Moore’s law. New heterogeneous computing architectures (typically incorporating hardware 
accelerators [4]) arose with the potential to unleash enormous gains in computational capability 
for science (even at the desktop level), but realizing that potential comes with substantially 
increased programming complexity.  Developing and optimizing applications for heterogeneous 
systems is challenging due to massive parallel concurrency requirements, reduced 
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bandwidth-to-compute ratios, heterogeneous memory spaces, new programming models and 
languages, changing storage paradigms, and a proliferation of hardware accelerators. 

Beginning in 2016, the DOE Office of Science’s Advanced Scientific Computing Research 
program and the National Nuclear Security Agency’s Advanced Simulation and Computing 
program jointly formed ECP to support research, development, and deployment of science and 
national security applications, software, and hardware technologies specifically targeted to the 
DOE mission priorities. Six years after the start of the ECP, the nation saw the delivery of the 
world's first exascale systems.  By the time of ECP’s conclusion in December 2023, ECP teams 
had developed a diverse suite of applications in chemistry, materials, energy, Earth and space 
science, data analytics, optimization, AI, and national security [5]. In turn, these applications 
build on a robust software ecosystem [6], including programming models and runtimes, 
mathematical libraries, data and visualization packages, and development tools that comprise 
the ECP-developed Extreme-scale Scientific Software Stack (E4S). Achieving the required 
advances in simulation and scalability in ECP required a high level of collective efficiency, 
performance, and fidelity in all models, methods, software, tools, and ECP-enabled computing 
technologies. This, in turn, required a new level of coordination and collaboration among teams 
of researchers, computer scientists, and software technology specialists with hardware vendors 
and DOE HPC facilities that build and manage exascale computers.  

Transforming science through software: Improving while delivering 100X.  To inform future 
scientific software communities, the papers in this special issue of IEEE CiSE focus on ECP 
software technologies and their deployment at DOE HPC facilities through the lens of a 
sustainable scientific software ecosystem, as needed to support applications at exascale and 
beyond.  We also discuss cultural changes that embrace continual improvement in software 
practices as needed for collaborative and trustworthy computational science. A complementary 
special issue of IEEE CiSE entitled The Scientific Impact of the Exascale Computing Project 
focuses on advances in ECP applications.  Efforts in ECP on scientific libraries and tools 
represent one of the most significant scientific software projects ever, requiring a high degree of 
coordination across many teams and institutions to deliver various software capabilities in 
support of new exascale platforms and their users. In addition, the mission and size of ECP 
allowed these teams to invest in collaboration to understand and improve how work on scientific 
software is accomplished. Building on ECP successes, the community is now tackling new 
opportunities in the computing sciences. For example, ECP outcomes set the stage for future 
DOE efforts in Integrated Research Infrastructure (IRI) and AI for Science, which will require a 
rich, reliable, and portable software stack to support uniformity across systems, as well as new 
libraries and tools seamlessly integrated with those provided by ECP. 
   
Synopsis of papers. The papers in this issue discuss complementary topics related to building 
this scientific software ecosystem, including cultural changes as we embrace the fundamental 
role of high-quality software in sustained collaboration and discovery in computational science.   
Topics include software portfolio leadership and management techniques, community 
development, increased impact on scientific progress via robust scientific libraries and tools that 
are portable across advanced computing architectures, and realizing scientific potential through 
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delivery, integration, and performance tuning of application codes built on this software. The 
following is a brief synopsis of papers in this special issue: 
 

●​ Scalable Delivery of Scalable Libraries and Tools: How ECP Delivered a Software 
Ecosystem for Exascale and Beyond – Explains software portfolio leadership and 
management techniques in the ECP Software Technology Focus Area, emphasizing 
applicability to other large-scale research software projects. 

●​ Providing a Flexible and Comprehensive Software Stack via Spack, E4S, and 
SDKs – Introduces the multilayer software ecosystem developed for ECP and beyond, 
which provides a curated distribution of numerical libraries, runtime systems, and tools 
that lowers the barrier to entry to HPC and AI/ML developer communities, while 
promoting software interoperability, quality improvement, porting, testing, and 
deployment across a range of computing environments.  

●​ Creating Continuous Integration Infrastructure for Software Development on DOE 
HPC Systems – Presents ECP’s approach for creating robust continuous integration 
(CI) workflows that span multiple protected HPC environments, emphasizing strategies 
to address challenges in automation, charging models, and security requirements.  

●​ Deploying Optimized Scientific and Engineering Applications on Exascale 
Systems – Highlights how ECP’s Application Integration (AppInt) area served as an 
integration point among applications, supporting software, system environments, HPC 
facilities, and vendors—overcoming challenges in using first-of-a-kind computing 
systems while promoting portable and sustainable programming models and helping 
harden systems before general availability. 

●​ A Cast of Thousands: How the IDEAS Productivity Project has Advanced Software 
Productivity and Sustainability – Explains how synergistic work—in fostering software 
communities while incubating methodologies and disseminating knowledge to advance 
developer productivity and software sustainability—helps to mitigate technical risks by 
building a firmer foundation for reproducible, sustainable science at all scales of 
computing, from laptops to clusters to exascale and beyond. 

●​ Then and Now: Improving Software Portability, Productivity, and 100X 
Performance – Discusses how transformations in software development methodologies 
and interdisciplinary teams during ECP led to improvements in software technologies 
and applications, and why these advances are essential for next-generation 
computational science. 

We recognize that these papers represent only a subset of the broad range of excellent work in 
scientific software throughout the international community.  We hope the papers will benefit 
research teams and provide a foundation for advancing computational science and our 
knowledge and understanding of the world. We further hope that these papers will foster 
expanded community efforts related to the fundamental role of sustainable scientific software 
ecosystems in advancing the computing sciences.  
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