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On the Feynman-Hellmann theorem in quantum field theory
and the calculation of matrix elements
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1School of Physics and Astronomy, University of Glasgow, Glasgow G12 8QQ, United Kingdom
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3Nuclear Science Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

4NERSC, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
5Thomas Jefferson National Accelerator Facility, Newport News, Virginia 23606, USA

(Received 22 December 2016; published 12 July 2017)

The Feynman-Hellmann theorem can be derived from the long Euclidean-time limit of correlation
functions determined with functional derivatives of the partition function. Using this insight, we fully
develop an improved method for computing matrix elements of external currents utilizing only two-point
correlation functions. Our method applies to matrix elements of any external bilinear current, including
nonzero momentum transfer, flavor-changing, and two or more current insertion matrix elements.
The ability to identify and control all the systematic uncertainties in the analysis of the correlation
functions stems from the unique time dependence of the ground-state matrix elements and the fact that all
excited states and contact terms are Euclidean-time dependent. We demonstrate the utility of our method
with a calculation of the nucleon axial charge using gradient-flowed domain-wall valence quarks on the
Nf ¼ 2þ 1þ 1 MILC highly improved staggered quark ensemble with lattice spacing and pion mass of
approximately 0.15 fm and 310 MeV respectively. We show full control over excited-state systematics with
the new method and obtain a value of gA ¼ 1.213ð26Þ with a quark-mass-dependent renormalization
coefficient.

DOI: 10.1103/PhysRevD.96.014504

I. INTRODUCTION

The Feynman-Hellmann theorem (FHT) in quantum
mechanics relates matrix elements to variations in the
spectrum [1–4]:

∂En

∂λ ¼ hnjHλjni; ð1Þ

where the Hamiltonian is given by H ¼ H0 þ λHλ. This
simple relation follows straightforwardly at first order in
perturbation theory. The method is applicable beyond
perturbation theory and is often used in lattice QCD
(LQCD) calculations, for example, to compute the scalar
quark matrix elements in the nucleon [5–20]

mq
∂mN

∂mq

!!!!
mq¼mphy

q

¼ hN jmqq̄qjN i; ð2Þ

for the light (q ¼ fu; dg) and strange (q ¼ s) quarks.
Quantitative knowledge of these matrix elements is neces-
sary for interpreting direct searches for dark matter which
look for the elastic recoil of nuclei. In the scenario that
dark matter is heavy and couples through the electroweak

sector, the uncertainty on the strange and charm nucleon
matrix elements is one of the largest uncertainties in spin-
independent constraints upon direct dark matter detection
[21]. In particular, due to cancellations in the amplitude at the
level of quarks and gluons, there is a particular sensitivity to
the scalar charm quark matrix elements with current uncer-
tainties allowing for several orders of magnitude variability
in the cross section; see Fig. 3 of Ref. [21]. A significant
reduction over the current uncertainty in these matrix
elements would be a welcome advancement for the field.
Recently, the FHT has been used to compute other

nucleon matrix elements, such as the spin content of the
nucleon [22,23]. More recently, a hybrid method using
ideas from background field methods [24–30] and the FHT
has been introduced to compute few-nucleon electroweak
matrix elements [31]. An advantage of the FHT is that it
relates a three-point correlation function to a change in a
two-point correlation function induced by an external
source. Thus, one can take advantage of the simplified
analyses of two-point functions. Traditional lattice calcu-
lations of three-point functions, particularly those involving
nucleons, face a number of challenging systematics beyond
those present for two-point functions: the stochastic noise
of three-point functions is more severe than the corre-
sponding two-point functions and also three-point func-
tions have systematic contamination from excited states
which is constant in Euclidean time for fixed source-sink
(insertion) separation with identical initial and final states at

*chris.bouchard@glasgow.ac.uk
†chiachang@lbl.gov
‡tkurth@lbl.gov
§kostas@wm.edu∥awalker‑loud@lbl.gov

PHYSICAL REVIEW D 96, 014504 (2017)

2470-0010=2017=96(1)=014504(13) 014504-1 © 2017 American Physical Society

https://doi.org/10.1103/PhysRevD.96.014504
https://doi.org/10.1103/PhysRevD.96.014504
https://doi.org/10.1103/PhysRevD.96.014504
https://doi.org/10.1103/PhysRevD.96.014504


zero momentum transfer. Controlling these systematics
requires a significant increase in the numerical cost.
Previous implementations of the FHT and related meth-

ods [22,23,31] are also costly, as the calculation must be
performed for several values of the external parameter, λ. In
the case of the scalar quark matrix elements, the QCD
action contains the operators of interest, λ ¼ mq. The FHT
is then simply used by varying the values of the quark
masses and determining the resulting variation of the
spectrum, a routine step in present LQCD calculations.
In the case of the nucleon spin, the operator λq̄γμγ5q is
perturbatively added to the theory for varying values of λ
and the resulting spectrum is computed such that ∂λEnðλÞ
can be approximated via finite difference.
In this work, we develop an improved implementation of

the FHT and explore its connection with the partition
function of quantum field theory. This new method offers
several advantages including an improved implementation,
improved stochastic sampling over computations of equal
computing time, a complete discussion of all systematics,
and demonstrably rigorous control over all systematics
associated with analysis of correlation functions. To dem-
onstrate these claims, we present the formulation of our
method, and perform a sample calculation of the nucleon
axial-vector charge. We then discuss the generalizations
and conclude.

II. THE FEYNMAN-HELLMANN THEOREM
AND A NEW METHOD

A. The new method

Consider a two-point correlation function computed in
the presence of some external source

CλðtÞ ¼ hλjOðtÞO†ð0Þjλi

¼ 1

Zλ

Z
DΦe−S−SλOðtÞO†ð0Þ ð3Þ

with the external source coupled through some bilinear
current density jðxÞ

Sλ ¼ λ
Z

d4xjðxÞ; ð4Þ

and partition function in the presence of the source,

Zλ ¼
Z

DΦe−S−Sλ : ð5Þ

Here, Φ is a general field operator representing the various
quantum fields of the theory. The state jλi is the vacuum
state in the presence of the external source. We denote the
sourceless vacuum state, partition function, and two-point
correlation function by

jΩi ¼ lim
λ→0

jλi; ð6Þ

Z ¼ lim
λ→0

Zλ; ð7Þ

CðtÞ ¼ lim
λ→0

CλðtÞ; ð8Þ

respectively. The operator O†ð0Þ creates a tower of states
with specified quantum numbers out of the vacuum at time
t ¼ 0, which are later destroyed by a conjugate operator
OðtÞ at time t.
We are interested in the partial derivative of this

correlation function with respect to λ, at λ ¼ 0. This partial
derivative can be built from an integral of uniform func-
tional derivatives over the space-time volume or, if we wish
for more general matrix elements (such as those involving
momentum transfer), an integral over nonuniform values of
λðxÞ. For now, we will focus on the simplest case of a
constant source, λðxÞ ¼ λ.
The partial derivative of interest is related to the matrix

elements of the current jðxÞ

−
∂CλðtÞ
∂λ

!!!!
λ¼0

¼ ∂Zλ

∂λ
!!!!
λ¼0

CðtÞ
Z

þ 1

Z

Z
DΦe−S

Z
d4x0jðx0ÞOðtÞO†ð0Þ: ð9Þ

The first term is proportional to the vacuum matrix element
of the current and vanishes unless the current has vacuum
quantum numbers. The second term involves an integral
over matrix elements involving the current and the creation/
annihilation operators:

−
∂CλðtÞ
∂λ

!!!!
λ¼0

¼ −CðtÞ
Z

dt0hΩjJ ðt0ÞjΩi

þ
Z

dt0hΩjTfOðtÞJ ðt0ÞO†ð0ÞgjΩi ð10Þ

where we have defined J ðtÞ ¼
R
d3xjðt; x⃗Þ. The second

term is related to the hadronic matrix of interest in the time
region 0 < t0 < t. In the other time regions, t0 < 0 and
t0 > t, the current J creates/destroys a tower of states that
also couple to the states created by O (in the case of quark
bilinear operators in QCD, these are just the mesons
coupled to the q̄Γq currents):

Z
dt0hΩjTfOðtÞJ ðt0ÞO†ð0ÞgjΩi

¼
Z

0

−∞
dt0hΩjOðtÞO†ð0ÞJ ðt0ÞjΩi

þ
Z

t

0
dt0hΩjOðtÞJ ðt0ÞO†ð0ÞjΩi

þ
Z

∞

t
dt0hΩjJ ðt0ÞOðtÞO†ð0ÞjΩi: ð11Þ

Recall that the FHT relates matrix elements to derivatives
of the spectrum. In Euclidean calculations, the effective
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mass is a derived quantity which asymptotes to the ground-
state energy in the long-time limit,

meffðt; τÞ ¼ 1

τ
ln
"

CðtÞ
Cðtþ τÞ

#
⟶
t→∞

1

τ
lnðeE0τÞ: ð12Þ

In analogy with the FHT, consider the linear response of the
effective mass to the external current

∂meff
λ ðt; τÞ
∂λ

!!!!
λ¼0

¼ 1

τ

$∂λCλðtÞ
CðtÞ

−
∂λCλðtþ τÞ
Cðtþ τÞ

%

λ¼0

: ð13Þ

A first observation to make is that the term proportional
to the vacuum matrix element in Eq. (10) exactly cancels in
the difference in Eq. (13). The linear response of the
effective mass is therefore given by

∂meff
λ ðt; τÞ
∂λ

!!!!
λ¼0

¼ Rðtþ τÞ − RðtÞ
τ

ð14Þ

where

RðtÞ≡
R
dt0hΩjTfOðtÞJ ðt0ÞO†ð0ÞgjΩi

CðtÞ
: ð15Þ

This expression can be analyzed with the usual spectral
decomposition. The two-point correlation function in time-
momentum space, with p ¼ 0, is given by

Cðt; 0Þ ¼
X

x

hΩjOðt;xÞO†ð0; 0ÞjΩi

¼
X

n

Z0
nZ

†
n

2En
e−Ent ð16Þ

which can be obtained by inserting the identity operator

1 ¼ jΩihΩjþ
X

n

Z
d3p

2EnðpÞ
jn;pihn;pj: ð17Þ

The overlap factors are defined as

Z†
n ¼ hnjO†ð0; 0ÞjΩi;

Zp
n ¼

X

x

eip·xhΩjOð0;xÞjni: ð18Þ

The numerator in Eq. (15) can be similarly decomposed.
It is useful to work in discrete Euclidean time relevant to
LQCD calculations in which the numerator is

NðtÞ ¼
XT−1

t0¼0

h0jTfOðtÞJ ðt0ÞO†ð0Þgj0i: ð19Þ

There are four time regions to consider, depicted in Fig. 1:

I∶ 0 < t0 < t; II∶ t < t0 < T;

III∶ t0 ¼ 0; IV∶ t0 ¼ t: ð20Þ

The matrix elements of interest occur in time region I, when
the current is inserted between the source/sink creation/
annihilation interpolating fields. The contributions from
regions II, III and IVare systematic corrections which must
be accounted for and controlled. In region II, the current
creates/destroys a meson with the quantum numbers of the
current outside the region of interest. Regions III and IV
give rise to contact operators when the current insertion
time occurs precisely at the creation or annihilation time of
the hadron.
In the first region, 0 < t0 < t, the numerator is

NIðtÞ ¼
Xt−1

t0¼1

X

β

e−EβT

Aβ
hβjOðtÞJ ðt0ÞO†ð0Þjβi; ð21Þ

where Aβ ¼ 1 for the vacuum and Aβ ¼ 2Eβ otherwise.
All thermal states will be exponentially suppressed and we
can consider the contribution from just the vacuum state
jβi ¼ jΩi. In this case, we have

FIG. 1. The four different current insertion time regions. The matrix element of interest occurs in region I: 0 < t0 < t. Regions II, III
and IVare systematic corrections which must be accounted for where III and IV arise from contact operators. The horizontal black line
represents the temporal boundary with (anti)periodic boundary conditions. The solid black circles represent the hadron creation/
annihilation operators and the light grey circle is the current insertion.
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NIðtÞ ¼
Xt−1

t0¼1

X

n;m

hΩjOðtÞ jnihnj
2En

J ðt0Þ jmihmj
2Em

O†ð0ÞjΩi

¼
Xt−1

t0¼1

X

n;m

Z0
nZ

†
m

4EnEm
hnjJ jmie−Ente−ðEm−EnÞt0

¼
Xt−1

t0¼1

$X

n

Z0
nZ

†
n

4E2
n
hnjJ jnie−Ent

þ
X

n≠m

Z0
nZ

†
m

4EnEm
hnjJ jmie−Ente−ðEm−EnÞt0

%
: ð22Þ

The first term is independent of t0 and is thus enhanced by
an overall factor of t − 1. The t0 dependence of the second
term is contained entirely in the exponential factor

Xt−1

t0¼1

e−ðEm−EnÞt0 ¼ 1 − e−Δmnðt−1Þ

eΔmn − 1
; ð23Þ

where we have defined

Δmn ≡ Em − En: ð24Þ

The contributions from region I are then

NIðtÞ ¼ ðt − 1Þ
X

n

Z0
nZ

†
n

4E2
n
e−EntJnn

þ
X

n;m≠n

Z0
nZ

†
m

4EnEm

e−Ent−
Δmn
2 − e−Emt−

Δnm
2

e
Δmn
2 − e

Δnm
2

Jnm; ð25Þ

where we have defined Jnm ≡ hnjJ jmi and written the
expression to expose the n ↔ m symmetry. The only terms
which do not also appear in the two-point correlation
functions are the matrix elements of interest, Jnm. It is
worth noting that the entire contribution from region I
vanishes at t ¼ 1.
Let us now consider the contribution from region II,

NIIðtÞ ¼
XT−1

t0¼tþ1

X

β

e−EβT

Aβ
hβjJ ðt0ÞOðtÞO†ð0Þjβi: ð26Þ

To understand the systematics from this region, we
cannot immediately drop the nonvacuum contributions
from the thermal sum. Inserting a complete set of states,
one finds

NIIðtÞ ¼
X

β;α;n

JβαhαjOjnihnjO†jβie
−EβTeEαte−Ent

AαAβAn

XT−1

t0¼tþ1

et
0Δβα

¼
X

β;α;n

JβαhαjOjnihnjO†jβi
AαAβAn

e−Ent

×
e−EαðT−tÞeΔαβ=2 − e−EβðT−tÞeΔβα=2

eΔβα=2 − eΔαβ=2
: ð27Þ

For small t, we can neglect all but the vacuum
contribution in the sum over α and β for the first
and second terms respectively. The region II contribu-
tions are then

NIIðtÞ ¼
X

n

e−Ent

2En

&
Z0
nZ

†
nhΩjJ jΩi

þ
X

j

Z0
nZ

†
njJ

†
j þ JjZ0

jnZ
†
n

2EjðeEj − 1Þ

'
ð28Þ

where we have defined

J†j ≡ hjjJ jΩi; Z†
nj ≡ hnjO†jji: ð29Þ

Note the first term in Eq. (28) only contributes for scalar
currents.
Finally, there is the contribution from the contact terms,

regions III and IV, when t0 ¼ 0 or t0 ¼ t. These contact
contributions are standard two-point functions with differ-
ent interpolating operators

NIIIðtÞ ¼
X

β;n

e−EβT

Aβ
hβjOðtÞ jnihnj

2En
J ð0ÞO†ð0Þjβi; ð30Þ

NIVðtÞ ¼
X

β;n

e−EβT

Aβ
hβjOðtÞJ ðtÞ jnihnj

2En
O†ð0Þjβi: ð31Þ

In both terms, the thermal contributions are suppressed for
all but the vacuum contribution. These two terms then
contribute

NIIIþIVðtÞ ¼
X

n

e−Ent

2En
½Z0

nZ
†
J∶n þ Z0

J∶nZ
†
n&; ð32Þ

where we have defined

Z†
J∶n ≡ hnjJO†jΩi: ð33Þ

Because the states jni are annihilated by the same operator
as in the two-point function, the sum over states in Eq. (32)
is over the same set of states as the two-point function but
with modified overlap factors.
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Putting all the regions together, the numerator is

NðtÞ ¼
X

n

&
e−Ent

2En

$
ðt − 1ÞJnn

Z0
nZ

†
n

2En

þ Z0
nZ

†
J∶n þ Z0

J∶nZ
†
n þ Z0

nZ
†
nhΩjJ jΩi

þ
X

j

Z0
nZ

†
njJ

†
j þ JjZ0

jnZ
†
n

2EjðeEj − 1Þ

%

þ
X

m≠n

Z0
nZ

†
m

4EnEm

e−Ent−
Δmn
2 − e−Emt−

Δnm
2

e
Δmn
2 − e

Δnm
2

Jnm

'
: ð34Þ

In order to make the expressions more manageable, we
introduce the following substitutions:

zn ≡ Znffiffiffiffiffiffiffiffi
2En

p ; ð35Þ

gnm ≡ Jnmffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4EnEm

p ; ð36Þ

dn ≡ ZnZ
†
J∶n þ ZJ∶nZ

†
n þ ZnZ

†
nhΩjJ jΩi

þ
X

j

ZnZ
†
njJ

†
j þ JjZjnZ

†
n

2EjðeEj − 1Þ
; ð37Þ

leading to a two-point functional form

Cðt; 0Þ ¼
X

n

z0nz
†
ne−Ent; ð38Þ

and the resulting numerator expression is

NðtÞ ¼
X

n

½ðt − 1Þzngnnz†n þ dn&e−Ent

þ
X

n≠m
zngnmz

†
m
e−Ente

Δnm
2 − e−Emte

Δmn
2

e
Δmn
2 − e

Δnm
2

: ð39Þ

The simplicity of our method is recovered by substituting
Eqs. (38) and (39) into Eq. (13). All the contributions from
regions II, III and IVare encoded in the dn constants. These
contributions, as well as the other excited-state contribu-
tions, are suppressed in the difference in the two terms in
Eq. (13). It is straightforward to show that in the long-time
limit, we recover the ground-state matrix element of interest

lim
t→∞

∂meff
λ ðt; τÞ
∂λ

!!!!
λ¼0

¼ g00 ¼
J00
2E0

: ð40Þ

B. Implementation

The numerical implementation of this method is straight-
forward. What is needed is the construction of the deriva-
tive correlation function, Eq. (11). We provide an explicit

example of a nonscalar current JΓ with interpolating
operators coupling to the proton. Standard proton creation
and annihilation operators are given by

N̄ γ0ðxÞ ¼ ϵi0j0k0ðūi
0

α0ðxÞΓ
src
α0β0 d̄

j0

β0ðxÞÞP
src
γ0ρ0 ū

k0
ρ0ðxÞ;

N γðyÞ ¼ −ϵijkðuiαðyÞΓsnk
αβ d

j
βðyÞÞPsnk

γρ ukρðyÞ; ð41Þ

where uðxÞ and dðxÞ are up and down quark field operators
at x. Γsrc, Γsnk, Psrc and Psnk are spin projectors used to
project onto the total spin of the proton. For example,
working in the Dirac basis, the dominant spin-up local
interpolating field can be constructed using [32,33] (where
the spinor indices are labeled 1, 2,3, 4)

Psrc ¼ δμ;1; Γsrc ¼

0

BBB@

0 1 0 0

−1 0 0 0

0 0 0 0

0 0 0 0

1

CCCA; ð42Þ

and similar operators for the sink. Denoting the up and
down quark propagators as

Uðy; xÞii0αα0 ¼ uiαðyÞūi
0

α0ðxÞ;

Dðy; xÞii0αα0 ¼ diαðyÞd̄i
0

α0ðxÞ; ð43Þ

the proton correlation function is given by

Cγγ0 ¼ ϵijkPsnk
γρ ½ðΓsnkDÞii0αβ0ðUΓsrcÞjj

0

αβ0U
kk0
ρρ0

þ ðUΓsrcÞkk0ρβ0U
ii0
αρ0ðΓ

snkDÞjj
0

αβ0 &P
src
γ0ρ0ϵi0j0k0 : ð44Þ

The derivative correlation function (−∂λCjλ¼0) is trivially
determined. Applying the partial derivative in Eq. (10) at
the level of the path integral, one immediately observes that
the derivative correlation function is obtained with the
replacement of one of the quark propagators in the two-
point correlation function with a Feynman-Hellmann (FH)
propagator, summed over all possible insertions, where the
FH propagator is simply a sequential propagator which is
also summed over the current insertion time

SΓðy; xÞ ¼
X

z¼ðtz;zÞ
Sðy; zÞΓSðz; xÞ: ð45Þ

This extra sum leads to an OðtÞ stochastic enhancement of
the resulting derivative correlation function as compared to
the standard method with a sequential propagator. The idea
of using this propagator in a two-point function can be
traced back to Ref. [34], where the equivalent of Eq. (15) is
approximated with its long-time limit and computed for
various hadronic matrix elements. The idea was further
discussed in Ref. [35] and applied to B'Bπ couplings in
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Ref. [36]. This idea has been extended recently in
Refs. [37,38] with an application to derivatives with respect
to Q2 of mesonic structure functions in Ref. [37].
For our present example, the proton derivative correla-

tion function with a current insertion on the down quark is
given by D → DΓ

CΓd
γγ0 ¼ ϵijkPsnk

γρ ½ðΓsnkDΓÞii0αβ0ðUΓsrcÞjj
0

αβ0U
kk0
ρρ0

þ ðUΓsrcÞkk0ρβ0U
ii0
αρ0ðΓ

snkDΓÞjj
0

αβ0 &P
src
γ0ρ0ϵi0j0k0 ; ð46Þ

while for a current insertion on the up quark, one has

CΓu
γγ0 ¼ ϵijkPsnk

γρ ½ðΓsnkDÞii0αβ0ðU
ΓΓsrcÞjj

0

αβ0U
kk0
ρρ0

þ ðΓsnkDÞii0αβ0ðUΓsrcÞjj
0

αβ0U
Γ;kk0
ρρ0

þ ðUΓΓsrcÞkk0ρβ0U
ii0
αρ0ðΓ

snkDÞjj
0

αβ0

þ ðUΓsrcÞkk0ρβ0U
Γ;ii0
αρ0 ðΓ

snkDÞjj
0

αβ0 &P
src
γ0ρ0ϵi0j0k0 : ð47Þ

These correlators are functions of the source-sink separa-
tion time in contrast to the fixed source-sink separation time
dependence of the standard three-point correlators con-
structed with sequential propagators. It is trivial to general-
ize this construction to an arbitrary correlation function
with the successive replacement of each quark propagator
with its respective FH propagator.
For many matrix elements, one must also consider

contributions from disconnected diagrams. While discon-
nected diagrams are stochastically noisier, we may be able
to improve upon the general method as we have the
freedom to compute the disconnected quark loop as a
function of Euclidean time. Instead of summing over all
time as in Eq. (11), we can explicitly choose to only sum
over the time window 0 < t0 < t, thus including only the
contributions of interest [Eq. (25)]. It is worth exploring if
this suggestion provides an improved determination of the
disconnected contributions.

III. AN APPLICATION TO THE NUCLEON
AXIAL CHARGE

We demonstrate the use of this method by computing
the nucleon isovector axial charge on one of the publicly
available 2þ 1þ 1 HISQ [39] ensembles from the MILC
Collaboration [40], with a≃ 0.15 fm,mπ ≃ 310 MeV and
a lattice volume of 163 × 48. The present work utilizes 1960
configurations with six sources per configuration. The
HISQ configurations are first gradient flowed to smear
out the UV fluctuations. Möbius domain-wall fermion
(MDWF) [41] propagators are then solved with the
QUDA library [42] with multi-GPU support [43]. The
action and efficiency of the software was described in
Ref. [44]. The valence quark mass is tuned such that the
MDWF pion mass matches the taste-5 HISQ pion mass

within 1%. We then construct the isovector nucleon two-
point and derivative FH correlation functions. We further
double our statistics by including the time-reversed corre-
lation functions constructed with negative-parity nucleon
operators. The calculation requires solving both the regular
and the FH propagator for each source. The motivation and
advantages of such a mixed action were described in
Ref. [44]. This action has also been used to compute the
π− → πþ matrix element relevant to 0νββ (neutrinoless
double beta-decay) [45].

A. Fit strategy

We extract the isovector nucleon charge by applying two
analysis strategies: we apply a standard frequentist analysis
of our results as well as a Bayesian constrained fit with
Gaussian priors on the two- and three-point correlation
functions following the framework of Ref. [46]. While we
find consistent answers with both analysis strategies, the
Bayesian analysis allows us to more rigorously and
completely explore the fitting systematics, thus demon-
strating the efficacy of this new method. Controlling fitting
systematics for nucleons is critical for current and future
LQCD calculations. Similar ideas of Bayesian constrained
curve fits were explored in Ref. [47] and recently used
in Ref. [48].
In our present Bayesian analysis, we observe stability in

all ground-state parameters under variations of the number
of time slices in our data, and number of states in our fit
Ansatz, demonstrating complete control over systematic
uncertainty originating from the fitting procedure. We rate
the quality of our fits by the Q-statistic, which is related to
the frequentist p-value as defined in Eq. (B4) of Ref. [49]
and consider only fits with Q > 0.1. We select results from
different fit Ansätze by comparing Bayes factors, and make
distinctions between models if the Bayes factor is larger
than 3. Constrained curve fits are implemented by the
software package LSQFIT [50].
In the following sections, the fit procedure is first

discussed for the two-point correlation function. The
preferred two-point fit is then performed simultaneously
with the three-point correlator leading to our final value for
gA. We adopt the notation of placing a tilde on top of the
parameter (e.g., E0) to denote its prior distribution (e.g.,
~E0), and a hat (e.g., Ê0) to denote its posterior distribution.

B. Two-point correlator analysis

1. Fit strategy

The two-point fit Ansatz is given by Eq. (38) and has a
sum over the infinite tower of states. We focus on the case
of zero momentum insertion and drop the superscript
momentum label, z0n → zn. In the following section, we
detail how the priors are set for the infinite number of states,
and quantitatively show where the series may be truncated.
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We begin our two-point analysis by looking at the
effective mass as defined in Eq. (12) and shown in
Figs. 2 and 3. We observe a plateau indicating that the
ground-state energy has a value of approximatelyE0 ≈ 0.82.
We set a loose prior of ~E0 ¼ 0.82ð4Þ as indicated by the
light blue band. The width of the prior is observed to be
approximately 1 order of magnitude larger than the resulting
posterior distribution, which is indicated by the dark
blue band.
Using the estimate of E0, we construct the scaled two-

point function in order to set prior distributions for ~zS0 and
~zP0 , which are respectively the ground-state smeared and
point overlap factors. We define the scaled correlators as

zeffS ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CSSðtÞe

~E0t
q

; ð48Þ

zeffP ðtÞ ¼ CPSðtÞe
~E0t=zeffS ðtÞ; ð49Þ

where CSSðtÞ and CPSðtÞ are the smeared-smeared and
point-smeared two-point functions, respectively. From the
redefinition of Eq. (38), the scaled correlators plateau to
zSðPÞ0 in the t → ∞ limit. From Fig. 4 and 5, we assign
approximate values for the overlap factors, and set prior
widths to half the magnitude of the expected central value
leading to ~zS0 ¼ 0.0004ð2Þ and ~zP0 ¼ 0.010ð5Þ. These priors
are unconstraining since the widths of the posterior dis-
tributions are approximately 2 orders of magnitude smaller.
We introduce priors for the excited-state energies as

energy splittings, enforcing a hierarchy of states. This is
achieved by setting the energy splitting with a lognormal
prior distribution. For the nucleon on a lattice with a
≈310 MeV pion mass and a box size of ≈2.4 fm, we prior
the first three excited states in the following order: the
Roper resonance (≈450 MeV from the ground state), the
two-pion excitation (≈180 MeV from the Roper), and
the L ¼ 1 one-pion excitation (≈110 MeV from the two-
pion excitation), with prior widths which accommodate a
one-pion splitting (310 MeV) within 1σ. For the fourth
excited state onward, the prior for the energy splitting is set
to the one-pion splitting while accommodating the two-
pion splitting within 1σ.
The excited-state overlap factors can enter with an

unknown sign (point-smeared); therefore, so as to not bias
our expectation, we set the prior central values of the
excited-state overlap factors to zero. Due to smearing, we
expect less overlap with excited states, and therefore set the
width of ~zSn to half the value of the ~zS0 central value. For the
point-like overlap factor, we expect equal support from all
states and therefore set the width of ~zPn to the value of the ~zP0
central value.

FIG. 2. Plot of the smeared-sink effective mass as a function of
source-sink separation time t. The black points highlight the data
used in the fit presented. The light blue bands indicate the 1σ
width of the ground-state energy prior ~E0, the dark blue bands
show the central value and 1σ uncertainty of the corresponding
posterior distribution. The green bands are the resulting fit curves
from a simultaneous fit to the smeared- and point-sink two-point
correlation functions.

FIG. 3. Same as Fig. 2 but for the point-sink effective mass.

FIG. 4. Plot of the scaled two-point correlation function as a
function of source-sink separation time t for the smeared overlap
factor. The color scheme follows Fig. 2. The prior width exceeds
the range of the y axis, and is therefore not included in the plot.
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2. Discussion

We study the stability of Ê0 from the two-point correlator
fits under variation of the fit region and fit Ansatz as shown
in Figs. 6 and 7.
Perfect stability under varying the number of states is

demonstrated from fits in Fig. 6 with tmin ≥ 3, suggesting
that we have controlled all the excited-state systematic
uncertainty. The fits show that more excited states are
needed to achieve stability when including data with
smaller tmin due to larger excited-state contamination.
We also observe that for all fit variations at a fixed tmin
the Bayes factor always prefers the stable fit result with the
lowest number of excited states, as indicted by the solid
symbols. We conclude that the increased uncertainty and
variation of the central value from fits beyond tmin ¼ 3 are
only due to omitting parts of the usable data set. Therefore
the preferred two-point fit is a seven-state fit with

t ¼ ½3; 10&. We note that all fits with tmin ¼ 2 do not pass
the Q-value criterion and are not considered. Similarly,
Fig. 7 shows stability under varying tmax for the preferred fit
and suggests that tmax ¼ 10 is adequate.
The preferred fit is plotted in Figs. 2–5 as a green band

and agrees with the data in the selected fit region, which is
indicated by the black data points. The ground-state
parameters E0, zS0 and zP0 are recovered in the t → ∞ limit
from the effective mass and scaled correlators by con-
struction. This is demonstrated by observing that the green
fit band overlaps with the dark blue posterior band
asymptotically at large t.

C. Three-point correlator analysis

1. Fit strategy

The three-point fit Ansatz is given by Eq. (39). The three-
point fit Ansatz introduces additional parameters gnm and
dn which are not constrained by the two-point correlator. In
the following section, we detail how priors are chosen for
the additional parameters, and study stability under varia-
tions of fit region and number of states.
We set the ground-state prior ~g00 by constructing the

derivative effective mass given by Eq. (14). By construction
the derivative effective mass plateaus to g00 in the t → ∞
limit. Motivated by Figs. 8 and 9, we set ~g00 ¼ 1.2ð5Þ
and observe that the prior widths are approximately 1
order of magnitude larger than the width of the posterior
distributions.
The prior for dSSðPSÞ0 is chosen by observing that

NSSðPSÞðt ¼ 1Þ ¼
X

n

dSSðPSÞn e−En ð50Þ

and assuming that the contribution to the infinite sum is
primarily from the n ¼ 0 state due to operator smearing.
This unique feature of the correlator at t ¼ 1 is exemplified
in Figs. 10 and 11. Therefore we set the central value of

FIG. 5. Same as Fig. 4 but for the point-like overlap factor.

FIG. 6. Stability plots for the two-point correlation function.
Stability plot under varying tmin with fixed tmax ¼ 10 is shown for
fits with two states (down triangle), three states (square), four
states (circle), five states (diamond), six states (triangle), seven
states (cross), and eight states (plus). The correspondingQ-values
of the fits are plotted below with the dashed line set at Q ¼ 0.1.
The solid symbols mark the fit with the largest Bayes factor at
fixed tmin. The blue band highlights the preferred fit with seven
states at tmin ¼ 3 and guides the eye for observing stability.

FIG. 7. Stability plot under varying tmax for the seven-state fit
with tmin ¼ 3. The color scheme follows Fig. 6. The solid symbol
denotes the preferred two-point correlator fit.
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~dSSðPSÞ0 ¼ NSSðPSÞð1ÞeE0=2 with a prior width accommo-

dating dSSðPSÞ0 ¼ 0 within 1σ.
For the excited-state priors, we set ~gnm ¼ 0ð1Þ to be the

same order of magnitude as ~g00. The overlap factor dSSðPSÞn

is set with a central value of ~dSSðPSÞn ¼ 0 and with the same
width as ~dSSðPSÞ0 . This choice follows the same logic used to
set the priors for zSn.

2. Discussion

The stability of ĝ00 under varying the fit region and
number of excited states is shown in Figs. 12 and 13. For all
simultaneous two- and three-point fits, we perform the
preferred two-point fit as discussed in Sec. III B.
For fits with tmin ¼ 2, 3, Fig. 12 shows stability under

varying the number of states for fits with more than five
states, while the Bayes factor prefers the five-state fit (solid
yellow diamonds). For fits with tmin ≥ 4, we also observe
stability; however the Bayes factor prefers fits with less
parameters (< four states) over fits that qualitatively look
more stable (≥ five states), suggesting that there is not
enough data to support fits with a large number of states.
The fit at tmin ¼ 1 is stable after seven states; however
Eq. (50) shows that t ¼ 1 includes no information about
g00, the parameter of interest. Therefore for this study, we
choose the five-state fit with t ¼ ½2; 10& as the preferred fit.
The preferred fit is shown to be insensitive under variations
of tmax as demonstrated in Fig. 13.
The posterior distributions from the simultaneous fit are

used to reconstruct the fitted curve and are shown by the
green bands in Figs. 8 and 9. Similar to the effective mass
and scaled correlator, we recover g00 in the t → ∞ limit, as
shown by the exact overlap of ĝ00 and the green fit curve in
the large-t limit. Following this analysis we quote the value
of the bare axial charge

g
∘
A ¼ 1.258ð27Þ ð51Þ

on the a ≈ 0.15 fm lattice with mπ ≈ 310 MeV.
Determining the axial renormalization factor requires

FIG. 8. Plot of the derivative effective mass as a function of
source-sink separation time t for the smeared sink correlation
functions. The color scheme follows Fig. 2. The prior width
exceeds the range of the y axis, and is therefore not included in
the plot.

FIG. 9. Same as Fig. 8 for the point-sink correlation function.

FIG. 10. Plot of the three-point correlator as a function of
source-sink separation time t for the smeared-sink correlation
functions. The color scheme follows Fig. 2. Note the distinct
behavior of the NðtÞ correlation function at t ¼ 1 as discussed
earlier.

FIG. 11. Same as Fig. 11 for the point-sink NðtÞ function.
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calculations at multiple quark masses to allow for an
extrapolation to the chiral limit, which we do not perform
in this work. These calculations use MDWF fermions,
allowing for a determination of ZA by computing the pion
decay constant with both the conserved five-dimensional
axial Ward identity and with the nonconserved four-
dimensional current. We find for this ensemble

ZA ¼ 0.9646ð6Þ: ð52Þ

While this is a quark-mass-dependent renormalization, we
can still compare our renormalized value of gA with that
determined using clover valence quarks on similar HISQ
ensembles in Ref. [51]. They found gA ¼ 1.221ð28Þ atmπ ≈
310 MeV with a ≈ 0.12 fm, as compared to our value of

ZAg
∘
A ¼ 1.213ð26Þ: ð53Þ

A more comprehensive and direct comparison with the
results of Ref. [51] will bemade in a forthcoming publication
[52]. When comparing on specific ensembles, it is observed
that roughly an order of magnitude less inversions are
required to achieve the same statistical precision with this
new method as compared to the fixed source-sink separation
method.

IV. GENERALIZATIONS

The generalization of this method to nonzero momentum
transfer and/or flavor-changing currents is straightforward.
To inject momentum with the current, instead of summing
over a constant operator, the Feynman-Hellmann propaga-
tor would be constructed with a momentum phase

SΓqðy; xÞ ¼
X

z¼ðtz;zÞ
eiq·zSðy; zÞΓSðz; xÞ: ð54Þ

With the current implementation, each choice of momen-
tum injection would require the computation of an addi-
tional Feynman-Hellmann propagator.
More complicated space-time-dependent current inser-

tions can also be considered. The modification of the
numerator function is also straightforward. Unlike Eq. (22),
the energy of the incoming and outgoing states would no
longer be equal, EmðpÞ ≠ Enðpþ qÞ for any of the states
jni and jmi. The exception would be if the calculation is
performed in the Breit frame when pþ q ¼ −p. In this
case, the numerator expression from region I would still be
given by Eq. (25). Otherwise, the entire contribution from
region I is parametrized by the second term in Eq. (25)
where the state labels n andm now carry information about
the momentum as well.
Flavor-changing interactions are just as straightforward.

In this case, the Feynman-Hellmann propagator is con-
structed as

SΓj←iðy; xÞ ¼
X

z¼ðtz;zÞ
Sjðy; zÞΓSiðz; xÞ; ð55Þ

for a flavor-changing interaction i → j, with a trivial
generalization to include momentum transfer as well. As
with nonzero momentum transfer, the numerator expres-
sion from region I simplifies to just the second line of
Eq. (25) as the energies of the incoming and outgoing states
will not match.
This method can also be extended to consider two

current insertions. A feasible technique for calculating
two-current insertion matrix elements is needed to permit
the LQCD evaluation of, e.g., two-photon corrections to the
Lamb shift in muonic helium-3 ions [53], which may shed
light on the proton radius problem, and the γ-Z box diagram
corrections to electromagnetic structure functions [54]

FIG. 12. Stability plots for the three-point correlation function.
Stability plot under varying tmin with fixed tmax ¼ 10 is shown for
fits with two to eight states analogous to Fig. 6. The correspond-
ing Q-values of the fits are plotted below with the dashed line set
at Q ¼ 0.1. The solid symbols mark the fit with the largest Bayes
factor at fixed tmin. The yellow band highlights the preferred fit
with five states at tmin ¼ 2 and guides the eye for observing
stability.

FIG. 13. Stability plot under varying tmax for the seven-state fit
with tmin ¼ 3. The solid symbol denotes the preferred two-point
correlator fit.
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needed to improve the interpretation of results from the
Qweak experiment [55].
We first generalize Eqs. (3)–(5) to include multiple

currents J i with associated couplings λi. In the presence
of multiple currents, the modified action of Eq. (4) is

Sλ ¼ λ ·
Z

dtJ ðtÞ: ð56Þ

Two-current-insertion matrix elements can then be asso-
ciated with the second derivative of the effective mass,

∂2meff
λ ðt; τÞ

∂λi∂λj

!!!!
λ¼0

¼ 1

τ
½Rijðtþ τÞ − RijðtÞ

− Riðtþ τÞRjðtþ τÞ þ RiðtÞRjðtÞ&
ð57Þ

where Ri is a generalization of Eq. (15),

RiðtÞ≡
R
dt0hΩjTfOðtÞJ iðt0ÞO†ð0ÞgjΩi

CðtÞ
; ð58Þ

and Rij is the ratio of the two-current insertion matrix
element to the two-point function,

RijðtÞ≡
R
dt0dt00hΩjTfOðtÞJ iðt0ÞJ jðt00ÞO†ð0ÞgjΩi

CðtÞ
: ð59Þ

Like the first derivative of the effective mass in Eq. (14), the
second derivative of the effective mass [i.e., Eq. (57)]
benefits from an exact cancellation of the vacuum matrix
elements of J i, J j, and J iJ j. The spectral decomposition
of Eq. (57) precedes in analogy with that outlined in
Sec. II A, albeit with a few added complications that we
intend to address in future work.

V. CONCLUSIONS AND OUTLOOK

This work presents a computationally efficient and
comprehensive implementation of lattice calculations of
hadronic matrix elements utilizing ideas which can be
related to the Feynman-Hellmann Theorem. In particular,
the derivative correlation function was analytically derived
such that a background field is not explicitly needed,
reducing the overall number of propagator solves required
to determine the linear response of the theory to an external
current.
The example calculation of the nucleon axial charge

demonstrates that from the calculation of a low-statistics
run, we are able to achieve a 2.1% uncertainty on gA,
including all systematic errors from the fitting procedure.
The derivation of systematic effects associated with this
method, including excited-state contamination, mesonic
propagating modes, and signal from contact operators were

completely presented up to terms suppressed by Oðe−EnTÞ,
where corrections to include higher-order thermal effect are
self-evident. Access to all source-sink separations also
allows us to leverage knowledge of the complete spectral
decomposition and demonstrate complete control over all
systematic uncertainties originating from the fitting pro-
cedure. The benefits of increased stochastic sampling is
made possible by (1) the sum over the current insertion time
t0 leading to OðtÞ increase in statistics and (2) the ability to
explore fits with multiple source-sink separations, allowing
for the eventual exponential gain in the signal-over-noise
ratio due to fitting to a source-sink separation of ≈0.45 fm
(tmin ¼ 3). Consequently, we find approximately an order
of magnitude less propagator solves are required to achieve
the same stochastic precision when calculating a single
matrix elements compared to calculations that use the
standard fixed source-sink separation method. However,
a new propagator solve is required for each matrix element
of interest, including for each momentum insertion of the
current.
The generalization of this method to nonzero momentum

transfer, flavor-changing currents, and multiple current
insertions is straightforward. The ideas presented here are
not restricted to lattice field theory calculations, but appli-
cable to any theory with the notion of a bilinear current.
In summary, the method we presented sacrifices the

flexibility of calculating the matrix element of any operator
at any momentum in exchange for the determination of the
matrix element of one operator at fixed momentum with
precision that is one computing generation ahead of
its time.
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