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Incoming sensory signals are often ambiguous and
consistent with multiple perceptual interpretations.
Information from one sensory modality can help to
resolve ambiguity in another modality, but the
mechanisms by which multisensory associations come to
influence the contents of conscious perception are
unclear. We asked whether and how novel statistical
information about the coupling between sounds and
images influences the early stages of awareness of visual
stimuli. We exposed subjects to consistent, arbitrary
pairings of sounds and images and then measured the
impact of this recent passive statistical learning on
subjects’ initial conscious perception of a stimulus by
employing binocular rivalry, a phenomenon in which
incompatible images presented separately to the two
eyes result in a perceptual alternation between the two
images. On each trial of the rivalry test, subjects were
presented with a pair of rivalrous images (one of which
had been consistently paired with a specific sound
during exposure while the other had not) and an
accompanying sound. We found that, at the onset of
binocular rivalry, an image was significantly more likely
to be perceived, and was perceived for a longer duration,
when it was presented with its paired sound than when
presented with other sounds. Our results indicate that
recently acquired multisensory information helps resolve

sensory ambiguity, and they demonstrate that statistical
learning is a fast, flexible mechanism that facilitates this
process.

Introduction

To accurately perceive the natural world, we must
learn that cues from different sensory modalities point
to the same object: a friend’s face and her voice, a rose
and its fragrance, a blackberry and its flavor. Through
repeated exposure to consistent couplings between
sensory features, we learn to associate information
from various senses. Once these associations are
established, they can help resolve information that is
ambiguous or impoverished for one of the senses.

The process by which the brain chooses a conscious
percept from alternative conflicting interpretations of
an ambiguous image is known as visual perceptual
selection (Lumer, Friston, & Rees, 1998; Meng & Tong,
2004; Mitchell, Stoner, & Reynolds, 2004). Many
studies have demonstrated the influence of long-
established multisensory associations on this process,
often employing binocular rivalry, in which two
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incompatible images are presented separately to the
two eyes at overlapping retinal locations. Even if the
stimuli are unchanging in binocular rivalry displays,
observers perceive a spontaneous alternation between
the images (reviewed in Alais & Blake, 2005; Blake &
Wilson, 2011). This dissociation between stimulus and
percept is very useful for studying contextual influences
on conscious awareness (Bressler, Denison, & Silver,
2013).

Extensive exposure to particular multisensory asso-
ciations throughout life can cause input from nonvisual
modalities to enhance visual perceptual selection
(typically by increasing the relative dominance) of
rivalrous images that are compatible or congruent with
the established multisensory context. These contexts
can include auditory (Conrad et al., 2013; Guzman-
Martinez, Ortega, Grabowecky, Mossbridge, & Suzuki,
2012; Lee, Blake, Kim, & Kim, 2015; Lunghi, Morrone,
& Alais, 2014; van Ee, van Boxtel, Parker, & Alais,
2009; Vidal & Barrès, 2014), tactile (Blake, Sobel, &
James, 2004; Conrad, Vitello, & Noppeney, 2012;
Lunghi, Binda, & Morrone, 2010), and even olfactory
input (Zhou, Jiang, He, & Chen, 2010).

For example, a sound that is congruent with one of
two rivalrous images in flicker frequency (Kang &
Blake, 2005), motion direction (Conrad, Bartels,
Kleiner, & Noppeney, 2010), or semantic content (Y.-
C. Chen, Yeh, & Spence, 2011) increases predominance
of the rivalrous congruent image over the incongruent
image. For observers who can read music (a skill
acquired by the subjects well before the experiment),
listening to a specific melody increases the dominance
of congruent musical notation in rivalry (Lee et al.,
2015). Cross-modal cues can also promote the percep-
tual dominance of congruent images that are sup-
pressed, either through binocular rivalry (Lunghi &
Alais, 2015; Lunghi & Morrone, 2013) or continuous
flash suppression (Salomon, Lim, Herbelin, Hessel-
mann, & Blanke, 2013).

In these examples, the congruencies that influence
perceptual selection are explicit, obvious to the subject,
and well learned through a lifetime of experience with
cross-modal associations. However, the mechanisms
for forming new multisensory associations that may
then influence the contents of conscious perception are
unclear. One possibility is that long-term exposure to
multisensory couplings is required. Alternatively, the
brain may have more flexible mechanisms for con-
straining perceptual interpretations that make use of
recently encountered multisensory couplings. One
study (Einhäuser, Methfessel, & Bendixen, 2017) found
that rivalry was influenced by previous explicit
multisensory learning that was induced through an
active learning task. Here, we investigated whether and
how passive exposure to statistical associations between

sounds and images contributes to the resolution of
ambiguity in the visual environment.

Associations between stored representations of
sensory cues can be established quickly through
probabilistic inference (Aslin & Newport, 2012). Both
adult (Fiser & Aslin, 2001) and infant (Saffran, Aslin,
& Newport, 1996) observers can rapidly learn sequen-
tial or spatial patterns of sensory stimuli (e.g., abstract
shapes, natural images, or sounds) through passive
exposure. This phenomenon, known as statistical
learning, is thought to be crucial for detecting and
forming internal representations of regularities in the
environment. In the exposure phase of a typical
statistical learning experiment, subjects passively view
or hear long streams of stimuli that contain sequences
of two or more items that appear in the same temporal
order (Aslin & Newport, 2012; Saffran, Johnson, Aslin,
& Newport, 1999). Afterward, when asked to judge
which of two sequences is more familiar, subjects are
more likely to choose sequences that were presented
during the exposure phase than random sequences of
stimuli that had not previously been presented in that
order.

Statistical learning can also occur for multisensory
sequences. Following exposure to streams of bimodal
quartets (each containing two consecutive audiovisual,
or AV, pairs), subjects performed above chance on
familiarity judgments for cross-modal (AV) as well as
unimodal (AA and VV) associations (Seitz, Kim, van
Wassenhove, & Shams, 2007). Moreover, rapid learn-
ing of arbitrary visuo-haptic correspondences (between
the luminance and stiffness of objects) has been shown
to impact perceptual thresholds (Ernst, 2007). Statisti-
cal learning is therefore a fast, flexible associative
mechanism that could conceivably constrain perceptual
interpretations in one sensory modality based on
information in another modality. However, whether
multisensory statistical learning can influence percep-
tual selection, as opposed to recognition memory,
reaction time, or perceptual thresholds, has not been
investigated.

To address this question, we examined the influence
of statistical learning of arbitrary auditory–visual
associations on subsequent visual perceptual selection.
We asked whether initial perceptual interpretations
during binocular rivalry could be rapidly updated
based on recent multisensory experience or whether
learners might instead require days or even years of
exposure to joint probabilities between sounds and
images before these congruencies begin to influence
perceptual selection. Specifically, we tested whether
formation of associations between particular sounds
and images during an 8-min exposure phase would
cause the presentation of a given sound to alter initial
perceptual dominance (i.e., visual awareness) of its
associated image during subsequent binocular rivalry.
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Discovering this type of impact of cross-modal
statistical learning on binocular rivalry would indicate
that recent and passive acquisition of probabilistic
information about the conjunctions of sounds and
images influences the early resolution of conflicting
visual information.

Methods

Participants

Twenty participants (ages 18–39, 14 female) com-
pleted this study. All subjects provided informed
consent according to the Declaration of Helsinki, and
all experimental protocols were approved by the
Committee for the Protection of Human Subjects at the
University of California, Berkeley. We originally
collected data from 30 participants but excluded 10
subject data sets from analysis. Of the excluded
subjects, one was unable to align the stereoscope to
position the two monocular stimuli at corresponding
retinal locations, two were missing data due to
incorrect response key mapping, and seven were
excluded for having incorrect responses on more than
25% of the catch trials (see Procedure section).

Stimuli

All visual stimulus displays were generated on a
Macintosh PowerPC (Apple, Inc., Cupertino, CA)
using MATLAB (MathWorks, Natick, MA) and
Psychophysics Toolbox (Brainard, 1997; Kleiner et al.,
2007; Pelli, 1997) and were displayed on a gamma-
corrected MultiSync FE992 CRT monitor (NEC,
Tokyo, Japan) with a refresh rate of 60 Hz at a viewing
distance of 100 cm. All images were presented at the
fovea and had 100% contrast and the same mean
luminance as the neutral gray screen background (59
cd/m2). Each participant’s head position was fixed with
a chin rest throughout the entire experimental session.

The stimulus set included six images and six sounds
(Figure 1a). The stimuli were designed to be simple and
easily discriminable from one another within a given
modality. The images were selected so that they could
be grouped into three pairs (orthogonal sine wave
gratings with 6458 orientations; two hyperbolic grat-
ings with 08 and 458 orientations; and a polar radial
grating and a polar concentric, or bull’s-eye, grating),
such that the members of each pair would rival well
with each other (Figure 2). We refer to these image
pairs as ‘‘rivalry pairs.’’ During the rivalry test (see
Procedure section), the two images making up a given
rivalry pair were always presented together, one in each

eye. The sounds included two sine wave puretones (D5,
B6) and four chords composed of sine wave puretones
(two distinct dissonant clusters, an A-flat major chord,
and an F-minor chord). The sounds were presented
through headphones at a comfortable volume.

Procedure

Each subject completed a 1-hr session composed of
three phases: exposure, recognition test, and rivalry
test.

Exposure phase

Each participant passively viewed and heard an 8-
min stream of sounds and images. This exposure period
falls within the range of durations typically used in the
adult statistical learning literature (e.g., 7 min in Fiser
& Aslin, 2001; 8 min in Seitz et al., 2007; 21 min in
Saffran et al., 1999). All images were presented in the
center of the screen during this phase. Participants were
instructed to attend to the stimuli and fixate the images
but were not required to perform any task, and the
experimenters did not disclose the existence of any
patterns in the AV streams. Each sound was presented
for 500 ms and then continued playing while an image
was presented for another 500 ms, after which the
sound and image presentations ended simultaneously
(Figure 1b). This was followed by a 500-ms blank
interval before the onset of the next sound. Each
participant was exposed to a total of 180 of these AV
presentations in a continuous stream (Figure 1c).

For every participant, three images (one from each
rivalry pair) and three sounds were randomly chosen to
be consistently paired during the exposure phase
(Figure 1a). Each of these three selected sounds was
always presented with its paired image, corresponding
to a total of three ‘‘AV pairs.’’ Ninety of the 180 AV
presentations (frames with dotted borders, Figure 1c)
during the exposure phase corresponded to one of these
consistent AV pairs for a total of 30 identical
presentations of each pair. In the other 90 AV
presentations (frames with solid borders, Figure 1c),
random combinations of the remaining, unpaired
images and sounds (three of each) were presented, so
there was no consistent mapping between any of these
images and any of the sounds. Selection of the images
and sounds for pairing was counterbalanced across
subjects to eliminate possible bias due to any inherent
congruence between the stimuli; thus, across the group,
the subset of possible AV combinations that were
chosen as pairings was fully randomized and arbitrary.

Because the subset of images that were reliably
paired with sounds during the exposure phase (three
out of a total of six images; Figure 1a) was randomly
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assigned across participants and still well balanced after
subject exclusion, any group-level systematic effects on
perceptual selection during the rivalry test cannot be
explained by differences between the two images in a
given rivalry pair in baseline dominance. For example,
for the rivalry pair shown in Figure 2, the bull’s-eye was
consistently paired with a sound during exposure for
some subjects whereas the radial grating was consis-
tently paired with a sound during exposure for other
subjects. Specifically, each image was assigned as
‘‘paired’’ to between nine and 11 subjects, with 10
representing perfectly equal assignment, and we found

no statistically significant difference in this likelihood
of pairing across images (one-way ANOVA), F(5, 30)¼
0.05, p ¼ 0.99.

Recognition test

After conclusion of the exposure phase, we tested
participants’ recognition memory for the AV pairs that
were presented during exposure. On each trial, one of
the six sounds was presented, followed immediately by
a display of all six images presented simultaneously and
randomly arranged in a row on the screen. Participants

Figure 1. Exposure phase. (a) The full set of images and sounds. Borders are used to indicate paired stimuli for an example subject but

were not presented to the subjects. For each subject, one image from each of the three rivalry pairs was randomly chosen to be a

‘‘paired image,’’ which means that it was consistently paired with a particular sound during the exposure phase (an ‘‘AV pair’’). For
each paired image, an associated sound was randomly chosen from the set of six sounds for each subject. The remaining three sounds

were left unpaired, meaning they could be presented with any of the unpaired images on different individual AV presentations. (b)

The time course of a single example AV presentation during the exposure phase. (c) Example sequence of AV presentations during the

exposure phase.
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were instructed to select the image that they thought
had been typically presented with that sound during the
exposure phase. Each participant completed 36 trials,
with six repetitions of each of the six sounds, for a total
of approximately 5 min. The recognition test was
conducted immediately after the end of the exposure
phase to measure participants’ learning at its peak,
before any possible contamination of the learned
associations by administration of the rivalry test (in
which all possible combinations of sounds and images
were repeatedly presented).

Rivalry test

Subjects viewed pairs of images (the rivalry pairs
described above with the two images presented
separately to the two eyes) through a mirror stereo-
scope with their heads stabilized by a chin rest. Each
image was a circular patch 1.88 in diameter, surrounded
by a black annulus with a diameter of 2.68 and a
thickness of 0.28. Binocular presentation of this annulus
allowed it to serve as a vergence cue to stabilize eye
position. The two images in a rivalry pair were tinted
red and blue during the rivalry test, thereby allowing
participants to report their perception during binocular
rivalry using only two (‘‘red’’ or ‘‘blue’’) instead of six
(each of the images) response categories. The color and

the member of the rivalry pair presented to each eye
were fully counterbalanced and randomly intermixed
across trials. We asked participants to report color, a
feature not present in the exposure phase and therefore
unrelated to AV learning, to reduce the likelihood of
response bias. The use of colored image tints also
served to increase the exclusivity of rivalry (decrease
piecemeal percepts), and employing color as a response
variable is standard in binocular rivalry research (Alais
& Blake, 2005).

Before starting the rivalry test, each subject adjusted
the stereoscope mirrors until the two eyes’ images (with
gratings replaced by identical figures in both eyes for
this adjustment phase) were fused and the subject
perceived only one annulus with binocular viewing. All
subjects completed 10 practice trials before starting the
test to ensure that they were using the correct response
keys and that the stereoscope was properly aligned.

In each trial of the rivalry test, one of the six
(randomly selected) sounds was presented, followed by
the static visual images (Figure 2). The timing of the
onset of stimulus presentation was the same as in the
exposure phase, but here the images were presented
continuously for 5 s instead of 500 ms (persisting for
4.5 s beyond the termination of the sound). There was a
1-s blank interval (consisting of only the binocular
annulus) between trials. Throughout each trial, subjects

Figure 2. Example images presented separately to the two eyes (at corresponding retinal locations) through a mirror stereoscope and

schematic sequence of possible percepts in a given trial of the rivalry test. Although the presented images did not change during a

given trial, subjects typically perceived a continuous alternation between the two images throughout the 5-s stimulus presentation.
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could press one of two keys to indicate their percept:
either the red- or blue-tinted image. Subjects were
instructed to continuously press a key for as long as the
corresponding percept was dominant and to not press
any key for ambiguous percepts.

Previous studies on the effects of cross-modal
processing on binocular rivalry (Conrad et al., 2010;
Einhäuser et al., 2017; Kang & Blake, 2005) reported
mean dominance duration across the entire trial, but we
focused on the initial response (the first reported
percept in a given trial). In our study, sounds were only
presented at the beginning of the trial (reflecting the
timing of the exposure stimuli), so we expected any
cross-modal effects on rivalry to be strongest early in
the rivalry presentation. Moreover, effects of prediction
on the initial rivalry response have been previously
demonstrated (Attarha & Moore, 2015; Denison,
Piazza, & Silver, 2011; Denison, Sheynin, & Silver,
2016). Our relatively short (5 s) trial durations were not
designed for analysis of perceptual reports after the
initial response; across all participants, only about 50%
of all trials contained at least one full response (a
response that did not persist until the end of the trial)
following the initial response. However, this stimulus
duration allows rivalry to fully resolve (i.e., become
sufficiently unambiguous for the subject to report
perceptual dominance of one of the stimuli) on nearly
every trial and is therefore different from the very brief
(1 s) rivalry presentations used in a paradigm some-
times known as ‘‘onset rivalry’’ (Carter & Cavanagh,
2007).

We collected data from a total of 216 rivalry trials,
divided across three blocks and lasting approximately
30 min, from each participant. Each block contained 72
rivalry trials (12 trials per sound) and 12 randomly
interleaved catch trials for which the images were
identical in both eyes for a total of approximately 10
min of testing per block. Catch trials were considered to
be incorrect if they contained any responses that did
not correspond to the presented image. These trials
were included to ensure that participants were attend-
ing to the stimuli, correctly understood the task
instructions, and could distinguish the images based on
color tint. We included only participants who re-
sponded accurately (i.e., made no incorrect key presses)
on at least 75% of the catch trials in the first block
(mean accuracy¼ 92.3%).

Results

After exposing participants to streams of sounds and
images (with half of the sounds consistently paired with
half of the images), we measured the impact of this
passive exposure to the associated AV pairs on

perceptual selection during binocular rivalry. We also
measured the degree of learning of the pairings in a
separate recognition test. All AV pairings were
randomly chosen for each subject; therefore, any effects
of cross-modal associations on rivalry at the group
level were due to learning that occurred during the 8-
min exposure phase.

Rivalry test

Each rivalry pair had two images: the paired image
and the unpaired image (see Methods). During the
exposure phase, each paired image was consistently
presented with a particular sound, and each unpaired
image was presented with any one of the three unpaired
sounds on each AV presentation (Figure 1). In the
rivalry test, we presented all possible combinations of
six sounds and three rivalry pairs (18 combinations
total).

We computed the effect of cross-modal learning on
rivalry, a measure of how much the initial dominance
of an image is enhanced when it is presented with its
paired sound, relative to when it is presented with all
other sounds. Our main analysis (Figure 3a, b) focused
on the likelihood of initially perceiving the paired
image (i.e., the proportion of trials for which that
image is the first reported percept in the trial). We
computed this proportion for each subject and rivalry
pair for two types of trials (Figure 3a): (a) when the
paired sound was presented and (b) when one of the
other five sounds was presented. We averaged each of
these proportion values across the three rivalry pairs
and then calculated the within-subject difference
between the two mean values to quantify the effect of a
concurrently presented paired sound on perception
during rivalry for each subject. Figure 3b shows the
mean effect (i.e., mean difference score) across subjects.

Comparing perceptual selection for the same image
in different auditory contexts controlled for possible
baseline differences in dominance of the two images in
a rivalry pair due to physical stimulus factors. A
difference score above zero indicates that, when a given
image was accompanied by its paired sound from the
exposure phase, it was more likely to be initially
perceived during binocular rivalry compared to when it
was accompanied by any other sound. The difference
score, therefore, quantifies the effect of prior cross-
modal learning on rivalry (Figure 3b).

We hypothesized that the strength of the effect of
cross-modal learning on rivalry would decline over the
course of the rivalry blocks due to a general dissipation
of learning across time and/or violation of the
particular AV pairings established during the 8-min
exposure phase by presentation of many combinations
of stimuli during the rivalry test that interfered with
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prior statistical learning. Indeed, the effect of statistical
learning was only significant in the first of the three
blocks (two-tailed t tests): first block, t(19)¼ 3.18, p ,
0.01; second block, t(19)¼�0.27, p¼ 0.79; third block,
t(19) ¼ 1.07, p ¼ 0.30. Therefore, we present results
from rivalry test data only from the first block.
Moreover, we did not find a significant effect of rivalry
pair category (i.e., sine wave gratings, hyperbolic
gratings, and bull’s-eye/radial) on the size of the AV
learning effect on rivalry (ANOVA), F(2, 18)¼0.75, p¼
0.47, g2p ¼ 0.04, so all analyses of rivalry test data are
collapsed across the three rivalry pairs.

The significant effect of cross-modal learning on the
initial likelihood of perceiving an image (Figure 3b;
Cohen’s d¼ 0.71, 95% CI [0.03, 0.11]) indicates that
exposure to novel, arbitrary AV pairs influenced
subsequent perceptual selection during binocular ri-
valry. This effect may be driven more by suppression
than facilitation: the facilitative effect of hearing a

paired sound was not significantly different from a
chance rate of 0.5 (Figure 3a, left bar): two-tailed t test,
t(19)¼ 1.03, p¼ 0.32, whereas the suppressive effect of
hearing any other sound was marginally significant
(Figure 3a, right bar): t(19) ¼�1.91, p¼ 0.07.

We also conducted separate analyses of rivalry trials
containing ‘‘other-paired’’ sounds (i.e., sounds that
were always paired with a visual stimulus during the
exposure phase that was neither of the presented
rivalrous images on a given trial; for example, Sound 3
for the tilted gratings in Figure 1a) and rivalry trials
containing ‘‘unpaired’’ sounds (i.e., sounds that were
not consistently paired with a specific visual image but
were presented together with one of the images of each
rivalry pair on one third of the presentations of a given
sound during exposure; for example, Sound 2 and the
left-tilted grating in Figure 1a).

These analyses showed that an image was signif-
icantly more likely to be initially perceived in paired

Figure 3. Effects of statistical learning of AV pairs on subsequent binocular rivalry. (a) For each subject, the proportion of trials in

which a given image was initially perceived following the onset of binocular rivalry was measured in two conditions: trials in which

that image was presented with its paired sound and trials in which it was presented with any other sound (averaged across all five

other sounds). For each of these two conditions, we averaged the values across the three rivalry pairs in the first block and plotted

the mean across subjects. Data from the first block of the rivalry test are presented. Error bars are within-subject SEM (Morey, 2008).

(b) The within-subject difference between the two conditions in panel a quantified the influence of cross-modal statistical learning on

initial perceptual selection in binocular rivalry. The bar shows the mean across subjects in the first block; error bar is SEM. (c, d)

Effects of statistical learning of AV pairs on the duration and latency of the initial response, respectively. The procedure for computing

these effects is the same as the one used in panel b. N ¼ 20.
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sound trials compared to other-paired sound trials
(two-tailed t test), t(19)¼ 2.22, p , 0.05. This indicates
that paired sounds boost initial perceptual selection
relative to other-paired sounds (which were never
paired with, and were therefore irrelevant to, both
images in the rivalry trial). In addition, an image was
also more likely to be initially perceived in paired
compared to unpaired sound trials, t(19) ¼ 3.26, p ,
0.01.

Previous work has demonstrated perceptual en-
hancement of items that are predictable (due to
statistical learning) even when those items are not
predicted on a given trial (Barakat, Seitz, & Shams,
2013). We therefore analyzed those rivalry trials in
which one of the rivaling images had been paired with a
sound during exposure and one had not, but the sound
presented during rivalry was not the paired sound from
the exposure phase. We found that the proportion of
initial responses for the grating that had been paired
with a different sound was indistinguishable from
chance levels, t(19) ¼�1.31, p¼ 0.21.

In addition to assessing effects of cross-modal
learning on the likelihood of initial perceptual selection,
we also assessed its effects on initial response duration
(Figure 3c) and initial response latency (Figure 3d).
When analyzing initial response duration, we excluded
responses that were truncated by the end of the trial
(12.5% of all responses across participants). We found
a significant effect of presentation of the paired sound,
compared to all other sounds, on the mean duration of
the initial response (Figure 3c; two-tailed t test): t(19)¼
3.44, p , 0.01, Cohen’s d¼ 0.77, 95% CI [0.10, 0.43]. It
is of interest that cross-modal learning affects both the
identity of the initial response and the duration of that
response given that perceptual selection and mainte-
nance in binocular rivalry have been shown to be
dissociable (Bressler et al., 2013; Levelt, 1965; Silver &
Logothetis, 2004). We found no significant effect of
presentation of the paired sound, compared to other
sounds, on the latency of initial responses (Figure 3d;
two-tailed t test): t(19) ¼�0.22, p ¼ 0.83, Cohen’s d¼
�0.05, 95% CI [�0.14, 0.11].

Recognition memory test

To test participants’ recognition memory of the AV
pairings presented during the exposure phase, we
measured the proportion of trials (for each of the three
AV pairs) in which each subject correctly identified the
image that was paired with the presented sound during
the exposure phase. Mean recognition performance was
3.23 out of six (SEM¼ 0.36) or 54%. This recognition
rate was significantly above chance (one out of six or
17%; two-tailed t test), t(19) ¼ 9.03, p , 0.0001,
Cohen’s d¼ 2.02, 95% CI [0.41, 0.66], indicating that,

on average, participants learned the AV pairings during
the exposure phase. There was no significant effect of
rivalry pair category on recognition performance
(ANOVA), F(2, 18)¼ 2.80, p¼ 0.08, g2p¼ 0.13. In our
sample of 20 subjects (Figure 4), only three had nearly
perfect performance (an average of at least five out of
six correct responses across the image pairs), indicating
that they may have explicitly learned the pairings from
the exposure phase. Even after removing these three
subjects, the effect of statistical learning was main-
tained for both the proportion of initial rivalry
responses, t(16)¼ 2.58, p , 0.05, Cohen’s d¼ 0.63, 95%
CI [0.01, 0.10], and initial response duration, t(16) ¼
2.61, p , 0.05, Cohen’s d ¼ 0.63, 95% CI [0.04, 0.40].

The correlation between recognition memory and
the effect of statistical learning on proportion of initial
rivalry responses across individual subjects was not
significant (Figure 4a), r(18) ¼ 0.37, p ¼ 0.11, 95% CI
[�0.08, 0.70]. There was a significant correlation
between recognition memory and the effect of learning
on the duration of the initial response (Figure 4b), r(18)
¼ 0.57, p , 0.01, 95% CI [0.17, 0.81]. It is therefore
possible that some degree of explicit learning contrib-
uted to the effects of cross-modal learning on binocular
rivalry, at least for initial response duration. However,
when we conducted a within-subject comparison of
each participant’s most explicitly learned versus least
explicitly learned pair (with degree of explicit learning
defined as performance on the recognition task), we
found no significant difference between these two pairs
in the effect of statistical learning on either the
proportion of initial rivalry responses, t(19)¼ 1.16, p¼
0.26, 95% CI [�0.08, 0.29], or initial response duration,
t(19) ¼�0.09, p ¼ 0.93, 95% CI [�0.44, 0.40].

Discussion

Here, we provide the first demonstration that
recently, passively formed statistical associations be-
tween sounds and images impact what we initially see
when the visual environment is ambiguous. Specifically,
we found that a given image was more likely to be
initially perceptually selected and maintained in
awareness during binocular rivalry when it was
preceded (and accompanied) by its paired sound from
the exposure phase than by other sounds, indicating
that cross-modal statistical learning influenced which of
two competing images first reached conscious aware-
ness.

Formation of multisensory associations is a high-
level form of associative learning, requiring the
integration of very different types of sensory informa-
tion via potentially arbitrary mappings. Well-estab-
lished, explicit multisensory associations (following
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years of experience with the mapping) can bias the
perceptual interpretation of ambiguous stimuli (Y.-C.
Chen et al., 2011; Conrad et al., 2010; Kang & Blake,
2005; Sekuler, Sekuler, & Lau, 1997). Our findings
demonstrate that even brief, passive exposure to novel
arbitrary multisensory pairings influences visual per-
ceptual selection. Our experimental procedures pro-
vided tight control over the associations that were
formed as well as the timescale of learning, allowing us
to directly link perceptual changes to rapid associative
learning. A surprisingly brief (8-min) exposure was
sufficient to observe these effects, indicating that cross-
modal associative learning can continually update
perceptual experience.

A recent paper (Einhäuser et al., 2017) reported
effects of AV learning on the perceptual dominance of
a grating during binocular rivalry as measured using
optokinetic nystagmus. However, there are several
critical differences between the learning procedures
employed by Einhäuser et al. (2017) and in our study.
First, we used a passive statistical learning paradigm
(with no task during the exposure phase) whereas
Einhäuser et al. induced associations using explicit
training during exposure (subjects performed a go/no-
go task in which they responded whenever the trained
stimulus pair appeared and were required to achieve
near-perfect accuracy). Our subjects, on the other hand,
were not explicitly told about the pairings (or even that
there were pairings), and as a group, they did not

demonstrate strong explicit knowledge of the pairings
as assessed by the recognition test. Second, Einhäuser
et al.’s participants received substantially more expo-
sure to the associated items: their training phase was
longer (20 min vs. 8 min) and included fewer paired
items (two colors with two pitches vs. three images and
three sounds) with no neutral, nonassociated stimuli.
Notably, their observers experienced between 192 and
240 repetitions of each multisensory pairing in total
across multiple learning phases versus our 30 total
repetitions per pairing.

Although we found that performance on the
recognition test was significantly correlated with the
effects of learning on initial response duration, a
within-subject comparison yielded no significant dif-
ference between the initial response durations of each
participant’s most explicitly learned versus least ex-
plicitly learned pair. One explanation for this apparent
discrepancy is that the between-subjects correlations
captured individual differences in participants’ overall
learning ability, which may have influenced both
implicit and explicit learning whereas the within-subject
comparisons reflect relative differences across learned
stimulus pairs within the same learner. Our results are
also consistent with possible contributions of both
implicit and explicit learning to participants’ above-
chance performance on the recognition memory test.
Thus, further research (possibly involving additional
explicit learning measures, including tests of free recall)

Figure 4. Relationship between recognition memory and effects of cross-modal learning on the (a) proportion and (b) duration of

initial rivalry responses. Each point represents data from a single subject. Dotted lines indicate no effects of cross-modal learning (i.e.,

horizontal line indicates no effect of learning on rivalry and vertical line indicates chance performance on the recognition test). N¼
20.
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is needed to clarify the relative influences of explicit and
implicit learning on perceptual selection.

The facilitative effect of statistical learning on
binocular rivalry that we report here, in which an
associated sound at the onset of rivalrous stimulus
presentation influences initial visual competition, is
consistent with previous evidence of influences of
predictive information on perceptual selection (re-
viewed in Panichello, Cheung, & Bar, 2013). For
example, briefly seeing an image increases its likelihood
of being subsequently perceived during rivalry (Bras-
camp, Knapen, Kanai, van Ee, & van den Berg, 2007)
as can merely imagining an image prior to rivalry
(Pearson, Clifford, & Tong, 2008) or maintaining a
‘‘perceptual memory’’ trace of a dominant image across
temporal gaps in stimulus presentation (X. Chen & He,
2004; Leopold, Wilke, Maier, & Logothetis, 2002). In
addition, a grating is more likely to be initially selected
during rivalry when the rivalrous pair is immediately
preceded by a stream of rotating gratings whose motion
trajectory predicts that grating (Attarha & Moore,
2015; Denison et al., 2011).

Statistical learning of natural image sequences has
recently been found to reduce perceptual selection of
statistically predicted images (Denison et al., 2016), an
effect of visual statistical learning that is the opposite of
what we found here for AV pairing. Differences
between these studies include within-modality versus
cross-modal associations, sequential versus concurrent
presentation of the associated stimuli, and the use of
complex natural images versus simpler geometric
stimuli. Further studies are required to test the relative
contributions of each of these factors to the effects of
statistical learning on rivalry.

Although a few studies have demonstrated the
impact of recent cross-modal learning on visual motion
perception (Kafaligonul & Oluk, 2015; Teramoto,
Hidaka, & Sugita, 2010), these studies did not
manipulate the probability of AV pairings in a
statistical learning paradigm or investigate perceptual
selection from multiple stimuli competing for conscious
awareness. Learning to associate a neutral face with
negative gossip enhances dominance of that face during
rivalry (Anderson, Siegel, Bliss-Moreau, & Barrett,
2011), but this effect is likely mediated by social and
emotional saliency and not by multisensory learning
per se. Our study is therefore the first to demonstrate
that the process of selecting visual information for
awareness is continually updated by new, passively
learned statistical information regarding the relation-
ships between images and sounds in our environment.

Although the effects we observed are reliable, they
are small in magnitude and may require sensitive
psychophysical measures or particular stimuli to
observe. For instance, previous studies have shown that
associative learning of arbitrary AV mappings—be-

tween a particular direction of 3-D rotation of a Necker
cube and either auditory pitch (Haijiang, Saunders,
Stone, & Backus, 2006) or mechanical sound identity
(Jain, Fuller, & Backus, 2010)—did not bias visual
perceptual interpretation of the Necker cube. Future
studies should attempt to reconcile the effectiveness of
multimodal statistical learning in biasing perceptual
selection during binocular rivalry (as shown here and in
Einhäuser et al., 2017) but not during Necker cube
viewing. Possible explanations include differences
between mapping sounds to images that are distinct
enough to be represented as separate objects (rivalry
studies) versus images that provide competing per-
spectives on the same object (Necker cube studies) and
differences between auditory influences on interocular
visual competition versus perceptual selection of
bistable stimuli that are binocularly congruent.

As organisms gather information about the statistics
of the natural world through sensory experience, they
form and hone associations between sounds and
images. The consistency of relationships between
particular sounds and images in the environment
modulates these associations, influencing the likelihood
of predicting the presence of one stimulus based on the
occurrence of another. For example, when we see a
brown, furry animal far in the distance, as soon as we
hear it bark, we are relieved to know it is more likely to
be a dog than a bear. Our results show that rapid
probabilistic learning can transform arbitrarily linked
object features in different sensory modalities into
automatic associations that can in turn shape percep-
tion and help resolve visual ambiguity.

In conclusion, we demonstrate that arbitrary asso-
ciations between sounds and images that are acquired
through brief passive statistical learning bias subse-
quent visual perceptual selection during binocular
rivalry. These results suggest that statistical informa-
tion about recently experienced patterns of sounds and
images helps resolve ambiguities in sensory information
by influencing competitive interactions between visual
representations.

Keywords: statistical learning, multisensory
integration, binocular rivalry, perceptual selection,
conscious awareness
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