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 HIV/AIDS, malaria, and tuberculosis are the world’s three deadliest 

infectious diseases of humans, often referred to as the ‘Big Three’. Together, 

they are responsible for more than 10% of all the deaths worldwide each year.  

What is perhaps most worrisome is the fact that the current therapies that treat 



 

 xxi 

these conditions are losing their efficacy due to the emergence of antimicrobial 

drug resistance.  Accordingly, research is urgently needed to address the 

growing problem of drug resistance and to help drive the development of novel 

therapeutics.  In the first chapter of this doctoral dissertation, three strategies 

to combat drug resistance are discussed: 1. developing therapeutics that 

target host-derived factors, 2. identifying new antimicrobial inhibitors, and 3. 

investigating host-pathogen biology using systems analysis. Examples of 

research utilizing these strategies are discussed in the following chapters, with 

a particular focus on two of the “Big Three” pathogens, HIV-1 and the malaria 

parasite, Plasmodium. The identification and characterization of a novel host 

factor that regulates HIV-1 reverse transcription is described in Chapter 2. In 

Chapter 3, the development of a high-throughput phenotypic assay to identify 

novel antimalarial drugs is discussed, and in Chapter 4, a broad review of 

systems biology-based research of host-parasite interactions (with an 

emphasis on Plasmodium) is included.  The Appendix includes preliminary 

data and future directions for systems biology research aimed at 

understanding Plasmodium liver-stage development. Through the combination 

of these scientific efforts, we will surely strength our position in the ongoing 

battle against antimicrobial drug resistance.  

 



 

 1 

1. Introduction 

1.1. The “Big Three”  

The three deadliest infectious diseases of humans include HIV/AIDS, 

malaria, and tuberculosis. Together, they cause millions of deaths per year 

and substantial morbidity, socioeconomic decline, and suffering for over a 

billion more people.  Accordingly, these diseases are often referred to as the 

“Big Three” (Bourzac, 2014). Despite recent funding efforts from many global 

health organizations such as the Bill and Melinda Gates Foundation, the 

Welcome Trust, and the Global Fund to Fight AIDS, Tuberculosis, and Malaria, 

we are still a long way from developing a cure for these deadly infections. 

Although HIV/AIDS, malaria, and tuberculosis are caused by very 

different pathogens (a virus, a parasite, and a bacterium, respectively), these 

infectious diseases share common characteristics that contribute to their 

growing lethality: 1.lack of effective vaccines, 2. no natural immunity, and 3. 

latency and reoccurrence (Bourzac, 2014).  Of urgent importance is the 

increasing report of drug resistance emerging to all of these microbes, 

threatening to undermine current treatment regimes. For example, close to 

10% of HIV-1 patients are now infected with a strain of drug-resistant virus in 

high-income countries (Wittkop et al., 2011), and data suggests that as access 

and
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distribution of first-line antiretroviral therapies (ART) continues to increase in 

low-income countries, so will HIV-1 drug resistance (WHO, 2015). Likewise, 

malaria parasite drug resistance to nearly all of the current antimalarial drugs 

has been reported worldwide (Cui et al., 2015; Flannery et al., 2013), and 

infection with multi-drug resistant (MDR) Mycobacterium tuberculosis (Mtb) is 

becoming increasingly more common each year (Keshavjee and Farmer, 

2012). New research is therefore needed in order to counteract antimicrobial 

drug resistance to the “Big Three”. 
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1.2. Strategies to fight antimicrobial drug resistance 

1.2.1. Targeting host factors 

 An attractive strategy to circumvent antimicrobial drug resistance is to 

develop therapeutics that target host-derived factors essential for pathogen 

entry, survival, and replication, rather than targeting the pathogen directly. 

While rapidly mutating microbes evolve drug resistance at an impressive 

speed, humans evolve much more slowly and thus developing drugs that 

target host factors may slow the development of antimicrobial drug resistance. 

Accordingly, there has been an increasing effort to develop host-directed 

therapeutics for HIV/AIDS (Arhel and Kirchhoff, 2010), malaria (Prudencio and 

Mota, 2013), and tuberculosis (Hawn et al., 2015). 

A notable example of a successful host factor-directed therapy is the 

targeting of the HIV-1 co-receptor chemokine receptor 5 (CCR5), which 

inhibits viral entry. Maraviroc, the first FDA approved HIV-1 drug to target a 

host factor, is a CCR5 antagonist that was identified by high-throughput 

screening of a chemical library (Fatkenheuer et al., 2005). Other CCR5-

targeted therapies are currently in clinical trials (Gu and Chen, 2014).  

Moreover, patients with a naturally occurring deletion of CCR5 (Δ32) are 

highly protected from infection with HIV-1 (Dean et al., 1996; Samson et al., 

1996). Host-directed therapies have also been investigated for the treatment 

of infection with Mtb, including the disruption of the host signaling pathways 
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needed for replication in macrophages, as well as the inhibition of host factors 

involved in bacterial uptake and trafficking (Hawn et al., 2015). 

Various screening methods have been implemented in recent years in 

order to identify host factors necessary for microbial infection. These include 

both forward and reverse chemical genetic and traditional genetic approaches. 

High-throughput screening using RNA interference (RNAi) has been one of the 

most commonly used methods for identifying host factors. This is especially 

true in the HIV-1 field, where many siRNA genome-wide screens have been 

performed to identify host modulators of HIV-1 replication (Pache et al., 2011).  

Surprisingly, a meta-analysis of genome-wide HIV-1 host factor screens found 

limited overlap between screening hits (Bushman et al., 2009). Computational 

analysis later revealed that the limited overlap between these studies was 

primarily due to false negatives, rather than false positives, providing further 

evidence for the utility of RNAi screening approaches (Hao et al., 2013). Other 

concerns associated with the use of RNAi, such as off-target effects and gene 

essentiality, can now be addressed using recently developed CRISPR-Cas9 

genetic modification systems (Hsu et al., 2014).  Smaller scale siRNA screens 

targeting a more focused set of genes, such as kinases, have also been 

important for identifying host factors that regulate malaria (Prudencio et al., 

2008b) and tuberculosis (Jayaswal et al., 2010) pathogenesis. Likewise, 

knockdown of candidate host factors identified through other means can help 

elucidate cellular mechanisms controlling infection. 
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 One of the major criticisms of developing therapies that target host 

factors is the increased risk for host cellular toxicity. A major advantage of 

traditional pathogen-directed treatments is that the genetic divergence 

between host and pathogen limits adverse effects to the host. Therefore, 

researchers need to critically examine host responses both in vitro and in vivo 

when evaluating host-directed therapies.  This includes the assessment of 

cytotoxicity during initial high-throughput screening efforts (Bushman et al., 

2009), throughout clinical trials (Gulick et al., 2007) and even after 

pharmaceutical development (Manfredi et al., 2015). While toxicity may limit 

the efficacy of many host factor-directed candidate drugs, there have still been 

many very successful host-directed treatments. A notable example is the 

CCR5-directed therapies, which, as mentioned above, does not seem to 

significantly affect patient health (Manfredi et al., 2015). 

 While in theory host-directed therapies may provide a formidable barrier 

to the development of drug resistance, it should be noted that this does not 

mean that microbial drug resistance will not eventually develop to these 

treatments. In fact, there have been recent reports of pathogens evolving to 

bypass their dependency on host factors. For example, van der Schaar and 

colleagues have recently described viral escape mutants that have mutated to 

overcome the need for host phosphatidylinositol-4-phosphate (PI4P) and are 

consequently resistant to drugs known to inhibit host PI4KIIIβ kinase (van der 

Schaar et al., 2012). Resistance to Maraviroc has also been reported in strains 
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of HIV-1 through mutations in the viral envelope glycoprotein gp120 (Ratcliff et 

al., 2013). However, it is still very likely that the development of drug 

resistance to host factors will be a much slower process than to other drugs 

(Ruiz and Russell, 2012), and more research is therefore needed in order to 

understand these processes. With all of this in mind, it is generally agreed 

upon that the best strategy for developing new host-directed treatments is to 

integrate them into combination-based therapies.  For example, it has been 

recently demonstrated that treatment with Maraviroc improves patient 

outcomes when used in combination with standard ART therapies (Gulick et 

al., 2008). Other therapeutics involving host-factor targeting will likely also 

benefit from a combinatorial approach. 

1.2.2. Developing new antimicrobial drugs 

 Although antimicrobial drug resistance continues to escalate, the 

development of new antimicrobial agents remains relatively stagnant.  The 

excessive costs of pushing a new drug through the development pipeline ($70 

million just for phase III clinical trials), coupled with low profit margins and the 

risk of future drug resistance, prevents biotech and pharmaceutical companies 

from actively pursuing the development of anti-infective agents (Cooper and 

Shlaes, 2011).  Despite these challenges, there has been a tremendous effort 

by the academic community to identify new drugs to fight the “Big Three”.  The 

analysis of high-throughput screening data produced by these research 
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institutions is the essential first step towards the identification of novel 

chemical scaffolds with antimicrobial activity. 

 There are a number of different high-throughput drug screening 

strategies that have been successfully utilized to identify new antimicrobial 

agents. These strategies fall into two main categories: 1. phenotypic screens, 

and 2. target-based screens. Phenotypic screens assess the overall inhibitory 

activity of a chemical towards the pathogen in question, whereas target-based 

screens measure the specific activity of a chemical against a purified microbial 

target in vitro (Swinney, 2013) or in silico via virtual screening using protein 

docking programs (Bissantz et al., 2000). The use of target-based virtual 

screening is an attractive cost-effective option, and has been used to identify 

potential inhibitors of HIV-1 (Chang et al., 2010), Plasmodium spp. (the 

parasite that causes malaria) (Salzemann et al., 2007; Shah et al., 2015), and 

Mtb (Cho et al., 2008). While both approaches have their merits, there has 

been recent concern that target-based screening may not be as effective as 

originally thought. For example, there is evidence of pharmaceutical industry 

productivity decline coinciding with the introduction of target-based screening 

(Sams-Dodd, 2005). This may be coincidental, or may be due to 

underestimation of the complexity of microbial physiology that occurs when 

focusing on a single target (Sams-Dodd, 2005).  A newer approach, termed 

‘network pharmacology’, seeks to address this issue by exploiting systems-

biology to rationally design drugs that act on multiple proteins in a pathway 
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rather than a single target in isolation (Hopkins, 2008). Even so, there are a 

limited number of validated targets for some pathogens, such as Plasmodium, 

and thus forward-based screening approaches have the advantage of 

identifying inhibitors of uncharacterized targets.   

 There are a number of different types of chemical libraries that can be 

analyzed, regardless of the screening strategy.  To identify novel antimicrobial 

drugs while maximizing the chemical space, libraries consisting of diversity 

synthesis-oriented compounds (Tan, 2005) and natural products (Mishra and 

Tiwari, 2011) have been particularly useful.  On the other hand, it is extremely 

expensive to develop new classes of drugs; therefore, there has been a 

growing movement toward drug ‘repositioning’ or ‘repurposing’, where libraries 

of FDA-approved drugs can be screened for new uses. This strategy, besides 

being much more cost-effective, can also save time, as there is generally 

already a wealth of information about toxicity, dosing, and potential side 

effects (Savoia, 2015).  For example, the drug entecavir, which was originally 

approved for the treatment of chronic hepatitis B virus (HBV) infection, was 

found to inhibit HIV-1 at clinically relevant doses (McMahon et al., 2007). 

Additionally, a number of drugs that were initially developed to inhibit other 

pathogens have been found to be effective against Mtb, including 

fluoroquinolones, rifamycins, riminophenazines, oxazolidinones, and β-

lactams (Zumla et al., 2013).  One of the best examples of successful drug 

repurposing efforts is for the treatment of malaria, as many already approved 
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antibiotics are also effective against the parasite, including doxycycline, 

clindamycin, dapsone, and the sulphonamides (Andrews et al., 2014).  

A key objective during the development of new antimicrobials should be 

to generate compounds less prone to drug resistance. As an exciting example, 

researchers have recently identified a new antibiotic called teixobactin that 

seems to resist the development of drug resistance in cultures of 

Staphylococcus aureus and Mtb (Ling et al., 2015). Future research will surely 

shed light on the molecular mechanisms behind teixobactin’s efficacy and the 

specific properties that block drug resistance.  Another strategy that may slow 

drug resistance is the generation of ‘nanoantibitoics’, which can stay in the 

body longer, reduce acute toxicity, and lower development costs (Huh and 

Kwon, 2011). In addition, designing compounds that target specific stages of 

the pathogen that are less prone to the development of drug resistance is 

another desirable option. For example, it has been suggested that drugs 

targeting the liver-stage of malaria may be less prone to drug resistance 

(Delves et al., 2012). This is largely due to the fact that the asymptomatic liver-

stage represents a ‘bottleneck’ population of only a few thousand parasites, 

compared to the billions of blood-stage parasites that are able to evolve 

resistance much faster.  
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1.2.3. Using systems biology to understand host-pathogen interactions  

 Systems biology research has been a valuable weapon in the fight 

against antimicrobial drug resistance.   This relatively new field of biology, 

based on the generation of whole-cell or whole-organism high-throughput 

data, took off in the early 90s after the sequencing of the human genome 

(Venter et al., 2001).  The widespread use of the internet facilitated the 

deposition and distribution of newly generated large datasets (Schneider, 

2013). Since then, the post-genomic era has experienced a shift away from 

traditional ‘reductionist’ biology research, which analyzes complex biological 

processes by ‘reducing’ them into their simpler components, towards systems-

analysis, which generates biological understanding through the computational 

evaluation of system-wide datasets. Accordingly, systems biology has been 

fundamental to our understanding of the host-pathogen relationships that drive 

infection (Fruh et al., 2010).   

 The integration and interpretation of different types of large host-

pathogen datasets is critical in order to fully understand infection biology and 

the development of drug resistance. The major classes of ‘-omic’ methods 

include genomics, proteomics, and metabolomics, corresponding to the 

system-wide collection of DNA, protein, and metabolite information, 

respectively (Joyce and Palsson, 2006). The computational analysis of this 

‘big data’ is fundamental to systems biology (Durmus et al., 2015). 

Consequently, collaborations between the ‘wet’ and ‘dry’ biology labs (bench 
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science and computer science, respectively) have greatly facilitated host-

pathogen systems biology research.   

The systems-level analysis of large ‘–omic’ datasets has led to the 

identification and characterization of novel antimicrobial drug targets and 

pathways.  This is especially important for pathogens with complex organismal 

biology, such as bacteria and parasites. For example, the in silico 

reconstruction of the Mtb metabolic network from publically available ‘-omic’ 

host-pathogen data has revealed a list of alternative drug targets to consider 

when developing new treatments for tuberculosis (Jamshidi and Palsson, 

2007).  Additionally, systems-based analyses have uncovered important 

parasite processes that may be targeted by new therapeutics, as reviewed in 

Chapter 4.  

 Furthermore, systems-based analyses have been the driving force 

behind the identification of novel host factors.  Functional genomic techniques, 

including both forward and reverse genetic strategies (such as by chemical 

mutation or by siRNA screening, respectively), have been especially useful, as 

discussed in the previous section. The computational analysis of candidate 

host factors arising from primary screens has revealed complex host-pathogen 

interaction networks, including pathways critical for pathogen survival and 

replication (Bushman et al., 2009). These biological processes may include 

desirable drug targets.  
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Finally, systems biology has began to uncover the molecular 

mechanisms that lead to the development of pathogen drug resistance.  By 

artificially selecting for drug resistant pathogens in the lab and whole genome 

sequencing the resulting mutants (compared to their respective parent strain), 

researchers are able to pinpoint specific mutations that may confer drug 

resistance. This strategy has been highly successful for many pathogens, 

especially Plasmodium spp., which have large, complex, and relatively 

uncharacterized genomes (Meister et al., 2011; Rottmann et al., 2010; Sidhu 

et al., 2002).  Similarly, whole-genome analysis of drug resistant pathogens 

from patients ex vivo has revealed a number of putative drug resistance genes 

(Ariey et al., 2014; Dharia et al., 2010). 
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1.3. Summary 

 The spread of antimicrobial drug resistance to the ‘Big Three’ 

pathogens (HIV, Plasmosium spp., and Mtb) is a serious threat to human 

health that warrants immediate attention. These three microbes are currently 

responsible for over 10% of all of the deaths worldwide each year, and if drug 

resistance continues to increase, this statistic is sure to escalate.  We are 

already experiencing microbial infections that defy all currently approved 

treatments, therefore new research is urgently needed in order to develop new 

therapeutics. Several strategies have been particularly successful in the fight 

against drug resistance, including the characterization of host factors, 

identification of new antimicrobial drugs, and analysis of host-pathogen 

systems biology. In this dissertation, specific examples of each of these 

general approaches will be discussed. Chapter 2 describes the identification 

and characterization of a novel HIV-1 host factor that was found to regulate an 

important step during retroviral reverse transcription in monocyte-derived 

macrophages.  In Chapter 3, an improved assay for the high-throughput 

identification of drugs that inhibit malaria liver-stage development is 

introduced, and the screening results from several chemical libraries are 

described. Finally, Chapter 4 includes a review of systems biology research of 

host-parasite interactions, and the Appendix includes preliminary data and 
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future directions for several systems biology-based projects that investigate 

Plasmodium liver-stage development. 
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2. Cytosolic sulfotransferase 1A1 regulates HIV-

1 minus-strand DNA elongation in primary 

human monocyte-derived macrophages 

2.1. Abstract 

The cellular sulfonation pathway modulates key steps of virus 

replication. This pathway comprises two main families of sulfonate-conjugating 

enzymes: Golgi sulfotransferases, which sulfonate proteins, glycoproteins, 

glycolipids and proteoglycans; and cytosolic sulfotransferases (SULTs), which 

sulfonate various small molecules including hormones, neurotransmitters, and 

xenobiotics. Sulfonation controls the functions of numerous cellular factors 

such as those involved in cell-cell interactions, cell signaling, and small 

molecule detoxification. We previously showed that the cellular sulfonation 

pathway regulates HIV-1 gene expression and reactivation from latency. Here 

we show that a specific cellular sulfotransferase can regulate HIV-1 replication 

in primary human monocyte-derived macrophages (MDMs) by yet another 

mechanism, namely reverse transcription.  

MDMs were derived from monocytes isolated from donor peripheral 

blood mononuclear cells (PBMCs) obtained from the San Diego Blood Bank.  

After one week in vitro cell culture under macrophage-polarizing conditions, 
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MDMs were transfected with sulfotranserase-specific or control siRNAs and 

infected with HIV-1 or SIV constructs expressing a luciferase reporter.  

Infection levels were subsequently monitored by luminescence.  Western 

blotting was used to assay siRNA knockdown and viral protein levels, and 

qPCR was used to measure viral RNA and DNA products. 

We demonstrate that the cytosolic sulfotransferase SULT1A1 is highly 

expressed in primary human MDMs, and through siRNA knockdown 

experiments, we show that this enzyme promotes infection of MDMs by single 

cycle VSV-G pseudotyped human HIV-1 and simian immunodeficiency virus 

vectors and by replication-competent HIV-1.  Quantitative PCR analysis 

revealed that SULT1A1 affects HIV-1 replication in MDMs by modulating the 

kinetics of minus-strand DNA elongation during reverse transcription.   

These studies have identified SULT1A1 as a cellular regulator of HIV-1 

reverse transcription in primary human MDMs. The normal substrates of this 

enzyme are small phenolic-like molecules, raising the possibility that one or 

more of these substrates may be involved. Targeting SULT1A1 and/or its 

substrate(s) may offer a novel host-directed strategy to improve HIV-1 

therapeutics. 
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2.2. Introduction 

 Host cellular machinery is exploited to facilitate all steps of HIV-1 

replication. A new paradigm in the treatment of HIV-1 infection is to target 

these so-called host-derived dependency factors, as exemplified by CCR5 

coreceptor antagonists (Fatkenheuer et al., 2005). By contrast to the existing 

classes of direct-acting antivirals (DAAs) that target viral proteins, host-

directed therapies may be less prone to the development of viral drug 

resistance and offer the potential for broader spectrum therapeutics (Law et 

al., 2013; Schwegmann and Brombacher, 2008).  Therefore, there is currently 

a great deal of interest in better understanding the roles played by cellular 

factors and pathways during HIV-1 replication (Brass et al., 2008; Bushman et 

al., 2009; Konig et al., 2008; Yeung et al., 2009; Zhou et al., 2008).  

 The cellular sulfonation pathway was first shown to play a key role in 

regulating HIV-1 infection at the level of cellular entry (Choe et al., 2003; 

Farzan et al., 1999; Mondor et al., 1998; Roderiquez et al., 1995; Seibert et al., 

2002). Previously, we uncovered another role for this pathway, demonstrating 

that it regulates retroviral transcription (Bruce et al., 2008). In that study, a 

forward genetic screen implicated two specific bi-functional 3’-

phosphoadenosine-5’phosphosulfate (PAPS) synthetase enzymes, PAPSS1 

and PAPSS2, as being important for retroviral replication (Bruce et al., 2008).  

These proteins catalyze two enzymatic steps to generate PAPS, the high-
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energy sulfonate-donor used in all cellular sulfonation reactions (Klaassen and 

Boles, 1997).  This specific effect was demonstrated using two different 

inhibitors of the sulfonation pathway: chlorate, a substrate analog of sulfate 

that blocks PAPS formation; and guaiacol, a sulfotransferase substrate mimic 

(Bruce et al., 2008; Hortin et al., 1988). In addition, we have recently shown 

that treatment with these chemical inhibitors significantly blocks HIV-1 

reactivation from latency in a primary human CD4+ T cell model and in 

established cell lines where latency is maintained by diverse regulatory 

mechanisms (Murry et al., 2014).  

 The cellular sulfonation system consists of a family of sulfotransferase 

enzymes that are responsible for sulfonate transfer within the cell (Chapman 

et al., 2004).  These proteins catalyze the transfer of a sulfuryl group (SO3
-) 

from PAPS to a hydroxyl or amino-group on an acceptor molecule.  

Sulfotransferases are organized into two main sub-families: the Golgi and 

cytosolic sulfotransferases.  The Golgi sulfotransferases are membrane bound 

enzymes that sulfonate cell surface proteins, carbohydrates, proteoglycans, 

and glycoproteins, while the cytosolic sulfotransferases are cytoplasmic 

enzymes that sulfonate endogenous hormones, neurotransmitters, and small 

metabolites as well as exogenous xenobiotics (Figure 2.2A).  Cell surface 

sulfonation is necessary during normal homeostatic processes such as 

lymphocyte homing and cellular signaling (Hemmerich and Rosen, 2000; 

Kawashima et al., 2005; Kramer and Yost, 2003; Nadanaka et al., 2008).  
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Cytoplasmic sulfonation of metabolites by the cytosolic sulfotransferases 

(SULTs) generally leads to their inactivation, detoxification, and/or 

bioactivation (Allali-Hassani et al., 2007; Falany, 1997; Gamage et al., 2006; 

Glatt, 2000; Hildebrandt et al., 2007).  Here we show that one of these 

cytosolic sulfotransferases, SULT1A1, regulates HIV-1 reverse transcription in 

MDMs, increasing our knowledge of the roles played by cellular factors in 

regulating HIV-1 reverse transcription  
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2.3. Results 

2.3.1. Human cytosolic sulfotransferase 1A1 is highly expressed in 

primary human monocyte-derived macrophages 

To determine if any of the 12 known cytosolic SULTs might play a role 

in regulating HIV-1 infection, we first compared their relative expression levels 

in the two physiologically relevant cell types, primary human CD4+ T cells and 

primary monocytic cells. We employed the publically available mRNA 

expression database Bio-GPS (Wu et al., 2009a).  This analysis revealed a 

strikingly high level of SULT1A1 mRNA in CD14+ monocytes as compared to 

other cell types including CD4+ T cells  (Figure 2.1).  Although SULT1A1 was 

previously found to be important in tissues such as the liver, brain, kidney, and 

gastrointestinal tract, little or nothing is known about its role in immune cells 

(Riches et al., 2009; Salman et al., 2009; Teubner et al., 2007). MDM-selective 

expression was confirmed by immunoblot analysis of protein lysates obtained 

from primary human CD4+ T cells and MDMs.  In agreement with the mRNA 

expression data, SULT1A1 was highly expressed in MDMs. However, 

SULT1A1 protein expression was undetectable in resting or activated CD4+ T 

cells (Figure 2.2B).   
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2.3.2.  SULT1A1 knockdown decreases retroviral infection in MDMs  

 To test if SULT1A1 plays a role during retroviral infection in MDMs, 

siRNA knockdown was used to reduce the levels of this protein (Figure 2.3A). 

Three distinct SULT1A1-targeting siRNAs (#1-3) each reduced SULT1A1 

protein levels by 70-80% at 96 hours post-transfection as compared to a 

control (scrambled sequence) siRNA (Figure 2.3B and Figure 2.3C middle 

panel). Each of the 3 SULT1A1 siRNAs also reduced the levels of infection 

seen with a VSV-G-pseudotyped HIV-1 NL43 virus vector as judged by 

monitoring expression of the firefly luciferase reporter enzyme from the viral 

genome (Connor et al., 1995). Knockdown of SULT1A1 expression with 

SULT1A1 siRNAs 1, 2, or 3 resulted in a decrease in HIV-1 reporter gene 

expression by 50% (p<0.005), 76% (p<0.0005), and 57% (p<0.005), 

respectively (Figure 2.3C, left panel).  None of the siRNAs used significantly 

impacted cell viability (Figure 2.3C, right panel). The fact that all three 

SULT1A1-directed siRNAs reduced viral gene expression following infection 

strongly argues against an indirect off-target effect being responsible for this 

effect.  

To test if SULT1A1 could also influence infection by the related simian 

immunodeficiency virus, SULT1A1 siRNA-treated and control siRNA-treated 

MDMs were infected with a VSV-G-pseudotyped SIVagm virus vector 

encoding firefly luciferase (Figure 2.3D) (Mariani et al., 2003).  As for HIV-1, 

RNAi-mediated knockdown of SULT1A1 directly correlated with a significant 
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reduction in expression of the virus-encoded reporter enzyme, with an average 

of 85% inhibition (p<0.0005) (Figure 2.3D, left panel).  

To further validate the role of SULT1A1 during HIV-1 infection, we next 

investigated the impact of knocking down expression of this protein on 

infection of MDMs by replication-competent HIV-1. MDMs that were 

transfected with control siRNA or with SULT1A1-siRNA#2 were challenged 

with the replication-competent CCR5-tropic HIV-1 Env+ JM1186 virus 

encoding Renilla luciferase (Bjorndal et al., 1997; Munch et al., 2007) and 

luciferase expression was assayed three days post infection (Figure 2.4A). 

SULT1A1 knockdown was associated with a significant inhibition of virus-

encoded luciferase expression in MDMs derived from multiple donors without 

affecting cell viability (Figure 2.4).  Transfection of these cells with SULT1A1 

siRNA #2 resulted in an average 72% decrease in HIV-1 reporter expression 

compared to control (p<0.0005) (Figure 2.4, left panel).  Taken together, these 

results demonstrate that SULT1A1 is important for efficient virus gene 

expression following infection of MDMs with single cycle HIV-1 and SIV 

vectors and with replication-competent HIV-1.   

2.3.3.  SULT1A1 regulates HIV-1 reverse transcription 

 To determine the step in HIV-1 replication that is influenced by 

SULT1A1, we monitored the effect of SULT1A1 siRNA #2 on early steps of 

virus replication at 24 hours post-infection.  The VSV-G-pseudotyped HIV-1 
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vector was used for these studies to avoid multiple cycles of virus infection 

confounding the interpretation of the results. Quantitative PCR methods were 

used to monitor viral DNA and RNA products, focusing specifically upon 

spliced viral RNAs.  These RNAs are produced de novo in infected cells and 

thus, are clearly distinguished from the large amounts of input unspliced viral 

genomic RNA that are present in these cells due to efficient virus uptake. 

Immunoblotting was used to monitor the expression levels of two independent 

viral proteins (Vpu and Vif), that are produced from spliced HIV-1 mRNA 

transcripts.   

 These studies revealed that SULT1A1 had no effect upon the levels of 

early reverse transcription products (defined as those generated prior to 

minus-strand DNA transfer) (Figure 2.5A, left panel). By contrast, knockdown 

of SULT1A1 was associated with a reduction (58%, p<0.0005) in the levels of 

late reverse transcription products (defined here as those generated 

subsequent to minus-strand DNA transfer) (Figure 2.5A, right panel).  

Consistently, SULT1A1 knockdown in MDMs was associated with a 72% 

reduction in levels of HIV-1 multiply spliced RNA (forward and reverse primers 

span the first and second exons of Tat/Rev, respectively (p<0.0005) (Figure 

2.5B).  Furthermore, SULT1A1 knockdown was also correlated with a 70% 

reduction in the levels of both the HIV-1 Vif and Vpu proteins (p<0.0005) 

(Figure 2.5C-D).  Taken together, these results indicate that the predominant 

effect of SULT1A1 on HIV-1 replication is at the level of viral DNA synthesis.  
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 2.3.4. SULT1A1 influences the kinetics of HIV-1 minus-strand DNA 

elongation 

In order to determine the specific stage of HIV-1 reverse transcription 

that is influenced by SULT1A1, MDMs were transfected with SULT1A1-

specific or control siRNA prior to infection with VSV-G pseudotyped NL43-Luc 

HIV-1 vector and DNA was isolated at different time points post-infection 

(ranging from 8-24 hours). The relative abundance of different length reverse 

transcription products was then measured using a series of oligonucleotide 

primers that were used to amplify different regions of HIV-1 DNA (labeled in 

order of appearance as follows: ERT, U3-R, 2 KB, 4KB, 8 KB, LRT (Figure 

2.6A).  

Consistent with our previous result (Figure 2.5), the abundance of early 

reverse transcription products (ERT and U3-R) was largely the same in both 

SULT1A1 siRNA transfected and control transfected cell populations (Figure 

2.6B all panels). By contrast, there was a marked reduction of DNA products 

longer than 2 kb in length at 8 hours post-infection in cells deficient in 

SULT1A1 (Figure 2.6B, left panel). The defect in 2 kb products was less 

pronounced at 16 hours post-infection and was not evident at 24 hours post-

infection (Figure 2.6B). Similarly the defect in the level of 4 kb products was 

less pronounced at 24 hours as compared with 16 hours post-infection. The 

defect seen in the levels of longer 8 kb and LRT products was not overcome in 

the 24-hour time frame. Taken together, these results show that SULT1A1 
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knockdown is associated with a decreased progression of reverse 

transcription, a result that is consistent with this enzyme playing an important 

role during the kinetics of viral minus strand DNA elongation.  
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2.4. Discussion 

 This study demonstrates that the cellular sulfotransferase SULT1A1 

regulates HIV-1 reverse transcription in primary human monocyte-derived 

macrophages (MDMs).  We showed that SULT1A1 is highly expressed in 

MDMs and that RNAi-mediated depletion of SULT1A1 in these cells results in 

a significant reduction in the kinetics of minus-strand DNA elongation during 

HIV-1 reverse transcription.   

 The synthesis of HIV-1 proviral DNA from the viral RNA genome is 

heavily regulated by cellular factors; however, only a small number of these 

factors have been well characterized to date (Arhel and Kirchhoff, 2010; 

Friedrich et al., 2011; Goff, 2007; Warren et al., 2009).  These proteins include 

SAMHD1, which blocks reverse transcription in myeloid cells and resting 

CD4+ T cells by hydrolyzing dNTPs and/or degrading viral RNA (Baldauf et al., 

2012; Hrecka et al., 2011; Laguette et al., 2011; Ryoo et al., 2014), and 

APOBEC3G, which deaminates cytidine to uridine resulting in hypermutation 

during DNA synthesis (Sheehy et al., 2003; Yu et al., 2003).  In addition, other 

factors have been shown to affect the kinetics of viral DNA synthesis (Konig et 

al., 2008).  Thus, the studies described in this report extend our understanding 

of the roles of cellular factors in regulating this key step of retroviral replication.  

This novel role for SULT1A1 in the regulation of retroviral reverse transcription 

also adds to our growing knowledge about the diverse roles that the 
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sulfonation pathway plays in the retroviral life cycle.  For example, 

tyrosylprotein sulfotransferases 1 and 2 (TPST1 and TPST2) are Golgi 

sulfotransferases that sulfonate N-terminal tyrosine residues of CCR5 and 

enable efficient cellular entry of R5-tropic viruses (Choe et al., 2003; Farzan et 

al., 1999; Seibert et al., 2002).  It has also been demonstrated that HIV-1 

binds to sulfonated proteoglycans on cell surfaces (Mondor et al., 1998; 

Roderiquez et al., 1995).  In addition, we previously showed that PAPSS 

deficiency or treatment of cells with the sulfonation pathway inhibitors chlorate 

and guaiacol blocked HIV-1 de novo gene expression from the viral LTR 

promoter, and more recently we showed that these inhibitors also block HIV-1 

reactivation from latency (Bruce et al., 2008; Murry et al., 2014). Taken 

together, these observations demonstrate the importance of the sulfonation 

pathway at multiple steps of HIV-1 replication. It will be important for future 

studies to determine which sulfotranserase(s) regulate HIV-1 infection and 

reactivation from latency in CD4+ T cells, as SULT1A1 does not appear to be 

expressed at the protein level in these cells and control has been 

demonstrated at level of transcription, not reverse transcription, upon 

treatment with chlorate and guaiacol. 

 SULT1A1 is highly polymorphic within the human population, with both 

genetic polymorphisms and copy number variation conferring different levels 

of enzymatic activity (Hebbring et al., 2007; Ning et al., 2005; Yu et al., 2010).  

Moreover, SULT1A1 variation has been linked to a number of diseases such 
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as cancer (Nowell et al., 2004; Tang et al., 2003; Wang et al., 2002; Zheng et 

al., 2003), heart disease (O'Halloran et al., 2009), and inflammatory bowel 

disease (Imielinski et al., 2009). Consequently, we are now seeking to 

determine if there is a correlation between SULT1A1 variability and HIV-1 

susceptibility and/or AIDS disease progression.  

Further investigation will be aimed at determining if SULT1A1 acts on 

HIV-1 through a substrate-dependent or -independent mechanism. It is 

possible that SULT1A1 may act independently of substrate by directly 

modifying viral proteins (such as reverse transcriptase).  If the sulfonation of a 

specific SULT1A1 substrate is required, on the other hand, then identification 

of that substrate will be critical for understanding the underlying mechanism 

involved.  
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2.5. Conclusions 

 In summary, we demonstrated that a human cytosolic sulfotransferase, 

SULT1A1, regulates HIV-1 reverse transcription in human monocyte-derived 

macrophages (MDMs).   We showed that SULT1A1 is highly expressed in 

primary human monocytes and MDMs. RNAi-knockdown of SULT1A1 in 

MDMs leads to a substantial decrease in infection by both pseudotyped and 

replication-competent HIV-1 vectors, as well as by a SIVagm vector. 

Quantitative PCR analysis revealed that this effect is associated with a defect 

in minus-strand DNA elongation during HIV-1 reverse transcription.  These 

results support the idea that SULT1A1 is a novel HIV-1 host factor in MDMs, 

and suggest that targeting SULT1A1 or its substrate may lead to improved 

HIV-1 therapies. 
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2.7. Materials and Methods 

2.7.1. Reagents 

 AllStars Negative control and SULT1A1 Flexitube siRNAs were 

obtained from Qiagen, reconstituted at 20μM in water, and stored at -20°C 

until use. Cell viability was assayed using Cell Titer-Glo reagent and luciferase 

activity was measured using Bright-Glo reagent according to the 

manufacturer’s instructions (Promega). 

2.1.2. SULT mRNA expression analysis 

 The expression level for each cytosolic sulfotransferase in CD4+ T cells 

and CD14+ monocytes was derived from publically available expression data 

from BioGPS (Wu et al., 2009a), and normalized to the median expression of 

that sulfotransferase in all tissues tested. 

2.7.3. Peripheral blood mononuclear cells 

 Human donor buffy coats and LRS-WBC (white blood cells isolated in 

the Leuko-Reduction system via Terumo BCT Trima Automated Collection 

System) samples were collected from anonymous healthy donors and 

obtained from the San Diego Blood Bank.  Written informed consent for the 

use of buffy coats and LRS samples for research purposes was obtained from 

the donors by the San Diego Blood Bank.  Samples are routinely tested for the 

presence of HIV-1 antibodies and all samples used in the study are confirmed 
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HIV-1 negative.  Peripheral blood mononuclear cells (PBMCs) were isolated 

from these samples by Ficoll density gradient centrifugation.  Briefly, buffy 

coats and LRS samples were diluted in RPMI, layered over Ficoll (Ficoll-

Paque Plus, GE Healthcare), and centrifuged at 1850 rpm for 25 minutes 

without brakes.  Cells at the interface were removed and washed twice in 

RPMI.  Platelets were then removed by a final spin at 800 rpm without brakes.  

The cells were counted and resuspended at a density of 25x106 cells/ml in 

FBS supplemented with 10% DMSO, transferred to -80°C at least overnight, 

and then to liquid nitrogen for long-term storage. 

2.7.4. CD4+ T cells 

 PBMCs were thawed in RPMI, washed, and CD4+ T cells were isolated 

using CD4+ negative selection magnetic bead isolation (EasySep Human 

CD4+ T cell enrichment kit, StemCell Technologies).  Resting CD4+ T cells 

were lysed directly after separation, and the remaining CD4+ T cells were 

activated using CD3/CD28 beads for three days (Dynabeads Human T-

Activator CD3/CD28, Life Technologies).  CD4+ T cells were resuspended at 

2x106 cells/100μl 1X LDS lysis buffer (Invitrogen), diluted 1:3, and 10µl lysate 

was loaded onto a gel 4-12% Bis-Tris gel for immunoblot analysis. 

2.7.5. Monocyte-derived macrophages 

 PBMCs were thawed in RPMI, washed, and CD14+ monocytes were 

isolated using CD14 positive selection magnetic cell sorting according to the 



33 

 

manufacturer’s instructions (Easy Sep Human CD14 Positive Selection kit, 

StemCell Technologies).  CD14+ monocytes were plated at 5x106 cells per 

10cm polypropylene petri dish (Fisher) in RPMI 1640 medium (Gibco-BRL) 

supplemented with 10% Human AB Serum (Sigma), 50 U/ml penicillin, 50 

μg/ml streptomycin, 10 mM HEPES, sodium pyruvate, and 20 ng/ml 

recombinant human M-CSF (Peprotech).  Fresh media without cytokine was 

added after 3-4 days, and by day 7 the MDMs were fully differentiated.   

2.7.6. siRNA transfection 

 MDMs were washed with PBS, treated with Accutase (Stem Pro 

Accutase Cell Dissociation Reagent, Life Technologies) at 37°C for 30 

minutes, and dissociated by gentle pipetting.  Cells were transfected with 

siRNA using the NEON electroporation system (Life Technologies) according 

to the manufacturer’s instructions.  Briefly, 1.5x105 MDMs were mixed with 3μl 

20μM siRNA in a 10μl final reaction volume, electroporated with 2 pulses of 

1500V for 20ms, and then transferred to 500μl pre-warmed RPMI 10% human 

serum without antibiotics in a 48 well plate and allowed to recover for 4 days.  

At 4 days post transfection, samples were assayed for protein knockdown by 

immunoblot. Samples with <60% SULT1A1 knockdown and/or <65% cell 

viability were not used in the analysis.   
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2.7.7. Viruses and infection 

 The HIV-1 NL43-Luc and SIVagm plasmids were obtained from Ned 

Landau (Connor et al., 1995; Mariani et al., 2003). HIV-1 Env+ JM1186-Rluc 

plasmid was made by Sumit Chanda’s lab by cloning the V3 loop of Gp120 

from isolate 92TH014 (Bjorndal et al., 1997) and Renilla luciferase reporter 

into pBR-NL43-IRES-eGFP (Munch et al., 2007). VSV-G pseudotyped NL43-

Luc HIV-1 and Env+ JM1186-Rluc HIV-1 viruses were produced by transient 

transfection of 293T cells by the Salk viral vector core, and VSV-G-

pseudotyped SIVagm-Luc was produced in a similar method as previously 

described (Konig et al., 2007). HIV-1 and SIVagm viruses were assayed for 

p24 or p27 content, respectively, by p24 or p27 antigen capture ELISA 

according to the manufacturer’s instructions (Zeptometrix).   

 For MDM infection experiments, media was removed 96 hours post 

transfection with siRNA, replaced with 100μl virus (corresponding to 164ng 

p24 VSV-G pseudotyped NL43-Luc HIV-1, 66.3ng p24 Env+-JM1186-Rluc 

HIV-1, 234ng p27 VSV-G pseudotyped SIVagm-Luc) diluted in 400μl fresh 

RPMI 10% human serum, and cells were spinoculated at 1200 x g for 60 

minutes.  Viral reporter expression and cell viability was assayed 24 hours 

post infection for VSV-G-pseudotyped viruses, and 3 days post infection for 

replication competent HIV-1. 
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2.7.8. Immunoblot and protein quantitation 

 Cells were lysed in 1X LDS sample buffer (Invitrogen) and stored at -

20°C until use.  Samples were thawed on ice, incubated at 95°C for 5 minutes, 

and centrifuged for 3-5 minutes before loading.  Precision Plus Protein Dual 

Color Standards (Bio-Rad) or Novex Sharp Pre-stained standards (Invitrogen) 

were used as protein standards, and 4-12% Bis-Tris gels (Invitrogen) were 

used for gel electrophoresis.  Protein was transferred onto PVDF membrane 

(Millipore Immobilon-FL) using BioRad wet transfer apparatus at 100V for 1 

hour at 4°C.  Membranes were blocked with Casein blocking buffer (Bio-Rad) 

for at least 1 hour at room temperature, then incubated with primary antibody 

diluted in 0.1% Casein/0.2X PBS + 0.1% Tween-20 overnight at 4°C.  Primary 

antibodies used in the study include mouse anti-human SULT1A1 mAb (clone 

638708, R&D Systems) used at 1:2000 dilution, rabbit anti-HIV-1 Vif (clone 

A319, NIH AIDS Reagent program) used at 1:500, rabbit anti-HIV-1 Vpu (clone 

ab81532, Abcam) used at 1:1000 dilution, mouse anti-human Ku-86 mAb 

(clone B-1, Santa Cruz Biotechnology) used at 1:500 dilution, and anti-human 

mouse GAPDH (clone 6C5, Abcam) used at 1:5000.  Membranes were 

washed three times with 1X PBS/ 0.1% Tween-20, incubated with Alexa-Fluor 

680-conjugated secondary antibody diluted in 0.1% Casein 0.2X PBS 0.1% 

Tween-20 and 0.01% SDS at room temperature for at least 1 hour.  Secondary 

antibodies used in the study include goat anti-mouse Alexa-Fluor 680 IgG 

(H+L) (clone A21057, Invitrogen), and donkey anti-rabbit Alexa-Fluor 680 IgG 
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(H+L) (clone A10043, Invitrogen).  Membranes were washed three times with 

1X PBS/ 0.1% Tween 20, and imaged using the Licor Odyssey system.  

Protein expression was quantified using Image Studio software (Licor). 

2.7.9. Detection of nucleic acids by real-time quantitative PCR 

 Total RNA was prepared using Qiazol lysis reagent (Qiagen) and 

miRNeasy RNA isolation kit (Qiagen) according to the manufacturer’s 

instructions.  cDNA was synthesized using Quantitect Reverse Transcription 

kit (Qiagen) according to the manufacturer’s instructions.  DNA was isolated 

from cells using a DNeasy Blood and Tissue Kit (Qiagen) according to the 

manufacturer’s instructions.  Quantitation of ERT, LRT, and PBGD was 

performed using primers and probes diluted in TaqMan universal PCR master 

mix (Invitrogen).  Amplification of other DNA products was monitored using 

SYBR green fluorescence (Invitrogen). Real-time PCR was performed using 

the ViiA 7 Real-time PCR system (Life Technologies).  Standard curves were 

generated for all primers and efficiencies were found to be equivalent.  

Relative expression was calculated using the delta CT method as previously 

described (Schmittgen and Livak, 2008).  All primer and probe sequences 

used in the study are included in Supplemental Dataset 1.  
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2.8. Figures 

 

 

Figure 2.1. SULT1A1 is highly expressed in monocytes. The expression level for 
each cytosolic sulfotransferase in CD4+ T cells and CD14+ monocytes was derived 
from publically available expression data from BioGPS and normalized to the median 
expression of that sulfotransferase in all tissues tested.   
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Figure 2.2. SULT1A1 is highly expressed in primary human monocyte-derived 
macrophages (MDMs). a) The cellular sulfonation pathway. The first step of the 
cellular sulfonation pathway involves import through a sulfate transporter of a sulfate 
ion that is then used as a substrate by either 3’-phosphoadenosine-5’phosphosulfate 
(PAPS) synthetase enzymes PAPSS1 or PAPSS2.  These proteins catalyze two 
enzymatic steps to generate PAPS, the high-energy universal sulfonate-donor from 
sulfate and two molcules of ATP.  PAPS can be transported across the Golgi 
membrane and used by the Golgi sulfotransferases to generate sulfonated proteins, 
glycoproteins, glycoproteins, glycolipids, and proteoglycans.  Alternatively, PAPS can 
be used by cytosolic sulfotransferases (SULTS) to sulfonate small molecules such as 
hormones, neurotransmitters, and xenobiotics. b) Human CD4+ T cells and CD14+ 
monocytes were isolated from donor PBMCs by magnetic bead isolation.  Resting 
CD4+ T cells were lysed directly after separation, and the remaining CD4+ T cells 
were activated using CD3/CD28 beads for three days.  Monocytes were cultured for 7 
days in the presence of 20ng/ml M-CSF, were lysed, subjected to gel electrophoresis, 
and immunoblotting was performed to detect SULT1A1 or the loading control Ku86 
protein.  
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Figure 2.3. SULT1A1 knockdown is associated with decreased viral gene 
expression following infection of MDMs with VSV-G pseudotyped HIV-1 and SIV 
vectors.  a) Schematic showing experimental timeline. Briefly, CD14+ monocytes 
were isolated from human donor PBMCs using positive selection with magnetic 
beads.  Monocytes were differentiated into MDMs and on day 7 were electroporated 
with siRNA and plated at 1.5x104 MDMs per well in a 48 well plate.  After 96 hours, 
protein knockdown was confirmed by immunoblot and cells were infected with 100μl 
(corresponding to 164ng p24 HIV-1 and 234ng p27 SIV viral vectors) of the indicated 
virus.  Luciferase and cell viability measurements were determined at 24 hours post-
infection.  b) Representative immunoblot showing SULT1A1 knockdown 96 hours 
post transfection with SULT1A1 siRNAs (1-3) and AllStars Negative siRNA Control 
(ASN), Qiagen.  SULT1A1 expression is compared to endogenous Ku86 used as a 
loading control.  Results from one representative donor are shown.  SULT1A1 
expression was generally decreased by 70-80% with siRNA treatment compared to 
the control ASN siRNA (as shown in Figure 2C, middle panel). c) HIV-1 luciferase 
reporter expression (left panel), SULT1A1 protein expression (middle panel), and cell 
viability of MDMs (right panel) were measured 24 hours after infection with the VSV-G 
pseudotyped NL43-Luc HIV-1 vector.  Results shown are from 6 donors assayed 
twice.  All values were compared to ASN control. d) SIV-1 luciferase reporter 
expression (left panel), SULT1A1 protein expression (middle panel), and cell viability 
(right panel) for MDMs 24 hours post infection with VSV-G-pseudotyped SIVagm-Luc.  
Mean and SD shown, *** p < 0.0005 ** p < 0.005 * p < 0.05 one sample t test. Results 
shown are from 6 donors assayed twice. Samples with <60% SULT1A1 knockdown 
and/or <65% cell viability were not used in the analysis.  All values were compared to 
ASN control. 
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Figure 2.4.  SULT1A1 knockdown is associated with decreased viral gene 
expression following infection of MDMs with a replication-competent HIV-1 
vector.  a) The same method was used as in Figure 2A, however 100μl 
(corresponding to 66.3ng p24) HIV-1 Env+ JM1186-Rluc virus was added to the cells 
at day 11 and luciferase and cell viability was assayed at 72 hours post-infection.  b) 
HIV-1 luciferase reporter expression, SULT1A1 protein expression, and cell viability 
of MDMs 24 hours post infection with HIV-1 Env+ JM1186-RLuc. Mean and SD 
shown, *** p < 0.0005 ** p < 0.005 * p < 0.05 one sample t test. Results shown are 
from 6 donors assayed twice. Samples with <60% SULT1A1 knockdown and/or <65% 
cell viability were not used in the analysis.  All values were compared to ASN control. 
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Figure 2.5. SULT1A1 regulates HIV-1 reverse transcription. a) MDMs were 
treated with control siRNA or SULT1A1-specific siRNA and subesequently challenged 
with VSV-G pseudotyped NL43-Luc HIV-1 vector. DNA was isolated 24 hours post-
infection and qPCR was performed using primers that detect early RT DNA products 
or late RT DNA products compared to the cellular PBGD gene as an endogenous 
control.  The levels of early and late RT products were normalized to the ASN siRNA 
control. Results shown are from MDMs derived from 6 donors tested twice. b) MDMs 
were transfected with SULT1A1 siRNA 2 or ASN siRNA and total cellular RNA was 
isolated 24 hours post infection with VSV-G pseudotyped NL43-Luc HIV-1 vector.  
qPCR using primers specific for HIV-1 multiply spliced mRNA (MS RNA, forward and 
reverse primers span the first and second exons of Tat/Rev, respectively) was 
performed, and relative MS RNA (normalized to GAPDH) was then normalized to 
ASN siRNA control. Results shown are from MDMs derived from 6 donors tested 
twice. c) Representative immunoblot showing HIV-1 Vpu and Vif protein levels 
compared to endogenous Ku86 or GAPDH loading control, respectively, from protein 
lysate collected 48 hours post infection with VSV-G pseudotyped NL43-Luc HIV-1 
vector pre-treated with either ASN siRNA control or SULT1A1 siRNA 2.  d) 
Quantitative immunoblot analysis using Image Studio software of Vpu and Vif as 
shown in Figure 4C.  
Mean and SD shown, *** p < 0.0005 ** p < 0.005 * p < 0.05 one sample t test. Results 
shown are from 6 donors assayed twice. Samples with <60% SULT1A1 knockdown 
and/or <65% cell viability were not used in the analysis.  All values were compared to 
ASN control. 
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Figure 2.6.  SULT1A1 influences the kinetics of minus-strand DNA elongation. 
a) The step during HIV-1 reverse transcription that SULT1A1 regulates was 
investigated by quantitative real-time PCR analysis with the indicated primer sets. 
The stages of reverse transcription are shown: 1. Viral genomic RNA; 2. Minus-strand 
DNA initiation; 3. Minus-strand DNA transfer;  4. Minus-strand DNA elongation and 
plus-strand DNA initiation;  5 and 6. Plus-strand DNA transfer;  7. Plus-strand DNA 
elongation.  b) MDMs were treated with control or SULT1A1-specific siRNA and 
challenged with VSV-G pseudotyped NL43-Luc HIV-1 vector.  Total cellular DNA was 
isolated at 8, 16, or 24 hours post infection. Quantitative real-time PCR was 
performed to measure the relative abundance of DNA products corresponding to 
specific steps during the process of reverse transcription using primers indicated in 
Figure 6A.   Results shown are from MDMs derived from 6 donors assayed once. 
Mean and SD shown, *** p < 0.0005 ** p < 0.005, one sample t test. 
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3. A high-throughput luciferase-based assay for 

the discovery of therapeutics that prevent 

malaria 

3.1. Abstract 

 In order to identify the most attractive starting points for drugs that can 

be used to prevent malaria, a diverse chemical space comprising tens of 

thousands to millions of small molecules may need to be examined. Achieving 

this throughput necessitates the development of efficient ultra-high-throughput 

screening methods. Here, we report the development and evaluation of a 

luciferase-based phenotypic screen of malaria exoerythrocytic-stage parasites 

optimized for a 1536-well format. This assay uses the exoerythrocytic-stage of 

the rodent malaria parasite, Plasmodium berghei, and a human hepatoma cell 

line. We use this assay to evaluate several biased and unbiased compound 

libraries, including two small sets of molecules (400 and 89 compounds, 

respectively) with known activity against malaria erythrocytic-stage parasites 

and a set of 9,886 Diversity-Oriented Synthesis (DOS)-derived compounds. Of 

the compounds screened we obtain hit rates of 12−13% and 0.6% in 

preselected and naïve libraries, respectively, and identify 52 compounds with 

exoerythrocytic-stage activity less than 1 µM, and having minimal host cell 
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toxicity. Our data demonstrate the ability of this method to identify compounds 

known to have causal prophylactic activity in both human and animal models 

of malaria, as well as novel compounds, including some exclusively active 

against parasite exoerythrocytic stages. 
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3.2. Introduction 

 Despite being an ancient disease, malaria is still responsible for over a 

half million deaths and substantial morbidity, poverty, and suffering for 

hundreds of millions of people each year (Carter and Mendis, 2002; Sachs 

and Malaney, 2002; Snow et al., 2005). It is a vector-borne disease caused by 

infection with Plasmodium parasites transmitted through the bite of Anopheles 

mosquitos. While eradication campaigns have been successful in most of 

North America and Europe, malaria continues to devastate developing regions 

of Asia, Africa, and South America (Sinka et al., 2012). The mortality rates are 

highest amongst African children, with an estimated one death per minute 

(WHO). The emergence of resistance to all of the current frontline antimalarial 

drugs warrants global concern (Flannery et al., 2013). It is therefore critical 

that new drugs are developed that not only treat disease symptoms, but also 

contribute towards the elimination and eradication of malaria infections. In 

order to achieve eradication, new drugs should inhibit multiple developmental 

stages of the parasite. Following the blood meal of an infected Anopheles 

mosquito, Plasmodium sporozoites travel through the bloodstream to reach 

the liver. The sporozoites traverse multiple cells within the liver before 

establishing productive invasion within hepatocytes, where they transform into 

exoerythrocytic-stage exoerythrocytic forms (EEFs) (Prudencio et al., 2006a). 

Depending on the species, these exoerythrocytic forms enter one of two 
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developmental pathways: they can form mature exoerythrocytic-stage 

schizonts, or they can enter a dormant phase called hypnozoites. The 

determinant factors guiding exoerythrocytic-stage development towards 

hypnozoite formation in P. vivax and P. ovale are not understood. Hypnozoites 

can reinitiate development and give rise to malaria relapses weeks, months or 

even years after the initial infection (Wells et al., 2010a). Fully developed 

exoerythrocytic-stage merozoites within schizonts eventually egress from the 

liver and re-enter the bloodstream (Prudencio et al., 2006a). The continuous 

replication of asexual bloodstages within red blood cells (RBCs) causes RBC 

destruction and leads to the characteristic symptoms associated with malaria: 

anemia, fever and chills (Clark et al., 1997a). A small percentage of these 

asexual-blood stage parasites will then differentiate into sexual erythrocytic-

stage parasites as female and male gametocytes, and the transmission of the 

sexual blood stage back to the mosquito vector during a subsequent blood 

meal completes the life cycle (Baker, 2010b). 

 The majority of the current antimalarials only treat the symptom-

causing erythrocytic stages of the parasite (Delves et al., 2012). A few 

classes, including cytochrome bc1 inhibitors (such as atovaquone) and 

antifolate drugs (such as pyrimethamine), are active against developing 

exoerythrocytic forms as well as erythrocytic forms and are able to prevent the 

establishment of infection (causal prophylactic activity) as well as relieve 

symptoms (Delves et al., 2012). Antibiotics, such as doxyclycline, clindamycin, 
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and azithromycin, are also an important class of antimalarial drugs.  

Doxyclycline is commonly prescribed to travelers to endemic areas and is 

especially useful for its casual prophylaxis and slow acting blood 

schizontocidal activity (Tan et al., 2011). The 8-aminoquinolines (such as 

primaquine and tafenoquine) are a unique class in that they can eliminate 

hypnozoites as well and can provide a radical cure for P. vivax and P. ovale 

(Delves et al., 2012; Wells et al., 2010a). Having new classes of drugs that 

could be used prophylactically and/or to provide a radical cure would be 

desirable. Resistance is developing to both napthoquinones and antifolates, 

and 8-aminoquinolines can be toxic to individuals with glucose-6-phosphate 

deficiency (Delves et al., 2012; Hyde, 2002). Drugs targeting the 

exoerythrocytic-stage only would also offer the reduced potential for drug 

resistance, as there are far fewer parasites at this ‘bottleneck’ compared to the 

replicative erythrocytic stages (Delves et al., 2012). Accordingly, the 

development of an exoerythrocytic-stage specific high-throughput screening 

assay is necessary in order to identify the next generation of antimalarial 

drugs. 

 Although it is possible to create new chemical derivatives of existing 

drugs with improved therapeutic and resistance profiles, phenotypic screening 

offers the opportunity to find entirely new classes of small molecules that are 

active against exoerythrocytic stages of the lifecycle (Ganesan et al., 2012). 

We have previously reported an immunofluorescence-based malaria 
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exoerythrocytic-stage assay that we used to screen a library of >4,000 

commercially available compounds with erythrocytic-stage activity (Meister et 

al., 2011). While this platform led to the identification of 275 exoerythrocytic-

stage active compounds, the assay is limited to a 384-well throughput and is 

therefore not suitable for the screening of larger chemical libraries, in part 

because of the high cost of sporozoites obtained by manual mosquito 

dissections ($1.00 per well screened). In addition, the requirement for a 

specialized high-content imaging device limits the accessibility of the assay. 

Other malaria exoerythrocytic-stage drug screens have utilized P. berghei 

sporozoites that express a luciferase reporter (Pb-Luc) (Derbyshire et al., 

2011; Derbyshire et al., 2012; Reader et al., 2015), however, these assays are 

also limited by a 384-well assay throughput. In this report, we describe the 

development of a high-throughput luciferase-based assay that can be used to 

screen chemical libraries in a 1536-well plate format. We demonstrate that the 

assay is highly sensitive, reproducible, and efficient. As proof of concept, we 

use this assay to screen the Medicines for Malaria Venture (MMV) Malaria Box 

for compounds with exoerythrocytic-stage activity (Spangenberg et al., 2013) 

as well as a larger collection of chemical compounds from the Broad Diversity-

Oriented Synthesis Library, a set that includes compounds with and without 

demonstrated erythrocytic-stage antimalarial activity.   
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3.3. Results and Discussion 

3.3.1. Development of a luciferase-based high-throughput 

exoerythrocytic-stage assay 

In order to develop a high-throughput exoerythrocytic-stage malaria 

assay capable of screening large libraries of chemical compounds, a number 

of tests were performed to optimize a 48 hour in vitro PbGFP-Luc-SMCON 

(Janse et al., 2006) infection of HepG2-A16-CD81EGFP hepatocytes (Silvie et 

al., 2006) (Figure 3.1). This rodent Plasmodium strain was previously 

generated through the integration of a GFP-Luc cassette into the c-rrna locus 

and selecting transgenic P. berghei by flow sorting GFP-expressing parasites. 

For simplicity, we will refer to this strain as Pb-Luc. For these tests, HepG2-

A16-CD81EGFP cells were seeded in 1536-well plates 24 hours prior to 

infection and luciferase bioluminescence measured 48 hours post infection to 

detect parasite viability. We found the ideal ratio of sporozoites to cells per 

well to be 1:3, respectively (1×103 sporozoites in 5 µl to 3×103 cells 5 µl) 

(Figure 3.2A, Figure 3.1A). At these concentrations, the cells were ideally 

confluent and the infection rate produced luciferase values that were 

significantly greater than background values at 48 hours post infection (Figure 

3.1A). Furthermore, tests without hepatocytes showed that there was no 

residual luciferase activity from Pb-Luc sporozoites at 24 hours post infection 

at 37°C (Figure 3.1B), eliminating the possibility that sporozoites which had 
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not invaded contribute to the luciferase signal. We also tested different DMSO 

concentrations (added 18 hours pre-infection) to assess their impact on 

parasite viability, and found that concentrations up to 0.88% DMSO had an 

insignificant effect on luciferase activity 48 hours post infection (Figure 3.1C). 

The final protocol was to add 50 nl of compound in DMSO (resulting in 50 µM 

compound and 0.5% DMSO concentration in the assay plates) 18 hours pre-

infection in the optimized screening assay (Figure 3.2A). An example of the 

luciferase signal for two replicate plates seeded with a representative small 

molecule library is shown in Figure 3.2B. Z factor for these plates was 

between 0.7 and 0.9, an excellent value for a phenotypic screen.  

3.3.2. Assay validation through screening of known antimalarial 

compounds  

To validate this assay further, we next examined several compound 

collections. We first evaluated 50 established antimalarial clinical or tool 

compounds (Table 3.1) that have been tested in other antimalarial phenotypic 

assays (Delves et al., 2012). The most active compounds included the 

electron transport chain inhibitor atovaquone, antifolate pathway inhibitors 

P218•HCl, pyrimethamine and cycloguanil, the protein biosynthesis inhibitor 

cycloheximide, and the glutathione reductase inhibitor methylene blue. For 

these compounds, the exoerythrocytic-stage half maximal inhibitory 

concentration (IC50) values were similar to the P. falciparum erythrocytic-stage 
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IC50 values. Compounds that were less active relative to erythrocytic-stages, 

on the other hand, included 4-aminoquinolines, amino alcohols, and 

endoperoxides, which presumably act primarily against hemoglobin 

degradation, a process that does not occur during hepatic stages. Overall, 

these results were highly consistent with our previously established high-

content imaging (HCI) assay of the hepatic stages against the related rodent 

parasite, Plasmodium yoelii (Delves et al., 2012).  

For active compounds, we also compared the IC50 values for Pb-Luc 

generated by the luciferase-based enzymatic assay to values produced by 

screening Pb-Luc parasites using our previously established  (HCI) assay that 

uses polyclonal Plasmodium HSP70 antibody staining at 48 hours as an 

indicator of infection (Meister et al., 2011) (Figure 3.3). We found that there 

was a strong correlation between compound activities in both assays, as 

indicated by an R2 of 0.83, but the high-throughput luciferase-based assay 

resulted in IC50s roughly 10× lower (Figure 3.3). Since luciferase is relatively 

unstable, with a half-life of less than 2 hours (Ignowski and Schaffer, 2004), 

this may lead to a higher rate of reporter turnover and therefore increased 

sensitivity to compounds that inhibit parasite growth at later stages compared 

to that of parasite HSP70 (as measured in the HCI assay). Additionally, non-

viable parasites may be stained using the HCI assay, whereas they may not 

produce luciferase.  
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3.3.3. Screening the MMV Malaria Box for exoerythrocytic-stage 

inhibitors 

After establishing the high-throughput luciferase-based assay quality, 

reproducibility, and sensitivity, we sought to test its validity as a platform to 

screen diverse chemical libraries by screening the MMV Malaria Box 

(Spangenberg et al., 2013). This open-access set consists of 400 compounds 

that were selected from a group of ~20,000 antimalarial hits generated from a 

large-scale erythrocytic-stage screening of >4,000,000 compounds by St. Jude 

Children’s Hospital, Novartis, and GSK (Figure 3.5). The library contains 200 

‘probe-like’ and 200 ‘drug-like’ compounds, selected based on their chemical 

diversity, erythrocytic-stage antimalarial activity, and commercial availability. 

The Malaria Box compounds have erythrocytic-stage activity ranging from an 

IC50 of 30 nM to 4 µM (Spangenberg et al., 2013). Compounds originating in 

the Novartis collection had been previously tested in the P. yoelii assay 

(Meister et al., 2011) but others had not, providing valuable internal controls. 

After a first-round screening of the MMV Malaria Box at compound 

concentrations of 50 µM in duplicate plates, 48 compounds were selected for 

reconfirmation based on Pb-Luc inhibition of more than 90% and HepG2 

cytotoxicity of less than 25% in both assay plates, a hit rate of 12%. These 

were tested in a 12-point serial dilution dose response beginning at 10 µM. Of 

those retested, 36 had a Pb-Luc IC50 < 10 µM and counter-screening for 

HepG2 cytotoxicity and luciferase inhibition produced IC50 values greater than 
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10 µM (Figure 3.4, see Supplemental Dataset 2 for full screening results), 

leading to a confirmation rate of 75%. Furthermore, more than half of these 

compounds were very active against Pb-Luc exoerythrocytic-stages with IC50 

values of less than 1 µM (Figure 3.4). Six of the compounds that had been 

previously tested and confirmed (Meister et al., 2011) were reconfirmed here, 

but there were 18 compounds that were considered exoerythrocytic-stage 

active hits in the HCI assay and not in the luciferase-based assay. This is 

likely due to the higher initial screening concentrations used in the luciferase-

based assay (50 µM compared to 10 µM in the HCI assay) leading to 

increased HepG2 cytotoxicity, as all of these compounds inhibited Pb-Luc 

activity but were toxic at 50 µM. It should be noted that due to the sensitivity of 

the luciferase assay and to minimize cytotoxicity, we advise starting with lower 

initial screening concentrations for future high-throughput screening. 

3.3.4. Screening the Broad Diversity-Oriented Synthesis library 

To assess performance in an unbiased screening library, two sets of 

Diversity-Oriented Synthesis (DOS) derived compounds were screened 

(outlined in Figure 3.6). These diverse compounds combine the 

stereochemical and skeletal complexity of the entire ensemble of natural 

products and the efficiency of high-throughput synthesis (Dandapani and 

Marcaurelle, 2010; Nielsen and Schreiber). This is an attractive validation 

library because multiple stereoisomers of each structural type are included, 
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which permits a unique type of structure–activity relationship measurements. 

The first set included 9,886 compounds selected to represent the structural 

diversity of the scaffolds from the Broad Institute’s 100,000 DOS compound 

library. This ‘informer set’ was tested as a naïve library with respect to activity 

against Plasmodium. The second set comprised 89 compounds previously 

shown to be active in a P. falciparum erythrocytic-stage assay (IC50 < 2 μM) 

(Nobutaka Kato et al.). Compounds that inhibited the luciferase signal >75% 

were scored as hits. From the informer set (hit rate = 0.6%), 60 hits and 4 

inconclusive (only active in one replicate) were identified and 12 hits were 

identified from the erythrocytic-stage active set (hit rate = 13.4%). All available 

compounds (58) plus 25 additional weak actives (60−74% inhibition) from the 

informer set were tested in dose response in the primary exoerythrocytic-stage 

assay and also in a SYBR Green erythrocytic-stage assay (Plouffe et al., 

2008). All of the compounds from the erythrocytic-stage active set retested at 

dose with an IC50 < 5 μM and 10 of these compounds had an IC50 < 1 μM. In 

all, 72% (60 compounds) of the naïve informer set hits retested with IC50s < 5 

μM. A third of these had an IC50 < 1 μM (see Supplemetnal File 2 for full 

screening results). Finally, stereoisomers for selected hits were also examined 

in dose response. These data (Figure 3.7) showed stereoselective inhibition; 

for example, only the S,S,S stereoisomer, BRD0326, is active (IC50 = 0.152 

μM) in a set of eight stereoisomers tested.  
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3.3.5. MMV Malaria Box and Broad Library exoerythrocytic-stage active 

chemical clustering identifies active scaffolds and important targets 

To cross validate these data, we first identified scaffolds that were 

enriched for compounds with exoerythrocytic-stage activity (relative to 

erythrocytic-stage or no antimalarial activity) using compound clustering. Given 

the small size of our initial compound set, we combined the MMV Malaria Box 

compounds with a GNF library consisting of 4,422 compounds that were 

previously screened for exoerythrocytic-stage activity in P. berghei (Meister et 

al., 2011). Merging the libraries allowed us to determine if there was any 

overlap in scaffold hits between the two compound sets. The 4,822 

compounds were clustered using a hierarchical clustering method based on 

substructure similarity. To define scaffold groups, we separated clusters based 

on a minimum Tanimoto coefficient requirement of 0.65, resulting in 2,335 total 

clusters that ranged in size from 1–45 compounds. DOS library compounds 

were also included, but given that the library was designed to eliminate 

structural redundancy, it was expected that DOS compounds would not 

contribute significantly to any scaffold clusters. 

We identified 15 scaffold series that showed specific enrichment in 

exoerythrocytic-stage activity with rates higher than expected by chance (p < 

0.001) (Figure 3.8). The scaffold clustering showed multiple scaffold families 

already known to be active. One is the diaminotriazine scaffold (1228) similar 

to the diaminopyrimidine found in antifolate drugs such as pyrimethamine 
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(probability of enrichment by chance = 4.29e-7). Another is a tetracyclic 

benzothiazepine scaffold, cluster 1096, that has shown to target the Q0 site of 

cytochrome bc1(Dong et al., 2011). Several enriched quinolone compounds 

(GNF-Pf-2549, GNF-Pf-4577, GNF-Pf-5037; cluster 342) were similar to 

ELQ300, a possible Q1 site cytochrome bc1 inhibitor(Capper et al., 2015) with 

known causal prophylactic activity in mouse models of malaria (Nilsen et al., 

2013). In addition, cluster 1096 may contain inhibitors of the electron transport 

chain (DHOD or cytochrome bc1) as do the three 4-quinolinol scaffolds 

(clusters 1122, 1613 and 2061). The compounds that were the precursors of 

the imidazolopiperazine compound in clinical trials, KAF156 (Kuhen et al., 

2014), were also found in a cluster of three compounds (GNF-Pf-5069, GNF-

Pf-5179, GNF-Pf-5466; cluster 849). These compounds work by an unknown 

mechanism of action, but resistance is conferred by mutations in the P. 

falciparum cyclic amine resistance locus (Pfcarl) (Meister et al., 2011). 

Additionally, compounds in cluster 2045 have some structural similarity to P. 

falciparum histone methyltransferase inhibitors (Malmquist et al., 2012). 

Although most of the over-represented scaffolds have been 

investigated as starting points of antimalarial drug discovery in recent years, 

there were also novel notable singleton molecules whose hepatic stage 

activity had not been previously described. For example, MMV666693 (the 

most potent compound from the exoerythrocytic-stage screen of the MMV 

Malaria Box) also strongly inhibits erythrocytic-stage P. falciparum with IC50 
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values reported below 100 nM (data not shown). This compound was 

previously identified as an allosteric inhibitor of P. falciparum Kinesin-5, a 

microtubule cross-linking enzyme required for cell division (Sinka et al., 2012). 

It is therefore interesting to speculate that targeting this enzyme may be an 

efficient means to inhibit parasite replication across multiple developmental 

stages.  

3.3.6. MMV Malaria Box and Broad Library exoerythrocytic-stage active 

chemical clustering identifies active scaffolds and important targets 

Compounds that are active only against exoerythrocytic stages, but not 

erythrocytic stages, may represent new opportunities for development of drugs 

for which resistance acquisition may be less of a problem. While 42 of the 63 

exoerythrocytic-stage DOS compounds were active in both the 

exoerythrocytic- and erythrocytic-stage assays, others could be starting points 

for such drugs. Several of the compounds that were identified in the DOS 

library unbiased screen are highlighted in Figure 3.7. In particular, 

cyanoazetidine and a bicyclic azetidine series are shown. Although BRD7539 

is active in both the exoerythrocytic- and asexual erythrocytic-stage assays, 

BRD9781 (its stereoisomer) is only active in the exoerythrocytic-stage assay. 

Although BRD7539 targets the Plasmodium DHODH enzyme (Nobutaka Kato 

et al.) based on its profile across lifecycle stages, we suspect that BRD9781 

has a different target. These results suggest the important role of 
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stereochemistry in inhibiting different biological targets. BRD47390 appears to 

result in specific activity in the exoerythrocytic-stage assay, whereas the DOS 

Phenylalanine–tRNA ligase inhibitor is active against blood- and 

exoerythrocytic-stages. BRD0326, which has identical stereochemistry to 

BRD7539 but has differing functionality at the azetidine nitrogen, also has no 

erythrocytic-stage activity and may have yet another target. Further testing in a 

DHODH assay (Ross et al., 2014) confirmed that BRD0326 and BRD9781 are 

inactive (data not shown). BRD0326, BRD9781, and BRD47390 were all 

retested at dose along with all of their stereoisomers. With the exception of 

BRD7539, which targets DHODH, these compounds displayed stereoselective 

activity (Figure 3.7B). Overall these data show that up to a third of the hits in a 

screen of an unbiased library might have exclusive exoerythrocytic activity, 

targeting either unique EEF parasite targets or the host factors needed to 

support parasite replication.   

3.3.7. Cross-validation using phenotypic assays to assess time of action 

during exoerythrocytic-stage development 

We sought to further confirm exoerythrocytic-stage activity for the three 

most potent MMV Malaria Box hits by an orthogonal and complementary 

assay.  This assay utilizes a previously described flow cytometry-based 

method (Prudencio et al., 2008a; Sinnis et al., 2013) to measure four specific 

metrics during exoerythrocytic-stage development: 1) sporozoite traversal, 2) 
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sporozoite invasion, 3) EEF frequency, and 4) EEF development. The assay 

uses P. berghei expressing GFP (Pb-GFP) infection of Huh7.5.1 cells, (Figure 

6), a related exoerythrocytic cell line that can also be used to study EEF 

development (Figure 3.9) and measurements are taken at 2 and 48 hours post 

infection.    

At 2 hours post infection, the number of hepatocytes that have been 

traversed and invaded is measured.  Sporozoite traversal is inferred based on 

the observation that traversal temporarily ruptures the plasma membrane of 

hepatocytes, allowing high molecular weight rhodamine-dextran to stain cells 

that have been traversed but not invaded (Mota et al., 2001). Sporozoite 

invasion is measured by the percentage of cells expressing GFP and not 

rhodamine-dextran, as the parasite enters the cells via a moving tight junction, 

excluding rhodamine-dextran (Mota et al., 2001). Double positive cells, 

expressing both GFP and rhodamine-dextran, likely represent a population of 

non-productively infected cells, or cells in the process of being traversed by 

parasite, and are therefore not used in the measurements of traversal and 

invasion (Sinnis et al., 2013). Cytochalasin D, a potent inhibitor of actin 

polymerization, is used as a positive control for traversal and invasion 

inhibition at 2 hours post infection as it has been previously demonstrated to 

reduce sporozoite motility (Figure 3.10A) (Sinnis et al., 2013).  

At 48 hours post infection, the frequency and development (size) of 

exoerythrocytic-stage EEFs can be measured. The frequency of EEFs is 
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determined by the percentage of cells expressing GFP at 48 hours post 

infection. KDU691, which inhibits Plasmodium phosphatidylinositol 4-kinase 

(PI(4)K), an enzyme that phosphorylates its phosphoinositide substrate  to 

regulate intracellular signaling and trafficking (McNamara et al., 2013), was 

used as a positive control because it was shown to significantly decrease the 

number of exoerythrocytic-stage EEFs (Figure 6A). At the same time, the 

assay measures EEF development by reporting GFP mean fluorescence 

intensity (MFI), an indicator of EEF size.  Here, atovaquone serves as a 

positive control (Figure 3.10A).  

As predicted, all compounds led to changes in cell populations that 

were detectable by flow cytometry (Figure 3.10B).  At 48 hours post infection, 

all of the compounds tested led to a significant decrease in the EEF size, but 

not frequency, similar to that of atovaquone (Figure 3.10B). In addition, 

MMV666693 also appears to have a slight effect on sporozoite traversal of 

hepatocytes at 2 hours post infection (Figure 3.10B).  Somewhat 

unexpectedly, sporozoite invasion at 2 hours post infection was not affected by 

MMV666693, and rather, slightly increased. Unlike KDU691, none of these 

compounds affected EEF frequency. While further investigation is needed to 

better understand the specific mode of action, these results suggest that these 

compounds are acting primarily during EEF development. An important caveat 

of the flow cytometry-based assay is that there may be prolonged 
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fluorescence well after parasites have lost viability (Corish and Tyler-Smith, 

1999). 

To provide further validation of EEF development inhibition, 

MMV666693, MMV007160, and MMV665916, were characterized in an 

exoerythrocytic-stage time of action assay and compared to compounds with 

known activity in hepatic stages (Figure 3.11). This included atovaquone, 

which targets mitochondrial cytochrome bc1 complex and therefore inhibits the 

parasite’s electron transport chain during all developmental stages (Flannery 

et al., 2013) (Figure 3.11B). Pyrimethamine inhibits dihydrofolate reductase 

(DHFR) and thus the synthesis of purines and pyrimidines required for DNA 

synthesis (Peterson et al., 1988). We also included several compounds in 

development such as DDD107498, which inhibits Plasmodium translation 

elongation factor 2 (eEF2) (Baragana et al., 2015), as well as KDU691 

(McNamara et al., 2013). A third compound, GNF179, whose target has not 

been elucidated but which has potent causal prophylactic activity in mice and 

resistance mediated by mutations in the aforementioned Pfcarl gene, was also 

included (Meister et al., 2011). Compounds were added in 12-point serial 

dilutions (10 µM to 56 pM) or washed out to be present during specific time 

frames throughout exoerythrocytic-stage development. Their activity was 

measured using a modified 384-well version of our high-throughput luciferase 

assay and bioluminescence recorded at 48 hours post-infection. 
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The assay supported the flow cytometry data and showed that 

MMV666693 and MMV007160 inhibit parasite replication during all time-points 

during exoerythrocytic-stage EEF development, and seem to be most potent 

when added during trophozoite development 6−24 hours post infection (Figure 

3.11B). Unlike the other compounds tested, MMV665916 may need longer 

incubation in vitro in order to achieve optimal activity against exoerythrocytic-

stage parasites, as all of the developmental time-points tested resulted in a 

more than 10-fold IC50 change compared to the 2−50 hours post infection 

control (Figure 3.11B). These data highlight how exoerythrocytic-active 

compounds may be further classified and how this assay may reveal 

information about a compound’s mechanism of action. 
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3.4. Conclusions 

The assays described here provide a high-throughput approach to 

identify scaffolds or scaffold families that will have causal prophylactic activity. 

Although our assay depends on rodent malaria parasites that are not 

infectious to humans, they have an advantage over human parasites because 

mosquitos infected with P. berghei or P. yoelii can be handled and shipped 

more easily. In addition, the number of sporozoites per mosquito is high 

(~20,000) enabling higher-throughput methods and evaluation of more starting 

points. This reduces cost (20 cents per well) as mosquito production and 

mosquito dissection are very labor intensive. One concern is that activity tests 

using rodent malaria parasites might not translate into activity against human 

parasites. In cases where a compound is also active against P. falciparum 

erythrocytic-stages, this is less likely to be a concern. In the small number of 

cases where compounds are not active in erythrocytic-stages, additional 

testing using exoerythrocytic-stages of P. falciparum or P. vivax may be 

warranted.  Compounds of this class could be particularly interesting as leads 

for drugs that could be used in malaria elimination and eradication campaigns 

because they could be developed into drugs that could provide long-acting 

protection and which would not have the same resistance-development 

liabilities as compounds that act against the billions of erythrocytic-stage 

parasites that teem in an infected human. There is also the possibility that P. 
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falciparum- or P. vivax- specific hits may be lost, however, this is likely a small 

number of compounds given the screening throughput capacity of the assay. 

An unanswered question is whether leads identified with this assay will 

have radical cure activity. Primaquine and tafenoquine are the only two 

compounds that can provide radical cures and both behave poorly in cellular 

assays such as those described here because they depend on host 

organismal metabolism. These compounds are not even particularly active in 

assays that involve primary hepatocytes (Bourzac, 2014). Likewise, we have 

recently tested a number of MMV Malaria Box screening hits in an ex vivo P. 

cynomolgi model of hypnozoite development (Zeeman et al., 2014), however, 

only one compound, MMV007224, had moderate activity (at 10 µM) against 

small or large forms in the assay (Table 3.2). Interestingly, this was also the 

only compound of the set tested with any pharmacokinetic exposure in vivo 

(Keshavjee and Farmer, 2012). This highlights the utility of using hepatoma 

cells rather than primary hepatocytes for screening purposes, as compounds 

with less than favorable pharmacokinetic properties can be evaluated for 

activity.  As exoerythrocytic-stage active compounds identified in this report 

will also likely include inhibitors of Plasmodium exoerythrocytic-stage 

hypnozoites, it will be important to address compound metabolic stability in 

vitro and bioavailability in vivo during the development of novel hypnozoite 

models. This class of compounds will represent an important starting point for 
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the development of novel treatments capable of providing a malaria radical 

cure. 
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3.6. Materials and Methods 

3.6.1. Compound libraries  

MMV Validation set of antimalarials. This collection of 50 known 

antimalarial powders were obtained from the MMV and are all commercially 

available and active primarily against erythrocytic-stage malaria parasites. 

MMV Malaria Box. This open source compound library is comprised of 

400 diverse open source compounds with proven antimalarial activity. 200 of 

these compounds are described by MMV as ‘drug-like’ and 200 as ‘probe-like’ 

compounds (Spangenberg et al., 2013). They have been distilled down from 

~20,000 hits generated from a screening campaign of 4 million compounds 

from the libraries of St. Jude’s Children’s Hospital, Novartis, and GSK. All 

compounds are commercially available and the library is also available for free 

from MMV as long as the resulting data are published and placed in the public 

domain. 

Broad Diversity-Oriented Synthesis Library. Two sets of compounds 

were tested from the Broad Diversity-Oriented Synthesis (DOS) library of 

100,000 compounds. The first set included 9,886 compounds selected to 

represent the structural diversity of all of the scaffolds. This ‘informer’ set was 

used as a naïve library to screen for compounds with unknown activity against 

Plasmodium. The second set was comprised of 89 compounds previously 
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shown to be active in a P. falciparum erythrocytic-stage assay (IC50 < 2 μM, 

(Nobutaka Kato et al.)).  

3.6.2. Parasites 

P. berghei-ANKA-GFP-Luc-SMCON (Pb-Luc)(da Cruz et al., 2012) and P. 

berghei-GFP (Pb-GFP) (McNamara et al., 2013) sporozoites were obtained by 

dissection of infected Anopheles stephensi mosquito salivary glands. 

Dissected salivary glands were homogenized in a glass tissue grinder and 

filtered twice through nylon cell strainers (20 μm pore size, Millipore 

SCNY00020) and counted using a Neubauer hemocytometer. The sporozoites 

were kept on ice until needed. Both Pb-Luc and Pb-GFP infected A. stephensi 

mosquitos were obtained from the Insectary Core Facility at New York 

University.  

3.6.3. Cell lines 

HepG2-A16-CD81EGFP(Silvie et al., 2006) cells stably transformed to 

express a GFP-CD81 fusion protein were cultured at 37 °C and 5% CO2 in 

DMEM (Invitrogen, Carlsbad, USA) supplemented with 10% FCS, 0.29 mg/ml 

glutamine, 100 units penicillin and 100 µg/ml streptomycin. Huh7.5.1 cells 

were cultured at 37 °C and 5% CO2 in DMEM (Invitrogen, Carlsbad, USA) 

supplemented with 10% FCS (Corning cat# 35-011-CV), 200 U/ml penicillin, 

200 µg/ml streptomycin (Invitrogen cat# 15140-122), 10 mM Hepes (Invitrogen 

cat# 15630-080), 1× Glutamax (Invitrogen cat # 35050-061), 1x non-esential 
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amino acids (Invitrogen). During infection, cell media was supplemented with 

50 µg/ml gentamycin and 50 µg/ml neomycin. After infection, the antimycotic 

5-fluorocytosine at a final concentration of 50 µg/ml was added to the media. 

3.6.4. High-content imaging 

The high-content imaging experiments were performed as previously 

described (Meister et al., 2011). Briefly, we used the HepG2-A16-CD81EGFP 

host cells and either the P. yoelii or Pb-Luc rodent malaria parasites. We 

seeded the cells in 384-well plates and infected them with a ratio of 2:1 

(cells:sporozoites). After staining the parasites with a polyclonal mouse anti-

PyHSP70 antibody, these data were acquired (image analysis) with the Perkin 

Elmer Opera. Average parasite size per well served as the primary readout for 

compound effectiveness. 

3.6.5. Luciferase-based high-throughput screening 

Sporozoite infection. For the Pb-Luchigh-throughput screen, we utilized 

P. berghei since its higher infection rates of immortal human hepatocyte cell 

lines are more conducive to high-throughput screening than the infection rates 

of human malaria parasites. P. berghei is able to infect human 

hepatocarcinoma HepG2 cells expressing the tetraspanin CD81 receptor 

(Silvie et al., 2006). 3×103. HepG2-A16-CD81EGFP cells in 5 μl medium (2×105 

cells/ml, 5% FBS, 5×x Pen/Strep/Glu) were seeded into 1536-well, white, 

solid-bottom plates (Ref# 789173-F, Greiner Bio-One) 20-26 hours prior to the 
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actual infection. 18 hours prior to infection, 50 nl of compound in DMSO (0.5% 

final DMSO concentration per well) were transferred with a PinTool (GNF 

Systems) into the assay plates (10 μM final concentration). Atovaquone (12-

point serial dilution starting at 10 μM) and 0.5% DMSO were used as positive 

and negative controls, respectively. Pb-Luc sporozoites were freshly dissected 

and their concentration adjusted to 200 sporozoites per μl. Penicillin and 

streptomycin were added at 5x concentration for a final 5x concentration in the 

well. The increased antibiotic concentration did not interfere with parasite or 

HepG2-A16-CD81EGFP growth. The HepG2-A16-CD81EGFP cells were then 

infected with 1×103 sporozoites per well (5 μl) using a single tip Bottle Valve 

liquid handler (GNF), and the plates were centrifuged for 3 minutes at room 

temperature and at 330x g (Eppendorf 5810 R centrifuge) on lowest 

acceleration and brake setting. The plates were then incubated at 37°C for 48 

hours in 5% CO2 with high humidity to minimize media evaporation and edge 

effect. 

Bioluminescence quantification of exoerythrocytic forms (EEFs). After 

incubation, the parasite EEF growth was quantified by bioluminescence 

measurement. Media was removed by spinning the inverted plates at 150x g 

for 30 seconds. 2 μl BrightGlo reagent (Promega) were dispensed with the 

MicroFloliquid handler (BioTek). Immediately after addition of the 

luminescence reagent, the plates were vortexed at median intensity setting for 

10 seconds and read by an EnVision Multilabel Plate Reader (PerkinElmer). 
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IC50 values were obtained using measured bioluminescence intensity and a 

non-linear variable slope four parameter regression curve fitting model in 

Prism 6 (GraphPad Software Inc).    

Bioluminescence quantification of HepG2 cytotoxicity. After incubation, 

the HepG2 cytotoxicity was assessed by removing the media through an 

inverted spin of the plates at 150× g for 30 seconds and addition of 2 μl 

CellTiterGlo reagent (Promega diluted 1:2 with deionized water) per well using 

the MicroFloliquid handler (BioTek). Immediately after addition of the 

luminescence reagent, the plates were vortexed for 10 seconds and read with 

an EnVision Multilabel Reader (PerkinElmer).  

Bioluminescence quantification of compound luciferase inhibition. After 

a 3 hour incubation period, 2 μl BrightGlo (Promega) were added to the wells 

with the MicroFlo liquid handler (BioTek). Immediately after addition, the plates 

were read by an EnVision Multilabel Reader (PerkinElmer).  

Bioinformatic analysis of EEF inhibition, HepG2 cytotoxicity and 

luciferase inhibition. For the first screening round, the luminescence reads 

from each 1536-well plate were analyzed separately. Briefly, a lack of 

inhibition was defined as the average DMSO readings (64 wells) minus the 

baseline inhibition readings. For both, the first and second round of screening, 

the baseline for the EEF inhibition was defined as the average of the five 

highest atovaquone concentrations (10 wells), the baseline for the HepG2 

cytotoxicity was defined as the average of the highest puromycin 
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concentrations (8 wells), and the baseline of the luciferase inhibition assay 

was defined as the average of 48 wells with 500 μM resveratrol. For the first 

round of screening, we determined the inhibition percentage relative to the 

normalized well concentrations for each compound. This analysis was 

repeated for every 1536-well plate. For the second reconfirmation round of 

screening, IC50 values were obtained using the average normalized 

bioluminescence intensity of 4 wells per concentration and plate (96 wells in 

total for each compound) and a non-linear variable slope four parameter 

regression curve fitting model in Prism 6 (GraphPad Software Inc). 

3.6.6. Culturing asexual erythrocytic-stage (AES) parasites  

P. falciparum parasites were cultured in complete medium containing 

5% hematocrit in a low-oxygen atmosphere composed of 1% oxygen, 3% 

carbon dioxide and 96% nitrogen at 37°C. Complete medium consists of RPMI 

medium 1640 (with L-glutamine, without phenol red, Thermo Fisher Scientific) 

supplemented with 4.3% heat-inactivated O+ human serum, 0.2% AlbuMAX II 

lipid-rich BSA, 0.014 mg/ml hypoxanthine, 3.4 mM NaOH, 38.4 mM Hepes, 

0.2% glucose, 0.2% sodium bicarbonate and 0.05 mg/ml gentamicin.  

3.6.7. Asexual erythrocytic-stage screening in a 1536-well plate format 

Pathogenic asexual erythrocytic-stage parasites were screened using a 

modified fluorescence-based proliferation assay described previously (Delves 

et al., 2012). Briefly, P. falciparum 3D7 parasites were cultured until a 
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parasitemia of 3-6% was reached. The level of erythrocytic-stage parasitemia 

was determined by microscopic inspection of Giemsa-stained blood smears 

for the presence of parasites. A parasite suspension with 0.3% parasitemia 

and 4% hematocrit was prepared in screening medium consisting of RPMI 

medium 1640 (with L-glutamine, without phenol red) supplemented with 0.4% 

AlbuMAX II lipid-rich BSA, 0.014 mg/ml hypoxanthine, 3.4 mM NaOH, 38.4 

mM Hepes, 0.2% glucose, 0.2% sodium bicarbonate and 0.05 mg/ml 

gentamicin. The parasite culture was gassed with 1% oxygen, 3% carbon 

dioxide and 96% nitrogen and stored at 37°C until used. Next, 3 µl of 

screening medium were dispensed into 1,536-well, black, clear-bottom plates 

(Ref# 789092-F, Greiner Bio-One, Kremsmünster, Austria) using the 

MultiFloTMMicroplate dispenser (BioTek Instruments, VT, USA). For 

determining the IC50 values, 50 nl of compounds dissolved in DMSO (12-point 

serial dilutions (1:3) starting at 10 mM) were transferred into the assay plates 

(62.5 µM final drug concentration, 0.625% final DMSO concentration) using 

the Biomek® FXP Laboratory Automation Workstation (Beckman Coulter, CA, 

USA) with a PinTool (V&P Scientific, CA, USA). Artemisinin and DMSO were 

included as background and baseline controls, respectively. Next, 5 µl of 

prepared parasite suspension were dispensed into the 1,536-well plates 

resulting in a final parasitemia of 0.3% and a final hematocrit concentration of 

2.5% (MultiFloTMMicroplate dispenser). The assay plates were transferred into 

ZiplocTM bags and gassed with a gas mixture of 1% oxygen, 3% carbon 
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dioxide and 96% nitrogen. After a 72 hour incubation at 37°C, 2 µl of detection 

solution consisting of 10x SYBR Green I (Thermo Fisher Scientific) in lysis 

buffer (20 mMTris/HCl, 5 mM EDTA, 0.16% Saponin, 1.6% Triton X-100) were 

added to the plates (MultiFloTMMicroplate dispenser) and incubated for 24 

hours at room temperature in the dark. After 24 hours, fluorescence signals 

were measured at 530 nm with a 485 nm excitation from the bottom using the 

2104 EnVision®Multilabel Reader (PerkinElmer, MA, USA). After subtracting 

the signal of the highest concentration of artemisinin (background) from all 

output values and normalizing the values to the average DMSO signal, the 

IC50 values were calculated by using a non-linear variable slope regression 

curve-fitting model in GraphPad Prism (GraphPad Software Inc.). 

3.6.8. Computational compound clustering 

To evaluate clustering of exoerythrocytic-stage hits and enrichment of 

compound groups, the 400 compound MMV set was co-clustered with a set of 

> 4,000 compounds that had previously been evaluated in a P. yoelii high-

content imaging assay (Meister et al., 2011). Briefly, SMILESL (simplified 

molecular-input line-entry system) strings were loaded into R, and the 

maximum common substructure Tanimoto coefficient (MCS-TC) was 

calculated using the fmcsR package (Srivastava et al., 1999). The compounds 

were then subsequently hierarchically clustered with the hclust package, using 

the ward.D2 agglomeration method pair clusters. To create compound bins, 
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the tree branches were separated at a maximum pair-wise distance of 0.4. 

Hypergeometric mean statistical tests were applied to each compound bin to 

identify sets where exoerythrocytic-stage activity was enriched. 

3.6.9. Flow cytometry assay 

Exoerythrocytic-stage Pb-GFP traversal, invasion, and schizont 

development were measured using a previously established flow cytometry-

based method (Sinnis et al., 2013). Briefly, 24 hours prior to infection, 

1.75x105 Huh7.5.1 cells were seeded in 24-well plates in 1 ml of DMEM 

hepatocyte culture medium for the traversal and invasion assay, as well as for 

the quantitation of EEF size and frequency. Pb-GFP sporozoites were freshly 

isolated from infected Anopheles stephensi mosquitos as described above, 

and 3.5x104 or 7.0x104 sporozoites were added to the cells for the traversal/ 

invasion assay or EEF quantitation assay, respectively, and incubated for 2 

hours. Rhodamine-dextran was added to the wells at a final concentration of 1 

mg/ml for the traversal and invasion assay. The cells were washed after the 2 

hour infection, and assayed using flow cytometry for Rhodamine-dextran and 

GFP signal (traversal and invasion, respectively), or incubated for 48 hours 

and assayed by flow cytometry for GFP frequency and MFI (EEF frequency 

and size, respectively). Data were analyzed using the FlowJo Software.  
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3.6.10. Pb-Luc time of action assay 

For the Pb-Luc time-course assay, we seeded 1×104 Huh7.5.1 cells in 

30 μl hepatocyte culture media per well in a 384-well plate (Greiner Bio) 24 

hours before infection. Pb-Luc sporozoites were freshly dissected from 

infected Anopheles stephensi mosquitos and 5x103 sporozoites in 30 μl were 

added to each well. The plates were centrifuged for 5 minutes at 330×x g and 

incubated for 2 hours at 37°C and 5% CO2. After incubation, media was 

removed and 50 μl fresh culture media was added. 12-point serial dilutions of 

compound in DMSO were added and removed from the plates at the indicated 

time-points post infection. At 48 hours post infection, media was removed from 

the plates and 20 μl BrightGlo Reagent (Promega) was added to each well. 

Luciferase light units were measured by bioluminescence using an EnVision 

Multilabel Plate Reader (PerkinElmer). 

3.6.11. P. cynomolgi liver assay 

The P. cynomolgi assay was performed as previously reported 

(Zeeman et al., 2014).  All Rhesus macaques (Macaca mulatta) used in this 

study were bred in captivity for research purposes, and were housed at the 

Biomedical Primate Research Centre (BPRC; AAALAC-certified institute) 

facilities under compliance with the Dutch law on animal experiments, 

European directive 2010/63/EU and with the ‘Standard for Humane Care and 

Use of Laboratory Animals by Foreign institutions’ identification number 
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A5539-01, provided by the Department of Health and Human Services of the 

US National Institutes of Health. The local independent ethical committee first 

approved all protocols. 
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3.7. Figures 

 

Figure 3.1. Luciferase-based high-throughput screening assay 
optimization. a) Optimization of Pb-Luc sporozoite to host HepG2-A16-
CD81EGFP cell ratio. Bioluminescence light output was measured for varying 
numbers of sporozoites in relation to cells per well. Higher cell numbers 
resulted in diminishing increases in light output. A ratio of 750 sporozoites to 
3,000 cells was determined to be optimal for our assay.  b) Luciferase light 
signal from sporozoites after 24 hours at 4°C and 37°C. In order to determine 
the contribution of extracellular sporozoites to the background signal intensity, 
we incubated sporozoites in cell culture media for 24 hours. After 24 hours at 
37°C, there was negligible luminescent signal from even the highest 
concentration of sporozoites tested (37,000 per well), and thus extracellular 
sporozoites do not significantly contribute to background signal in our assay. 
c) Effect of different DMSO concentrations in the screening media on the 
malaria EEFs. The final DMSO concentration in the assay is 0.5%. DMSO 
concentrations up to 0.88% do not significantly alter EEF development d) Light 
output of QuantiLum Recombinant Luciferase in 1536-well assay conditions. 
We chose 0.02 μl per well to replicate the typical light outputfrom a Pb-Luc 
infected 1536 well. This was used to measure direct luciferase inhibition by the 
tested compound. 
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Figure 3.2. A luciferase-based high-throughput screening assay to identify 
malaria exoerythrocytic-stage inhibitors. a) Assay workflow. 24 hours prior to 
infection, 3x103 HepG2-A16-CD81EGFP cells in 5 μl media were added to wells in a 
1536-well assay plate. One to four hours later, 50 nl of compound dissolved in DMSO 
were added to the wells. At the time of infection, Pb-Luc sporozoites were freshly 
prepared from infected A. stephensi mosquitos and diluted to a concentration of 1x103 

in 5 μl media per well. After 48 hours, Pb-Luc growth within hepatocytes was 
measured by bioluminescence.. b) As a proof of concept, we screened two plates 
containing 2,816 natural compounds (GNF) in replicate. One set of replicates is 
shown here. The average Z factor for these plates was 0.82.  
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Figure 3.3. 1536-well luciferase-based screening assay is higher-throughput 
and more sensitive than former 384-well HCI assay.  Pb-Luc IC50 values for the 
MMV validation set of antimalarials screened by the luciferase-based 1536-well assay 
and by the 384-well high-content imaging (HCI) assay are compared. Each data point 
represents a single antimalarial compound. The most active compounds in both 
assays are labeled. The assays generate Pb-Luc IC50 values that correlate very well 
with eachother, as demonstrated by an R2 value of 0.83, however, the luciferase-
based assay resulted in IC50s roughly 10× lower than in the HCI assay. Artemether 
and sulfadoxine were classified as inactive by HCI, however led to parasite IC50 
values of roughly 1 µM and 100 nM, respectively, by luciferase screening. Figure 
provided by Stephan Meister. 
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Figure 3.4. MMV Malaria Box compounds are identified as potent malaria 
exoerythrocytic-stage inhibitors. The 36 exoerythrocytic-stage active MMV Malaria 
Box hits with a Pb-Luc IC50 of less than 10 µM are shown with their respective IC50 
values.  Hits were also selected to demonstrate a HepG2 IC50 and a luciferace  C50 of 
more than 10 µM.  A line at 1 µM highlights that almost half of the exoerythrocytic-
stage active hits display nanomolar potency. Error bars represent the 95% confidence 
interval. vw= very wide confidence interval 
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Figure 3.5. The selection process for the MMV Malaria Box compounds and 
exoerythrocytic-stage active hits. Diagram illustrating the flow of the selection 
process for the inclusion of MMV Malaria Box compounds and the resulting malaria 
exoerythrocytic-stage active screening hits. The selection process begins with the 
creation of the MMV Malaria Box, a collection of 400 diverse compounds with 
erythrocytic-stage antimalarial activity derived from the combined screening of 
roughly 4 million compounds. Our high-throughput exoerythrocytic-stage screen 
identified 36 compounds with exoerythrocytic-stage activity of less than 10 µM, and 
21 compounds with exoerythrocytic-stage activity of less than 1 µM. 
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Figure 3.6.  Overview of the Broad Diversity-Oriented Synthesis Library Screen. 
Screening pipeline for naïve informer set compounds and pre-selected erythrocytic-
stage compounds. The hit rate for the naïve compounds set was 0.6%, while the hit 
rate for the pre-selected compounds was 13.4%.    
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Figure 3.7. DOS compounds exhibit stereoselective inhibition of Pb-Luc 
exoerythrocytic-stage parasite growth. a) Representative compounds and activity 
profiles with activity against P. berghei in HepG2 cells. Stereocenters (Cn) are listed 
below the corresponding chemical structure. Pb-Luc exoerythrocytic-stage activity 
was measured for each of the 8 possible stereoisomers (SRR, SSR, SRS, SSS, RRR, 
RSR, RRS, and RSS) of each compound. Three of the eight possible stereoisomers 
of BRD9781 have exoerythrocytic-stage activity, two with potent activity (SRR and 
SSS, IC50 <0.1 µM), and another with moderate activity (RSS, IC50 < 1 µM). B. One 
stereoisomer of BRD0326 (SSS) is active (IC50 < 1 µM). C. Two stereoisomers of 
BRD47390 have significant exoerythrocytic-stage activity (SSR, IC50 < 0.1 µM; SRS, 
IC50 < 0.1 µM). b) Compounds were tested in dose in the P. berghei/HepG2 assay, a 
Dd2 erythrocytic stage assay, and in a mammalian cell cytotoxicity assay. 
Compounds from three scaffold libraries are shown. Compounds were tested twice in 
the exoerythrocytic-stage assay; values from the second assay are shown in 
parentheses.  
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Figure 3.8. Exoerythrocytic-stage active MMV compounds display unique 
chemical scaffold clustering. Compounds of the GNF and MMV Malaria Box were 
clustered by their substructure similarity, binning sets based on main common 
substructure (Tanimoto average compound similarity ≥0.85). Out of 2335 cluster sets, 
15 were significantly enriched for exoerythrocytic-stage active compounds (depicted 
above). GNF Malaria Box compounds are shown as circle nodes, and MMV Malaria 
Box compounds as square nodes. Active compounds are indicated in red and blue, 
for MMV and GNF compounds, respectively. Dark red/blue signifies IC50  < 1 μM, 
while light red/blue signifies IC50 < 10 μM. Inactive compounds are shown in black, 
and base scaffolds are shown in grey. It is important to note that of the 16 MMV 
compounds represented in the scaffold clustering, 13 of them were structurally 
identical to compounds also screened by the Novartis library using high-content 
imaging (TC=1).  
 

 

 

Cluster(1228
p"value:) 4.29x10"7
Ave.)TC:)0.867
IC50 range:) 4−29) nM

Cluster(2045
p"value:) 1.37x10"7
Ave.)TC:)0.926
IC50 range:) 91nM−3.79) μM

Cluster(1613
P"value:) 1.37x10"7
Ave.)TC:)0.888
IC50 range:) 65"794) nM

Cluster(1096
P"value:) 1.69x10"6
Ave.)TC:)0.907
IC50 range:) 90"706) nM

Cluster(1424
p"value:) 0.00091
Ave.)TC:)0.908
IC50 range:) 10"499) nM

Cluster(1122
p"value:) 0.00091
Ave.)TC:)0.854
IC50 range:) 11) nM"1.67)μM

Cluster(849
p"value:) 0.00027
Ave.)TC:)0.833
IC50 range:) 1.85"221) nM

N

N
N

HN
O

O

R NH2

O

N N

N

OH

O

N

O OH

N

OH
S N

R1

HO

N

N

N

H2N NH2

N
H

N

N

N
H

Cluster(2061
P"value:) 0.00049
Ave.)TC:)0.842
IC50 range:) 130"292) nM

N

OH

Cluster(342
P"value:) 0.00027
Ave.)TC:)0.850
IC50 range:) 105"234) nM

H
N

R1
O



87 

 

 

Figure 3.9. Contribution of different host cell lines to compound potency.  Serial 
dilutions of MMV666693, MMV007160, and MMV665916 were performed to calculate 
Pb-Luc growth in both HepG2 and Huh7.5.1 cell lines using the high-throughput 
luciferase-based assay.  Cell viability was determined by monitoring HepG2 growth 
using a bioluminescent assay (Cell Titer Glo, Promega).  Chemical structures for 
selected compounds are displayed. 
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Figure 3.10. Validation of exoerythrocytic-stage activity using an established 
flow cytometry-based assay.  a) Flow cytometry plots measuring traversal and 
invasion (at 2 hours post infection), and EEF frequency and development (at 48 hours 
post infection) of exoerythrocytic-stage malaria parasites in Huh7.5.1 cells as 
previously described for three of the most potent compounds. Cytochalasin D was 
used as a positive control for traversal and invasion, KDU691 was used as a positive 
control for EEF frequency, and atovaquone was used as a positive control for EEF 
frequency and development. While traversal was measured by the percentage of 
Rhodamine-dextran single-positive cells, invasion was measured by the percentage 
of Pb-GFP single-positive cells at 2 hours post infection. At 48 hours post infection, 
EEF frequency was measured by the percentage of Pb-GFP-positive cells, and EEF 
development was measured by the relative mean fluorescence intensity (MFI). 
Representative flow cytometry plots are shown. Atovaquone was tested at 1uM (due 
to slight cytotoxicity at 10µM in Huh7.5.1 cells, (Supplemental Figure 4)), and 
Cytochalasin D and KDU691 was tested at 10µM. b) The mean and SEM are shown 
graphically from the traversal/ invasion, EEF frequency, and EEF size control 
experiments shown in Figure 6a above (cytochalasin D, atovaquone, and KDU691, 
respectively).  Values are normalized to the DMSO control.  c) Exoerythrocytic-stage 
traversal, invasion, EEF frequency, and EEF development are shown for 
MMV666693, MMV007160, and MMV665916. Mean and SEM from three replicate 
experiments are shown. MMV66693 was tested at 1 µM (due to slight cytotoxicity at 
10 µM in Huh7.5.1 cells, (Figure 3.9), and MMV007160 and MMV665916 were tested 
at 10 µM. 
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Figure 3.11. Exoerythrocytic-stage active compounds display unique potencies 
during exoerythrocytic-stage EEF development.  a) Diagram illustrating the major 
stages of malaria parasite exoerythrocytic-stage development, including invasion, 
parasitophorous vacuole membrane (PVM) remodeling, trophozoite development, and 
EEF schizont development. During the first four hours after sporozoite invasion, the 
parasite dramatically remodels its parasitophorous vacuole membrane by degrading 
host cell-derived proteins and at the same time inserting its own parasite-derived 
proteins(Prudencio et al., 2006a). During the next 18 hours, the sporozoites transform 
from their elongated motile form to round, non-motile, and metabolically active 
trophozoites. The trophozoites undergo impressive nuclear replication starting at 
around 24 hours post infection, displaying one of the fastest replication rates known 
to eukaryotic organisms to develop into mature EEFs (Prudencio et al., 2006a). Drug 
treatments 1-6, corresponding to compound incubation during the exoerythrocytic 
developmental stages indicated, are shown.  b) Pb-Luc IC50 data for established 
antimalarial compounds (atovaquone and pyrimethamine), antimalarials in 
development (GNF179, KDU691, DDD107498), and the three MMV Malaria Box 
compounds (MMV666693, MMV007160, and MMV665916) added during Pb-Luc 
exoerythrocytic-stage development in a modified 384-well luciferase-based assay 
(discussed in Methods) are shown. Likewise, the Pb-Luc IC50 fold changes 
normalized to the 2-50 hour drug-treated controls are shown and colored based on 
the indicated heat map. 
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3.7. Tables 

Table 3.1. IC50 data for validation set of 50 antimalarials 
 

 
 

Table S1. IC50 data for validation set of 50 antimalarials. 

Compound Class  Common Name P. berghei (EEFa) P. falciparum (AESb) 

IC50  (nM) 95% CI (nM) IC50  (nM) 95% CI (nM) 

4-aminoquinolines 

Naphthoquine* 292 115 to 741 11.4 7.6 to 17.2 
AQ-13 1936 218 to 17220 8.7 ND 
Amodiaquine 4126 571 to 2980 >62500 ND 
Pyronaridine >10000 ND 9.6 ND 
Piperaquine >10000 ND 72 ND 
Hydroxychloroquine >10000 ND 13.9 ND 
Chloroquine >10000 ND 2.1 1.7 to 2.7 

8-aminoquinolines 

Primaquine* 773 207 to 2883 695 398 to 1212 
NPC-1161B 9504 1075 to 84020 1320 855 to 2040 
Pamaquine >10000 ND >10000 8435 to 36010 
Tafenoquine >10000 ND 2818 1992 to 3986 

Amino alcohols 

Halofantrine 2225 360 to 1375 1.5 1.2 to 1.9 
Mefloquine (+ RS) 4638 905 to 23770 16.6 13.1 to 21.1 
Mefloquine (Racemic) 7836 1419 to 43260 <0.4 ND  
Quinidine 8437 108 to 660 2.9 2.3 to 3.8 
Quinine sulfate 

dihydrate >10000 ND 12.3 4.2 to 35.8 

Lumefantrine >10000 ND 7.3 5.9 to 9.1 

Antibiotics 

Trimethoprim* 122 39 to 385 5640 3396 to 9367 
Thiostrepton 4976 899 to 2756 1908 950 to 3833 
Doxycyclin >100000 ND 8822 5336 to 14590 
Cis-Mirincamycin >100000 ND 7560 4457 to 12820 
Trans-Mirincamycin >100000 ND >10000 10250 to 36050  
Fosmidomycin  >100000 ND >10000 5784 to 18320 
Clindamycin >100000 ND 198 157 to 251 
Tetracycline >100000 ND >10000 13340 to 33130 
Azithromycin >100000 ND 257 199 to 331 

 P218.HCl* 0.32 0.18 to 0.55  0.4 0.3 to 0.4 

Antifolates 

Pyrimethamine* 3.7 1.5 to 9.0 19.9 12.1 to 32.7 
Cycloguanil* 6.7 2.9 to 16 3.1 2.4 to 3.9 
Dapsone* 133 15 to 1179 >62500 ND 
Chlorproguanil HCL 1038 236 to 4562 4716 2697 to 8248 
Proguanil HCL >10000 ND 6239 3426 to 11360 

Endoperoxidases 

Artemisone* 92 19 to 437 0,7 0.6to 0.8 
Artemisinin* 218 29 to 1619  4.7 3.6 to 6.1 
Artesunate* 293 94 to 916 0.9 0.6 to 1.3 
OZ277* 524 92 to 2990 2.3 1.9 to 2.7 
Artemether* 909 204 to 4059 <0.4 ND 
Artenimol 2462 822 to 7374 <0.4 ND 
OZ439 >10000 ND 2.8 2.5 to 3.2 

Others 

Atovaquone* 0.18 0.11 to 0.31 <0.4 ND 
Cycloheximide* 23 9.1 to 57 1.8 1.2 to 2.7 
Methylene Blue* 92 34 to 246 7984 1308 to 48740 
Pentamidine* 378 116 to 1228 0.5 0.2 to 1.7 
Deferoxamine >10000 ND >10000 11830 to 33830 
Dehydroepiandroster-

one sulphate >10000 ND >62500 ND 

N-acetyl-D-penicillamine >10000 ND >62500 ND 
Riboflavin >10000 ND >62500 ND 

Sulfonamides 
Sulfadiazine* 16 2.0 to 126 >62500 ND 
Sulfadoxine* 74 103 to 538 >62500 ND 
Sulfamethoxazole* 216 75 to 625 >10000 ND 

* Antimalarial compounds with exoerythrocytic-stage activity (Pb-Luc IC50 < 1000 nM) 
EEF, exoerythrocytic form; AES, asexual erthrocytic stage    
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Table 3.2. Anti-Plasmodium cynomolgi exoerythrocytic-stage activity in primary 
hepatocytes for selected MMV Malaria Box Compounds.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

	

Compound	 P.	cynomolgi,	primary	hepatocytes		
(%	inhibition	normalized	to	untreated	control)	

	

Small	
0.1	µM	

Small	
1	µM	

Small	
10	µM	

Large	
0.1	µM	

Large	
1	µM	

Large	
10	µM	

KAI407	 -1.07	 92.53	 100.00	 22.98	 94.15	 100.00	
Primaquine	 4.09	 18.86	 24.02	 0.84	 2.58	 12.70	
MMV006962	 -8.08	 11.32	 17.09	 34.17	 24.68	 9.71	
MMV007160	 17.44	 -24.73	 -11.21	 16.97	 13.65	 0.05	
MMV007224	 30.48	 20.32	 66.74	 22.75	 43.35	 95.65	
MMV019066	 10.32	 11.21	 3.20	 3.22	 -1.85	 5.11	
MMV665807	 17.09	 33.95	 24.02	 6.49	 10.35	 11.96	
MMV665916	 20.46	 -13.35	 -15.12	 5.59	 2.11	 -13.23	
MMV666101	 4.16	 19.40	 10.85	 7.30	 10.68	 16.79	
MMV666693	 29.36	 16.37	 30.07	 22.51	 -2.95	 15.39	
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4. Systems Analysis of Host-Parasite 

Interactions 

4.1 Abstract 

Parasitic diseases caused by protozoan pathogens lead to hundreds of 

thousands of deaths per year in addition to substantial suffering and 

socioeconomic decline for millions of people worldwide.  The lack of effective 

vaccines coupled with the widespread emergence of drug-resistant parasites 

necessitates that the research community take an active role in understanding 

host-parasite infection biology in order to develop improved therapeutics.  

Recent advances in next-generation sequencing and the rapid development of 

publicly accessible genomic databases for many human pathogens have 

facilitated the application of systems biology to the study of host-parasite 

interactions.  Over the past decade, these technologies have led to the 

discovery of many important biological processes governing parasitic disease.  

The integration and interpretation of high-throughput –omic data will 

undoubtedly generate extraordinary insight into host-parasite interaction 

networks essential to navigate the intricacies of these complex systems. As 

systems analysis continues to build the foundation for our understanding of 

host-parasite biology, this will provide the framework necessary to drive drug 
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discovery research forward and accelerate the development of new 

antiparasitic therapies.   
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4.2 Introduction 

Protozoan parasites infect over a half billion people worldwide, and 

continue to play a significant role in shaping global mortality and morbidity 

rates despite decades of research (Sacks and Sher, 2002).  Some important 

human diseases caused by these pathogens include malaria, leishmaniasis, 

African sleeping sickness, toxoplasmosis, Chagas disease, and amoebiasis. 

The lack of government funding for many of these classically ‘neglected’ 

pathogens, the recent emergence of antiparasitic drug resistance, and the 

absence of licensed vaccines warrant global concern.  In addition, host-

parasite research is impeded by specific technical and resource limitations.  

New cost-effective, high-throughput strategies are therefore necessary to 

circumvent these obstacles and to develop novel therapeutics. 

The post-genomic era has generated unparalleled opportunities for 

creating and integrating systems biology data (i.e. organism- or cellular-scale 

data produced through a number of –omic, or system-wide, technologies).  

This holistic approach is in direct contrast to conventional reductionist methods 

that ‘reduce’ systems into smaller, more tractable units. Systems-based 

methods are particularly useful to study complex biological relationships that 

are: 1. open, with constant information exchange and a net flow of resources, 

and 2. stochastic, with spatial, temporal, and population heterogeneity (Beiting 

and Roos, 2011).  Host-parasite systems embody all of these defining 



95 

 

characteristics. -Omic technologies are also much more efficient and 

economical when comparing the cumulative time, labor, and cost per gene to 

traditional reductionist strategies.  Not surprisingly, these methods have been 

critical for improving our understanding of host-parasite relationships and 

accelerating anti-parasitic drug discovery (Sakata and Winzeler, 2007; 

Winzeler, 2006).  In this review, we discuss the current state of host-parasite 

systems biology research. This includes the various obstacles faced by 

parasite researchers, the advancements and feasibility of several genome-

wide technologies, and the key research areas benefiting from such 

approaches.  We aim to emphasize major advances from the past few years 

as well as the specific hypotheses and gaps emerging from these studies. 
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4.3 Unique challenges of the host-parasite Interface 

4.3.1. Complex lifecycles within multiple hosts 

Parasites have evolved elegant strategies to survive and replicate 

within their hosts.  One strategy includes constantly changing their cellular 

state in order to progress through their lifecycle, while simultaneously evading 

recognition by the host immune system (Sacks and Sher, 2002).  The vast 

number of developmental stages, combined with distinct tissue tropisms, 

increases the complexity of host-parasite interactions (Table 4.1). In this 

review, we focus on the following species due to their global impact on human 

health and influence in the research community: 1. the Apicomplexans 

Toxoplasma gondii, which causes toxoplasmosis, Plasmodium spp., which 

cause malaria, and Crypotosporidium spp., which cause the diarrheal disease 

cryptosporidosis; 2. the Kinetoplastids Trypanosoma brucei, which causes 

African sleeping sickness, Trypanosoma cruzi, which causes Chagas disease, 

and the Leishmania parasites, which cause both cutaneous and visceral 

leishmaniasis; 3. the Diplomonad Giardia lamblia, which causes the intestinal 

disease giardiasis; and 4. the Amoebozoa Entamoeba histolytica, which 

causes amoebic dysentery (Table 4.1).  Many of these parasites, such as the 

Apicocomplexans and the Kinetoplastids, are vector-borne, intracellular 

pathogens that complete their lifecycle within multiple hosts. One exception is 

T. brucei, which carries out its lifecycle extracellularly.  Others, such as 
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Cryptosporidium, Entamoeba, and Giardia, can develop into infectious, 

resistant cysts that survive outside of their hosts and are generally spread via 

the fecal-oral route.  

Due to the important differences in each lifecycle stage, researchers 

must consider these unique developmental niches as separate systems when 

studying host-parasite interactions. This is especially important for systems-

based analysis, as parasites display periodic stage-dependent gene 

expression (Hall et al., 2005).   Accordingly, even slight asynchrony within 

parasite samples can result in inaccurate gene expression measurements, 

severely limiting statistical power. This is particularly challenging when 

analyzing clinical samples ex vivo, as parasite populations are rarely 

homogeneous.  Therefore, researchers often utilize specialized techniques in 

order to synchronize parasites in culture, isolate specific cellular stages from 

mixed culture, or computationally remove stochastic noise (Lemieux et al., 

2009).  While this experimental isolation of developmental stages will aid in the 

understanding of stage-specific host-parasite interactions, it will also be 

important for future systems-based studies to integrate this knowledge into a 

multi-stage model more representative of physiological mixed parasite 

populations. 
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4.3.2. Challenging in vitro culture 

While it is certainly possible to utilize systems-based approaches for in 

vivo and ex vivo study, the establishment of in vitro methods is particularly 

useful for many high-throughput applications.   The complex nature of each 

parasite’s lifecycle often requires multiple in vitro culture systems in order to 

study all of the developmental stages.  While some parasite stages are easily 

propagated in culture, others are not (Visvesvara and Garcia, 2002; Widmer et 

al., 2000).  For example, blood-stage Plasmodium falciparum parasites can be 

maintained almost indefinitely in culture if supplied with fresh erythrocytes; 

however, sporozoites are generally freshly isolated from the salivary glands of 

infected mosquitos when studying liver stage infection.  In order to study 

hypnozoites (the clinically dormant hepatic stage of P. vivax and P. ovale), 

researchers rely on technically challenging, time-intensive assays only 

available in locations where the species are accessible (Mueller et al., 2009).  

The absence of methods to isolate developmentally synchronized cysts 

presents a major hurdle for the study of encystation and excystation by enteric 

parasites such as E. histolytica (Ehrenkaufer et al., 2013) and C. parvum 

(Karanis and Aldeyarbi, 2011).  Furthermore, low in vitro infection rates for 

many protozoan pathogens often lead to insufficient material for systems-

based analysis. 
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4.3.3. Large uncharacterized genomes 

Not only are parasite genomes generally larger and more complex than 

their prokaryotic counterparts, but their functional characterization and 

annotation is severely limited by both lack of genetic tools and resources 

(Winzeler, 2006).  Fully sequenced and annotated genomes greatly strengthen 

many areas of systems-biology research; this includes determination of coding 

and non-coding reading frames, alternative splice variants, and the 

assignment of gene functions. Although many important protozoan parasite 

genomes have been sequenced, an overwhelming percentage of genes are 

still assigned ‘hypothetical’ functions, as illustrated in Figure 4.1. This lack of 

functional characterization is correlated with the relative magnitude of the 

research community (Figure 4.1), as well as other factors such as the genetic 

intractability of certain species.  The 24-Mb P. falciparum genome, for 

example, is extremely AT-rich (80.6%) and therefore traditional genetic 

approaches are particularly challenging (Winzeler, 2006).  Not surprisingly, 

about 40% of the genome is still uncharacterized.  For other parasites such as 

T. gondii and L. major, this number is even higher, with more than half of 

annotated genes assigned “hypothetical” functions (Figure 4.1).  

Moreover, the lack of functional characterization of parasite genomes 

makes the interpretation of large datasets difficult.  This is especially true 

when building system-wide networks based on gene ontology, as differentially 

expressed genes with unknown function are often excluded, which may lead to 
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an inaccurate representation of the system.  Since approximately half of 

parasite genes fall into this “hypothetical” category, caution must be taken to 

express the degree of uncertainty when clustering datasets into biological 

processes. Accordingly, a current focus of parasite biology is to assign global 

gene function, and thus genome-wide technologies rooted in systems biology 

are essential.   
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4.4. Recent advances in systems-based approaches to host-

parasite research  

4.4.1. Application of –omic technologies 

Systems biology utilizes multiple platforms in order to survey global 

cellular processes.  These include the classic -omic technologies, namely 

transcriptomics, proteomics, and metabolomics. The recent whole-genome 

sequencing of many important human parasite genomes has led to significant 

progress in the development of these approaches to the study of parasitic 

disease. In this section, we will summarize these strategies and their 

application to host-parasite interactions.   

Transcriptomics has been fundamental in shaping our current 

understanding of parasite infection biology.  Probe-dependent cDNA 

microarrays have been a historically useful tool for gene validation and 

discovery, as well as determining differential transcript expression in parasites 

(Duncan, 2004; Gobert et al., 2005).  In T. gondii, for example, microarray 

analysis led to the identification of developmentally regulated genes that 

clustered into distinct processes such as immune avoidance and sugar 

metabolism (Cleary et al., 2002).  Microarray data has also revealed that P. 

falciparum genes in specific pathways are co-regulated (Young et al., 2005), 

and that many genes that are co-transcribed share common regulatory 

elements (Young et al., 2008).  cDNA microarray chips for a number of 
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protozoan pathogens are now commercially available, and recently, the first C. 

parvum specific microarray (Zhang et al., 2012) was developed and made 

accessible to the research community.  Microarrays have also provided global 

insights into the host response to parasitic infections (Blader et al., 2001; Liehl 

et al., 2014).  Cross-hybridization severely limits the scope of probe-

dependent techniques, however, as high background reduces the dynamic 

range of the assay and parasite and host transcriptomes must be analyzed 

separately (Westermann et al., 2012a).  Probe-independent, tag-based 

methods such as serial or cap analysis of gene expression (SAGE or CAGE, 

respectively) can provide a more quantitative picture of the transcriptome, and 

have been particularly useful for gene expression analysis in eukaryotic 

pathogens, as reviewed elsewhere (Kronstad, 2006).   

All of the aforementioned techniques are restricted by the inability to 

detect specific mRNA isoforms, unannotated non-coding RNAs, and precise 

splice junctions.  Recent advances in next generation sequencing platforms 

have allowed for deep sequencing of RNA, known as RNA-Seq (Wang et al., 

2009).  This approach provides quantitative full-genome coverage, is 

extremely sensitive, and can identify RNA species and alternative splicing 

events that are undetectable by microarray or tag-based analyses.  Recent 

advances in strand-specific RNA-Seq (Levin et al., 2010; Li et al., 2013; Siegel 

et al., 2014) have also revealed widespread transcription of natural antisense 

transcripts (NATs) in many eukaryotic parasites.  So far, evidence for NATs 
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has been found in species such as P. falciparum, T. gondii, T. brucei, 

Leishmania spp., and G. lamblia (Militello et al., 2008).  RNA-Seq also enables 

the simultaneous sequencing of both host and parasite transcriptomes 

(Westermann et al., 2012a), allowing for unprecedented insights into host-

pathogen interactions.  In a study by Pittman et. al. (Pittman et al., 2014), in 

vivo dual RNA-Seq analysis of T. gondii and its murine host revealed 

significant influence of both the host environment on parasite gene expression, 

as well as parasite development on host transcription.  Simultaneous 

sequencing of both human and P. falciparum RNA isolated from peripheral 

blood from 116 malaria patients (Yamagishi et al., 2014) also provided 

important insights into host-parasite interactions, including the identification of 

host and pathogen genes that correlate with clinical disease severity.   While 

this paired analysis provides a much more powerful approach than single 

RNA-Seq, the vast majority of –omic datasets currently survey either the host 

or the pathogen during infection.  As dual RNA-Seq increases in both 

resolution and cost-effectiveness, it will no doubt continue to provide novel 

molecular insights into host-parasite transcriptomics. 

Due to innovations in existing technologies and the development of new 

methodologies, the field of proteomics has made significant progress in 

surveying the complex repertoire of proteins that define host-parasite systems.  

Mass spectroscopy (MS) (Yates et al., 2009), which measures the mass-to-

charge ratio and abundance of ions, has been by far the most widely used 
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method for proteomic analysis. Prior to the advent of genome sequencing, 

intact proteins had to be directly analyzed by MS through technically 

challenging and low-throughput ‘top-down’ procedures.  The post-genomic era 

has significantly benefited from the implementation of ‘bottom-up’ approaches 

that instead utilize enzymatic or chemical fragmentation of proteins (Wastling 

et al., 2012).  The protein sequence is then inferred by mapping of the MS 

fragmentation spectra to databases built from annotated genomic information.  

MS-based approaches have been fundamental in the assembly of the whole-

cell proteomes of protozoan parasites during multiple life cycle stages, as 

reviewed elsewhere (Wastling et al., 2012).  Despite the increasing number of 

proteomic datasets publicly available for these organisms, there remains a 

massive deficit in experimentally validated proteome coverage (i.e. the 

percentage of protein-coding genes that have evidence for protein expression) 

(Table 4.3). Moreover, this insufficiency is highly variable among parasites. 

While more well-studied protozoan parasites such as P. falciparum, T. gondii, 

and T. brucei have more than 50% proteomic coverage, others, such as G. 

intestinalis and E. histolytica, have less than 30% coverage, and for L. major, 

less than 5% of the predicted proteome is experimentally validated (Table 4.3).  

MS-based methods have also been instrumental in profiling the host proteome 

in response to parasitic infections. For example, Nelson et. al.(Nelson et al., 

2008) utilized 2D electrophoresis, difference gel electrophoresis (DIGE), and 

MS to profile the host proteomic response to infection with T. gondii, and 
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analysis of the resulting dataset suggested extensive global reprogramming of 

host metabolic pathways.  In a truly integrative study (Foth et al., 2011) of both 

parasite and host cell transcriptomic and proteomic data during the intra-

erythrocytic developmental cycle of P. falciparum, 24 human proteins were 

identified in significant quantities within the parasite.  Interestingly, these host 

proteins, like many parasite proteins found in the same study, displayed 

distinct abundance profiles throughout parasite development. 

The current field of parasite proteomics is moving towards more 

sensitive and specific methods.  While it is critical that we continue to map and 

annotate both host and parasite proteomes during infection, it is also important 

that we directly measure differential protein expression in order to better 

understand host-parasite biology.  This general approach, commonly referred 

to as ‘quantitative proteomics’ (Cox and Mann, 2011), includes relative 

quantification methods such as isobaric tagging for relative and absolute 

quantification (iTRAQ) and stable isotope labeling by amino acids in cell 

culture (SILAC), and label-free methods such as spectral-counting.  

Quantitative proteomics has been particularly useful in mapping the 

phosphoproteomes of many parasites (Treeck et al., 2011; Tsigankov et al., 

2013; Urbaniak et al., 2013), as well as phosphorylated host proteins in 

response to parasitic infection (Wu et al., 2009b).  These studies have 

revealed that reversible protein phosphorylation, mediated by protein kinases 

and phosphatases, is an important regulator of many aspects of host-parasite 
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biology.  In addition to quantitative proteomics, there has been an increasing 

interest in mapping the proteomes of subcellular organelles, called ‘organellar 

proteomics’ (Andersen and Mann, 2006).  Organelle isolation prior to 

proteomic analysis is commonly achieved by cellular fractionation or specific 

labeling and purification methods.  This type of proteomic analysis has 

enhanced our understanding of sub-cellular protein localization for many 

protozoan parasites, such as the nuclear proteome for P. falciparum (Oehring 

et al., 2012) and the mitochondrial outer membrane proteome for T. 

brucei(Niemann et al., 2013). 

The systems-based application of metabolomics, or the global survey of 

small molecules (<1kD), has provided significant insight into the metabolic 

processes governing host-parasite infection biology over the last decade, and 

has been expertly reviewed elsewhere(Kafsack and Llinas, 2010).  Since the 

majority of antiparasitic drugs target enzymes involved in parasite metabolism, 

mapping host-parasite metabolomes will be critical for the development of 

novel therapeutics.  The study of parasite metabolism has historically relied on 

the use of low-throughput radioactive labeling or enzymatic-based assays.  

Today, high-throughput MS-based technologies as well as Nuclear Magnetic 

Resonance (NMR) spectroscopy are the major tools used by researchers 

investigating metabolomes (Bollard et al., 2005; Want et al., 2007).   

Pioneering studies have utilized these technologies to survey the 

metabolomes for many parasite life-cycle processes, including Entamoeba 
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cyst formation (Jeelani et al., 2012), Leishmania promastigote development 

(Silva et al., 2011), Toxoplasma tachyzoite replication (MacRae et al., 2012), 

and Plasmodium intraerthrocytic progression (Olszewski et al., 2009).   

Metabolic labeling coupled with MS is an effective strategy for measuring 

metabolic pathway flux.  For example, Ke et. al.(Ke et al., 2015) utilized 13-C 

labeling of P. falciparum genetic knockout lines that have deletions in 

mitochondiral tricarboxylic acid (TCA) cycle enzymes to show that 

mitochondrial metabolism is surprisingly flexible throughout the parasite life 

cycle.   Additionally, profiling the host metabolome (Daubener et al., 2001; Itoe 

et al., 2014) has generated valuable information as to how parasites scavenge 

host resources and how the host alters its own metabolism to fight infection.  

Host metabolomic studies also have clinical importance, as this information 

has been utilized in the identification of diagnostic biomarkers of protozoan 

infections (Li et al., 2008; Ng Hublin et al., 2013; Wang et al., 2008).  Albeit the 

application of metabolomics to the study of host-parasite interactions is 

relatively recent, significant progress has already been made towards 

understanding the dynamic metabolic networks that regulate parasitic 

infections. 

4.4.2. Integrating and interpreting large datasets 

Advances in systems-based technologies have required the 

development of mathematical methods and computational tools to integrate 
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and interpret multiple data types. This reliance will continue to grow as the size 

and number of datasets continue to exponentially increase. The computational 

approaches employed in systems biology span various mathematical 

disciplines. Here we focus on a few examples where the analysis tools have 

proven useful. Efforts in data integration can be broadly grouped into the 

following approaches: 1) data organization and network construction, 2) 

network analyses, and 3) simulation and modeling. 

Given the size and number of large –omic screens, organization of the 

resulting datasets into databases is critical to facilitate subsequent integration 

and analysis.  Publicly available databases for eukaryotic parasites, as 

summarized in Table 4.2, provide the information required to populate the 1-D 

annotation of the organisms, that is, the descriptive content summarizing each 

measured biological molecule. Examples of this include functional annotation 

or transcript levels for an individual gene. As exemplified in the summary plot 

of datasets uploaded to EuPathDB (Aurrecoechea et al., 2010) (Figure 2), 

there is generally much greater availability of transcriptomic data than 

proteomic data for protozoan pathogens. In turn, there is much greater 

availability of proteomic data than metabolomic data. This trend is in part due 

to technological advancements in the instrumentation and the degree of high-

throughput profiling that is feasible for each type of measurement. Public 

metabolomic databases are also relatively scarce. Metabolights (Haug et al., 

2013) is so far the only cross-species, open-access metabolomic database 
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available, and there is currently no information submitted for protozoan 

parasites. However, as the value of metabolomic data is recognized (Kafsack 

and Llinas, 2010), and the number of studies profiling host-parasite 

metabolomics increases, we anticipate an increase in open-access 

metabolomic databases. In contrast to the 1-D annotation of organisms, the 2-

D annotation includes defining interactions between biological molecules 

(Palsson, 2004). For example, protein-protein interactions can be detailed as 

complexes or signaling pathways, and protein-metabolite interactions can be 

described as metabolic reactions occurring within the organism. The 2-D 

annotation provides a platform in which different measurements are integrated 

and subsequently analyzed in order to gain meaningful insight into the 

capabilities and functions of biological organisms (Palsson, 2004).  

Once the components of a system are defined, they need to be merged 

into a format amenable to the desired analysis style. The type of network that 

is constructed is dependent on the experimental data available. For example, 

protein-protein interaction networks can be constructed from MS spectra 

generated after yeast 2-hybrid screens or MS spectra generated after co-

immunoprecipitation (Young et al., 2008). Metabolic network connectivity can 

be determined by individual metabolites that are linked together via enzymatic 

(and transport) reactions. Groups of reactions subsequently form pathways. 

Once such information is collected, the metabolic reactions can be linked 

together into pathways (Feist et al., 2009).   Although advancements in 
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network construction continue to be made with each new data set, we must 

also be cognizant that we may never completely characterize all components 

of an organism, nor comprehensively detail all interactions. Thus, analysis 

methods will need to be tolerant of the incomplete data sets (Date and 

Stoeckert, 2006). 

Once data are organized and biological networks are constructed, 

many different methods can be deployed to leverage this information for 

valuable analyses. The connectivity of biological networks can be studied 

using methods from statistics and graph theory to systematically characterize 

relationships between different components (e.g. distance measures, 

connectivity, etc) in a network and how the different elements within a network 

are organized.  For example, 2,846 protein-protein interactions were 

elucidated for 1,312 proteins in P. falciparum using a high-throughput yeast 

two-hybrid assay (Date and Stoeckert, 2006). When the resulting network was 

analyzed using gene co-expression data and ontology information, putative 

annotation for hypothetical proteins was feasible, and alternative biological 

functions were suggested for some annotated genes. Suthram et. al.(Suthram 

et al., 2005) further analyzed this network using a network alignment approach 

called PathBLAST (Kelley et al., 2004), an algorithm that identifies conserved 

pathways between organisms by identifying conserved proteins and then 

testing for conserved interactions. Through this, the authors found that few 

protein interactions were conserved between Plasmodium and several model 
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organisms, thus demonstrating that the patterns of protein interaction in 

Plasmodium are quite distinct.   

Beyond the analysis of network organization, various modeling 

approaches are being employed to simulate host-pathogen interaction 

pathways across spatial and temporal scales. Different types of calculations 

can be performed, depending on the modeling approach that is used. Cell-

scale modeling approaches are proving valuable for integrating and analyzing 

the increasingly large volumes of -omic data.  One notable example is 

constraint-based modeling (Militello et al., 2008), which uses metabolic 

network reconstructions (Feist et al., 2009).  In this approach, all metabolic 

reactions in an organism are linked together and represented in a specific 

mathematical format that enables the calculation of network characteristics as 

well as simulation of different metabolic network flux states. As illustrated in 

Figure 4.3, every gene in the network reconstruction includes gene-protein-

reaction associations. These connections describe how transcripts are related 

to the proteins they encode, as well as their corresponding enzymatic 

reactions. Network reconstructions thus provide the foundation for the 

hierarchical data integration of biological models. Since the relationships 

between the components in these networks are defined by logical 

relationships, it is then relatively trivial to integrate multiple types of different 

datasets from the host and pathogen and analyze them simultaneously.     
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Constraint-based modeling has a growing number of methodologies 

(Lewis et al., 2012b) enabling one to make diverse predictions including 

metabolic pathway usage, gene essentiality, and potential drug targets. 

Analysis of network reconstructions for Leishmania major have demonstrated 

utility in predicting minimal requisite media conditions for growth (Chavali et 

al., 2008) and further for simulating lethality versus non-lethality responses to 

drug treatments. Network reconstructions contain the requisite pathways for 

biomass synthesis (i.e. growth), thus, in silico simulations can be carried out in 

a systematic fashion in which each gene is ‘deleted’ and the ability of the cell 

to grow can then be tested. Similarly, in silico experiments can be performed 

in which the response to a particular drug is tested.  This is achieved by 

inhibiting or eliminating the activity of an enzymatic target of a drug within the 

network and then interrogating the capabilities of the in silico organism (e.g. 

testing the ability to generate biomass, carry flux through particular pathways, 

etc.) (Cleary et al., 2002; Haug et al., 2013; Kim et al., 2011). In a study by 

Chavali et al (Chavali et al., 2012), the authors elucidated potential 

combinatorial drug treatment regimens that would inhibit growth.  Similar 

algorithms could be employed to study other parasites and complement drug-

screening efforts. Constraint-based reconstructions and analyses have also 

provided insight into growth conditions and drug sensitivity for other important 

human parasites (Plata et al., 2010; Raghunathan et al., 2010; Roberts et al., 

2009).  
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In addition to the analysis of individual parasites, models are being 

developed that include host cell pathways. Specifically, based on host and 

parasite genome annotation, computational models can be reconstructed for 

both the host and parasite. Then computational simulations can elucidate how 

the pathways of the two different organisms influence each other. For 

example, the host-pathogen model analysis carried out by Bordbar et al 

(Bordbar et al., 2010) was the first integrated, simulation-capable host-

pathogen metabolic network reconstruction, in which two genome-scale 

network reconstructions (a human host cell and a pathogen) were functionally 

integrated. Host pathogen interactions in different infectious states were 

characterized through analysis of transcriptomic data, which revealed 

differences in flux states of the pathogen (Mycobacterium tuberculosis) in 

latent versus pulmonary versus meningeal tuberculosis. These differing 

metabolic states are the result of the different tissues as well as the different 

types of interactions between the pathogen and host cell. Further, such 

differences may suggest different treatment strategies, depending on the site 

of the infection. This methodology is likely to be critical in the analysis and 

interpretation of protozoan pathogen data. The development of host-parasite 

models represents a new avenue of application and much needed 

development. With the continued expansion and completion of 1-D annotation 

of human parasites (Table 4.2), the concurrent and increasingly active 2-D 

annotation of these pathogens will lead to an improved understanding of host-
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parasite interactions, and in the process, yield meaningful predictions and new 

hypotheses to test and validate in the wet lab.  

4.4.3. Systems biology to help mitigate the challenges associated with 

host-parasite research  

In addition to expanding the arsenal of tools available to researchers, 

advancements in systems-biology based methods have helped address some 

of the most challenging obstacles associated with host-parasite research.  As 

summarized earlier, some of these challenges include the complex, stochastic 

nature of parasitic lifecycles, the lack of effective methods for culturing certain 

parasite developmental stages, and the overwhelming percentage of 

uncharacterized parasite genes.  In this section, we will highlight some of the 

most recent systems-biology based studies that have aimed to overcome 

these barriers. 

Although a number of methods have been developed to synchronize or 

isolate specific developmental parasite stages in vitro, mixed parasite 

populations are often unavoidable in vivo, especially when analyzing patient 

samples.   This is problematic when examining system-wide expression data, 

as different stages have been shown to display distinct expression profiles.  

Clinical surveillance of patients harboring transmissible parasite stages, such 

as the Plasmodium sexual gametocyte stage, is critical for transmission 

reduction (Alonso et al., 2011); however, this is difficult, as gametocytes 
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comprise only a very small fraction of all blood-stage Plasmodium parasites 

during infection.  To address this issue for mixed populations of P. falciparum, 

researchers have developed a statistical method (Lemieux et al., 2009) that 

estimates the relative contributions of cell cycle and developmental stage 

variation to the overall stochasticity of gene expression data.  The method was 

based on both transcriptomic and microscopy analysis, and when applied to a 

published dataset of in vivo patient samples, they found that the previously 

reported variation in gene expression was directly correlated with a changing 

proportion of sexual stage parasites. In addition, a recent study (Joice et al., 

2013) utilized computational analysis of transcriptomic data in order to develop 

a novel qRT-PCR-based method that can estimate the amount of both asexual 

and sexual stages in patient samples.  This strategy relied on the selection 

and validation of a small panel of developmentally associated transcriptional 

markers, a procedure deeply rooted in systems biology.  

In vitro culture of parasites throughout their life cycle is a valuable 

technique to more easily study host-parasite biology.  However, this is 

technically challenging for many pathogen developmental stages.  A notable 

example is the stage conversion that occurs during E. histolytica encystation, 

or the development from pathogenic trophozoites into transmissible cysts, as 

this process cannot be currently reproduced in vitro.  In E. invadens, a related 

Entamoeba species that infects reptiles, stage conversion can be induced in 

vitro.  Several groups have recently mapped E. invadens encystation on a 
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system-wide scale in order to better understand the biological processes 

controlling cyst formation, and in the process they provide insight into the 

development of in vitro culture methods to induce E. histolytica encystation 

(Ehrenkaufer et al., 2013; Jeelani et al., 2012).  These studies led to the 

sequencing and assembly of the E. invadens genome and global 

characterization of both transcriptomic and metabolomic changes during 

encystation.  Interestingly, RNA-Seq analysis (Ehrenkaufer et al., 2013) 

revealed that phospholipase D, an enzyme involved in lipid second messenger 

signaling, is required for efficient E. invadens stage conversion in vitro.  In 

addition, MS-based metabolomics (Jeelani et al., 2012) revealed that despite 

an overall decrease in energy generation, there is an increase in the levels of 

certain biogenic amines as well as γ-aminobutyric acid (GABA) during 

encystation.   While it is still unclear how the biological processes revealed by 

these data specifically contribute to Entamoeba stage conversion, these 

studies provide important insight into pathways that may be targeted to induce 

E. histolytica in vitro.  Additionally, the metabolic enzymes controlling these 

processes may be suitable targets for the development of transmission-

blocking drugs.  

As previously emphasized, the majority of protozoan parasite genomes 

are only half annotated, with around 50% of genes assigned a hypothetical or 

unknown function (Figure 4.1).  Since our understanding of host-parasite 

interactions requires knowledge of both host and parasite gene function, 
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incomplete gene annotation significantly stifles progress in this field. This 

severely limits our basic understanding of parasite biology and stunts our 

progress towards improved antiparasitic therapies, as drug discovery research 

benefits from the functional annotation of parasite genes. There has been an 

increased effort in recent years to apply high-throughput phenotypic screening 

and chemical genomics to identify novel parasite drug targets; however, often 

the genes targeted by promising compounds are uncharacterized (Winzeler, 

2006). Accordingly, significant effort has been made to apply systems biology-

based methods in order to assign global gene function.  Bioinformatic analysis 

using comparative genomics is a widely used strategy for predicting the 

function of uncharacterized proteins (Pellegrini et al., 1999).  This method 

relies on the evolutionary conservation of proteins with similar function.  While 

comparative genomics has been important in the assignment of putative gene 

function for many parasite genes (Rout et al., 2015; Silber and Pereira, 2012), 

this analysis alone is not sufficient for the characterization of whole parasite 

genomes.  There are notable examples where structurally similar proteins 

have divergent functions, and likewise, where proteins that have similar 

functions have divergent sequences (Saghatelian and Cravatt, 2005).  

Additionally, there are a number of parasite proteins that do not have orthologs 

with known function, and therefore traditional comparative genomics would not 

be applicable. For example, C. parvum is particularly divergent, with only 4% 

of all the predicted open reading frames (ORFs) initially assigned putative 
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functions based on sequence homology (Abrahamsen et al., 2004).   Classical 

systems-based profiling of parasite transcriptomes, proteomes, and 

metabolomes has helped to build biological context for a number of these 

uncharacterized proteins (Bozdech et al., 2003; Bringaud et al., 2015; Butler et 

al., 2014; Le Roch et al., 2003).  However, experimental evidence linking 

genotype to phenotype is still required in order to adequately characterize 

protein function. 

In model systems, protein functional characterization has been largely 

achieved by phenotypic screens of genetically manipulated organisms.  This -

omics strategy, called functional genomics, includes forward genetic 

approaches, which identify the genetic basis for phenotype, and reverse 

genetic approaches, which identify the phenotypic consequence of genetic 

alteration.  Unfortunately, these functional genetic strategies are challenging 

for many important human parasite systems, as genome manipulation is 

technically difficult.  Despite the challenges, a number of recent genome-wide 

screening strategies have been successfully executed.  Transposon 

mutagenesis using the piggyBac transposable system has been particularly 

useful as a forward genetic strategy in Plasmodium species (Fonager et al., 

2011; Ikadai et al., 2013).  Additionally, improvements in forward genetic 

methods for chemical mutagenesis have facilitated functional genetics in 

organisms such as T. gondii (Farrell et al., 2014).  Reverse genetic strategies, 

including both gain of function and loss of function genetic screens, have also 
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come a long way in recent years. Genome-wide overexpression screens have 

been a valuable platform for characterizing protozoan parasite gene function. 

These studies have identified genes involved in phosphatidylinositol signaling 

as well as phagocytosis for the human protozoan pathogen E. histolytica (King 

et al., 2012; Koushik et al., 2014).  While overexpression screens are useful 

because they can provide biological insight while avoiding the problem of 

genetic redundancy, loss of function screens can directly assess the 

phenotypic consequence of repressing endogenous gene expression, which in 

many cases is physiologically preferable. Moreover, the ease of gene 

knockdown technologies such as RNA interference (RNAi) has facilitated high 

throughput screening.  While a number of protozoan pathogens such as P. 

falciparum lack the cellular machinery necessary for RNAi, others, like T. 

brucei, have a functional RNAi pathway amenable to reverse genetics (Kolev 

et al., 2011).  A number of recent genome-wide RNAi screens have been 

carried out in T. brucei (Jones et al., 2014; Monnerat et al., 2009; Mony et al., 

2014), and these studies have led to the identification of many parasite genes 

controlling important biological processes such as cell cycle progression, 

differentiation, and quorum sensing.  Alternative methods to regulate gene 

expression in the genetically intractable Plasmodium parasite species are 

highly sought after.  Significant progress has been made to this end, with the 

recent development of reverse genetic technologies including a tetracycline-

repressible transactivator system (Pino et al., 2012), a glmS ribozyme-based 
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post-transcriptional knockdown system (Prommana et al., 2013), and an 

inducible TetR-aptamer system (Goldfless et al., 2014).  Very recently, a 

genome-scale library consisting of bar-coded genetic modification vectors was 

developed as a reverse genetic screening resource for P. berghei (Gomes et 

al., 2015).  Application of the genome-editing CRISPR-Cas9 system to the 

study of malaria parasites has also been successful (Ghorbal et al., 2014; 

Wagner et al., 2014; Zhang et al., 2014), and as this technology further 

develops, it will certainly improve our understanding of many hypothetical 

parasite proteins and thus host-parasite biology as a whole.   
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4.5. Systems analysis has advanced our understanding of key 

aspects of host-parasite biology 

An enormous amount of information has been produced from the 

generation of host-parasite systems-biology datasets within the last decade.  

The proper integration and interpretation of this ‘big data’ is critical in order to 

link experimental findings to useful biological knowledge.  Due to the system-

wide nature of these datasets, a vast number of important and interesting 

conclusions can usually be drawn from any given systems-based study, 

although researchers often choose to pursue only a limited number of 

noteworthy findings.  Interestingly, many systems-based publications have 

followed up on data that enhance our understanding of specific sub-fields of 

host-parasite biology.  Although this review will not attempt to encompass all 

of these findings, we will review some of the leading concepts arising from the 

analysis of recent genome-wide datasets. 

4.5.1. Regulation of parasite gene expression 

Understanding how parasites regulate gene expression throughout their 

lifecycle within a host is necessary in order to fully appreciate the scope of 

host-parasite interactions.  For example, parasites can actively interfere with 

host cell translation in order to hijack the cellular resources required for their 

own gene expression as well as suppress immune responses, as reviewed 

elsewhere (Jaramillo et al., 2011; Mohr and Sonenberg, 2012).  The system-
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wide investigation of parasite gene expression is also vital in understanding 

the coordinated set of events underlying important host-parasite interactions.  

The up- or down-regulation of parasite proteins during specific developmental 

stages is dependent on the host cellular environment and needs to be 

carefully controlled to ensure parasite survival.  

Genome-wide approaches have been particularly important in the 

elucidation of the regulatory mechanisms governing parasite gene expression 

in recent years. Although transcriptomics has emerged as a powerful systems-

based approach, it must be emphasized that the quantitation of mRNA 

abundance is often an imperfect indicator of global gene expression.  Indeed, 

for both prokaryotic and eukaryotic organisms, it has been demonstrated that 

mRNA levels correlate with protein expression for only 50-70% of genes91, and 

for protozoan parasites, this number may be even lower (Lahav et al., 2011).  

Systems-based approaches have been especially useful for characterizing the 

dynamic control of parasite gene expression in recent years. These studies 

have revealed that precise control of gene expression is essential to drive the 

dramatic transformation that takes place as parasites cycle through 

developmental stages, and that the apparent lack of tight transcriptional 

regulation is remedied by extensive post-transcriptional mechanisms.  

In particular, translational delay, a process in which protein expression 

is actively suspended for expressed mRNA transcripts, is a common strategy 

employed by many protozoan parasites.  Translational delay may be a 
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particularly advantageous strategy for parasites, as they must quickly adapt to 

new environments and undergo developmental switching in order to survive; 

storing transcripts necessary for such adaptations allows for rapid changes in 

gene expression by circumventing the time needed for transcription. Genome-

wide next generation sequencing of both steady state mRNA as well as 

polysome-associated transcripts during the asexual erythrocytic stage in P. 

falciparum (Bunnik et al., 2013) revealed widespread translational repression 

across the genome during different stages of the parasite lifecycle.  

Surprisingly, more than 30% of parasite genes were found to be associated 

with translational delay.  Many of the repressed genes appeared to be 

regulated by cell cycle stage and they clustered into discrete biological 

processes. For example, many genes associated with early stage processes, 

such as nutrient acquisition and erythrocyte remodeling, were transcribed 

during the trophozoite or schizont stages, and were only actively translated 

immediately following merozoite invasion.  Another genome-wide ribosomal 

profiling study of P. falciparum blood stages (Caro et al., 2014) provides 

additional support for a model whereby transcription of important merozoite 

genes occurs during the previous stage and are translationally upregulated 

during invasion.  Translational delay has also been demonstrated during the 

sexual gametocyte stage by temporary storage of specific transcripts in P-

bodies (Mair et al., 2006). Unlike the majority of other eukaryotic organisms, 

Trypanosomes transcribe almost all of their genes as large polycistronic 
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clusters, and thus lack transcriptional control for most genes.  Despite the 

absence of regulation at the level of transcription, transcriptomic surveys 

(Jensen et al., 2009) have revealed extensive variation in mRNA abundance 

across developmental stages, suggesting widespread post-transcriptional 

control.   Furthermore, the comparison of proteomic expression using SILAC 

and MS to transcriptomic datasets suggests that like Plasmodium, mRNA 

abundance does not predict protein expression for at least 30% of the T. 

brucei genome (Gunasekera et al., 2012). The integration of data surveying 

global protein expression, polysome-associated transcript abundance, and 

total mRNA during these stages revealed extensive translational repression 

during the time when T. brucei prepares for transmission (Capewell et al., 

2013).  

4.5.2. Parasite utilization of host resources 

While eukaryotic pathogens are often able to synthesize a number of 

nutrients required for growth de novo, it is often more advantageous to 

conserve the energy required for biosynthesis and to instead hijack host-

derived resources.  This is especially true for the acquisition of host lipids, as 

protozoan parasites must quickly assemble a large amount of new membrane 

during replication within host cells.  In Apicomplexan parasites such as P. 

falciparum and T. gondii, fatty acids are taken up from the host and converted 

into triacylglycerides, where they are then stored in lipid bodies (Mazumdar 
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and Striepen, 2007).  Recently, a system-wide survey of the Plasmodium 

lipidome during liver stage infection (Itoe et al., 2014) revealed a significant 

enrichment in fatty acids important for membrane biogenesis, including 

phosphatidylcholine.  Upon further investigation, it was found that the parasite 

actively acquires host-derived phospatidylcholine and that this process is 

essential for parasite survival within hepatocytes (Itoe et al., 2014).  It has also 

been shown that Leishmania parasites, while unable to synthesize 

sphingomyelin themselves, are able to hydrolyze host sphingomyelin in order 

to produce essential metabolites (Zhang et al., 2009).  A comparative 

genomics study (Zhang et al., 2009) identified a parasite enzyme, LaISCL, 

which is responsible for the degradation of host-derived sphingomyelin, and 

showed that this process is necessary for the proliferation of L. major parasites 

within their mammalian hosts.  More recently, the same group showed(Pillai et 

al., 2012) that this enzyme is also responsible for sphingomyelin turnover in L. 

amazonensis, although in this species, the role of shingomyelin degradation in 

promoting virulence is quite different. 

Many protozoan parasites live an intracellular auxotrophic lifestyle, 

actively acquiring metabolites from their nutrient-rich host in order to survive.  

For instance, blood stage Plasmodium parasites have lost the ability to 

biosynthesize purine rings or amino acids, and therefore scavenge host 

nucleotides to synthesize DNA and catabolize host hemoglobin to generate 

amino acids (Gardner et al., 2002; Olszewski et al., 2009).  Recent system-
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wide metabolomic studies have been instrumental in profiling the complex 

exchange of nutrients between parasites and their hosts.  A comprehensive 

MS-based approach (Olszewski et al., 2009) revealed significant modulation of 

host metabolites during blood stage Plasmodium development.   The authors 

found that host arginine depletion was particularly extensive, suggesting that 

this may contribute to human malarial hypoargininemia and progression to 

cerebral malaria.  Another Apicocomplexan parasite, T. gondii, relies on host 

nutrients, such as carbon, in order to proliferate within host cell vacuoles.  In a 

combined metabolomic and stable isotope labeling approach, a recent study 

(MacRae et al., 2012) mapped the carbon metabolism pathway for T. gondii 

tachyzoites.  This systems-based analysis revealed that active catabolism of 

host glucose and glutamine through an oxidative tricarboxylic acid (TCA) cycle 

is essential for parasite replication.  Through these and similar systems-

biology based surveys, it is becoming clear that protozoan parasites have 

evolved complex strategies to both usurp and exploit host resources. 

4.5.3. Host immune response to parasitic infection 

In order to fully appreciate the complexity of host-parasite interactions, 

the host immune response must be considered.  It is well established that 

while most protozoan infections are self-limiting in immunocompetent hosts, 

however, immunocompromised individuals can develop severe and often life-

threatening disease, suggesting that an effective immune response is 



127 

 

essential for regulating parasitic disease.  Many -omic-based strategies have 

contributed to our current knowledge of how the innate and adaptive immune 

systems resist parasitic infection, and in many cases, exacerbate disease.  In 

particular, recent transcriptomic analyses of host-parasite systems have 

implicated the host innate Toll-like receptor (TLR) and interferon (IFN) -

mediated proinflammatory pathways in the regulation of disease progression. 

Microarray analysis of malaria patient samples (Franklin et al., 2009) 

demonstrated an up-regulation of TLR signaling genes that had sites for IFN-

inducible transcription factors.  Upon subsequent analysis of Plasmodium-

infected rodents (Franklin et al., 2009), it was revealed that TLR9 and MyD88 

are critical to initiate the cytokine responses leading to acute malaria in vivo.  

Another transcriptomic analysis of patient responses (Sharma et al., 2011) 

further confirmed the enhancement of IFN-stimulated genes (ISGs) upon 

infection with malaria parasites, and interestingly, the same study determined 

that TLR9-independent sensing of AT-rich Plasmodium DNA induces type-I 

IFNs.   In a dual RNA-Seq approach (Pittman et al., 2014), a recent report 

mapped host and pathogen transcriptomes during acute and chronic infection 

with T. gondii.   Analysis of the differentially expressed transcripts revealed 

that many of the acute infection specific-genes included ISGs such as 

guanylate binding proteins. Chronic infection specific-transcripts were shown 

to comprise a unique set of immune genes, including those important for 

antigen recognition and presentation.  Thus, these systems-level analyses 
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indicate that innate sensing of protozoan pathogens is important for the 

induction of proinflammatory responses aimed at controlling infection. 

Parasitic disease is an evolutionary arms race; as our immune systems 

attempt to fight off infection, pathogens quickly respond by adapting to and 

subverting these attacks, often through elegant biological maneuvers.  Multiple 

–omic-based surveys have contributed to our knowledge of how protozoan 

parasites actively manipulate the host immune response in order to avoid 

detection.  Over a decade of systems-biology research has shown that T. 

gondii downregulates the innate immune response by multiple mechanisms. 

This includes preventing host nuclear translocation of proinflammatory 

transcription factors such as nuclear factor kappa β (NF-κβ) and signal 

transducer and activator of transcription 1 (STAT1α), as well as upregulating 

anti-inflammatory pathways such as those involving the suppressor of cytokine 

signaling (SOCS) proteins (Hunter and Sibley, 2012).  A notable systems-

based study (Saeij et al., 2007) utilized transcriptomics and pathway analysis 

to show that Toxoplasma actively regulates host immune responses, and 

through forward genetics, discovered a parasite rhoptry kinase, ROP16, that is 

secreted into the host cytoplasm to interfere with STAT signaling.  Additionally, 

Plasmodium parasites also secrete virulence factors that specifically block 

host innate immune signaling.  During liver stage development, Plasmodium 

circumsporozoite protein (CSP) is exported and localized to the host cell 

nucleus where it interferes with the nuclear translocation of NF-κβ, and 
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microarray analysis confirms that at least 40 NF-κβ responsive genes are 

downregulated with CSP expression (Singh et al., 2007).  Likewise, in the 

blood stages of the parasite, a high-throughput protein interaction screen 

(Waisberg et al., 2012) found that Plasmodium merozoite surface protein 1 

(MSP1) specifically binds to the human proinflammatory cytokine S100P, and 

that this interaction blocked activation of the host NF-κβ -mediated innate 

immune response.  Through these and other genome-wide investigations, it is 

clear that while the host innate immune system is essential in controlling 

parasitic infection, parasites have evolved complex strategies to effectively 

dampen these responses. 
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4.6. Conclusions 

Parasitic disease research has significantly benefited from systems 

analyses.  Host-parasite systems are complex, with stochasticity across and 

within developmental stages, are often technically challenging to model 

experimentally, and are built upon incompletely characterized genomic 

foundations.  Despite the challenges, recent improvements in systems-level 

technologies have facilitated the generation of ‘big data’ to model host-

pathogen interactions. These analyses have improved our current knowledge 

of the basic biology driving parasitic infection, and have also yielded novel 

tools to facilitate further research. Many -omic surveys have been conducted, 

and global expression data for important human protozoan parasites are now 

publically accessible through several pathogen databases.  Furthermore, 

algorithms for the integration and interpretation of genomic, transcriptomic, 

and metabolomic data have elucidated novel insights and hypotheses into 

host-parasite interactions.  In particular, systems biology approaches have 

shed light on how parasites utilize post-transcriptional gene regulation to 

quickly adapt to changing host environments, hijack host-derived resources to 

establish intracellular replication, and neutralize host immune responses to 

escape host proinflammatory attacks.  

Each new -omics survey comes with the promise to ‘solve biology’ and 

serve as a singular framework for biological understanding. Inevitably, this 
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fails, not because of overestimation of the utility of a particular measurement, 

but rather, the failure to recognize the need for multiple data types and for 

analysis to be carried out in an integrated, cohesive manner.  Significant 

insights into host-parasite biology have been made with systems biology, but 

technical challenges still limit the application of systems approaches to 

parasite systems, leading to an uneven distribution of genome-wide datasets 

across protozoan species and developmental stages.  While a number of 

genomic and transcriptomic datasets have been generated for these 

pathogens, functional annotation is still absent for approximately half of all 

parasite genes, and proteomic coverage is severely lacking. Moreover, there 

is a complete absence of publically accessible metabolomic databases for 

protozoan pathogens.   

Moving forward, the field of host-parasite biology would greatly benefit 

from overcoming key deficiencies in systems biology research.  Necessary 

advances include the optimization of parasite culturing methods, the 

development of functional genetic approaches (e.g., through the CRISPR-

Cas9 system),  and computational models of host-parasite interactions. These 

tools will enable the generation of more genome-wide datasets for functional 

characterization of parasite genes and provide tools for the analysis of these 

data. Thus, there are many opportunities for researchers to leverage systems 

biology to further a field that is far from saturated.  There is no doubt that the 

increasing efficacy of systems-based approaches will continue to improve our 
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current understanding of host-parasite interactions, and accordingly, the 

treatment of parasitic disease.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



133 

 

4.7. Acknowledgments 

We would like to thank members of the Winzeler lab for critical review 

and discussion of the manuscript. This work was completed with generous 

support from the National Institutes for Health, the Bill and Melinda Gates 

Foundation, The Medicines for Malaria Venture, and the Novo Nordisk 

Foundation provided to the Center for Biosustainability at the Technical 

University of Denmark. 

Chapter 4, in full, has been published in Wiley Interdisciplinary 

Reviews: Systems Biology and Medicine, 2015. Justine Swann, Neema 

Jamshidi, Nathan Lewis, Elizabeth Winzeler.  “Systems analysis of host-

parasite interactions”. The dissertation author was the primary investigator and 

author of this paper. 

 

 

 

 

 

 

 

 



134 

 

4.8. Figures 

 

 

Figure 4.1.  Percentage of ‘hypothetical’ genes and relative community size for 
important unicellular human pathogens and their model organisms. a) The 
percentage of ‘hypothetical’ genes for selected prokaryotic and eukaryotic pathogens 
compared to their relevant model organism, E. coli and S. cerevisiae, respectively.  
Percentages for each species were calculated from the number of genes including 
‘hypothetical’, ‘unknown’, or ‘uncharacterized’ in the gene description compared to the 
total number of pathogen genes from the NCBI database for model organisms and 
bacterial pathogens, and from the corresponding EuPathDB databases for protozoan 
pathogens.  b) The relative community size for model organisms, and the mean 
relative community size for the bacterial and protozoan pathogens listed in A, based 
on the number of results generated from a Pubmed 
(http://www.ncbi.nlm.nih.gov/pubmed) search of the species name. 
 

 

 

 

 

 

 



135 

 

 

 

Figure 4.2.  Distribution of transcriptomic and proteomic datasets uploaded to 
EuPathDB for selected Protozoan parasites. The number of transcriptomic and 
proteomic datasets submitted to the EuPathDB(Aurrecoechea et al., 2010) family of 
databases (see Table 2) for each Protozoan parasite genus. The total number of 
datasets is plotted for each parasite group, with the proportion of transcriptomic 
datasets (colored in red) and proteomic datasets (colored in blue) displayed within 
each bar graph.  
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Figure 4.3.  Organization, integration, and analysis of -omic datasets in 
metabolic network reconstructions used in constraint-based modelling. Moving 
from left to right in the figure, various -omic data types (transcriptomic, proteomic, 
metabolomic) are mapped onto the different components of the model.  This includes 
the genes, enzymes, or small metabolites within a network for every reaction in the 
reconstruction (for which such data is available). Host-pathogen models can be 
constructed by connecting (or infecting) a host cell with the intracellular parasite. 
Subsequent simulations may characterize differences in the flux states in the non-
infected versus infected state of the host cell. A gene-protein-reaction relationship for 
Plasmodium succinate dehydrogenase is highlighted in the figure. 
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4.9. Tables 

Table 4.1. Protozoan parasites that cause human disease. 

 

 

 

 

	

	 Species	 Disease	 Host(s)	
Human	Tissue	
Tropism	

Parasite	Developmental	
Stages	

	
Toxoplasma	
gondii	

Toxoplasmosis	
Domestic	cats	
and	humans	

Intestine,	muscle,	
neural	tissue	

Oocysts,	tachyzoites,	tissue	
cysts	

Apicocomplexans	 Plasmodium	spp.	 Malaria	

Infected	
female	
Anopheles	
mosquitos	
and	humans	

Hepatocytes,	
erythrocytes,	central	
nervous	system	

Sporozoites,	liver	stages	
(trophozoites,	shizonts,	
merozoites,	hypnozoites	in	
some	species),	blood	stages	
(erythrocyte	ring	stages,	
mature	trophozoites,	shizonts,	
merozoites),	gametocytes,	
mosquito	stages	(zygotes,	
ookinetes,	oocysts)	

	
Cryptosporidium	
spp.	

Cryptosporidiosis	 Humans	
Epithelial	cells	of	
gastrointestinal	or	
respiratory	tract	

Oocysts,	sporozoites,	
trophozoites	meronts,	
merozoites,	gamonts,	micro-	
and	macro-	gamonts,	zygotes	

	
Trypanosoma	
brucei	

African	sleeping	
sickness	

Tsetse	fly	and	
humans	

Bloodstream,	
lymphatic	system,	
central	nervous	
system	

Metacyclic	trypomastigotes,	
bloodstream	trypomastigotes,	
procyclic	trypomastigotes,	
epimastigotes	

Kinetoplastids	
Trypanosoma	
cruzi	

Chagas	disease	
Triatomine	
bug	and	
humans	

A	variety	of	cell	types	
near	the	site(s)	of	
infection,	
bloodstream	

Metacyclic	trypomastigotes,	
intracellular	amastigotes,	
bloodstream	trypomastigotes,	
epimastigotes	

	 Leishmania	spp.	 Leishmaniasis	

	

Sandflies	and	
humans	

Mononuclear	
phagocytes	in	various	
tissues	

Promastigotes,	amastigotes	

Diplomonads	 Giardia	lamblia	 Giardiasis	 Humans	
Small	intestine,	
proximal	small	
bowel,	colon	

Cysts,	trophozoites	

Amoebozoa	
Entamoeba	
histolytica	

Amoebic	dysentery	 Humans	
Small	intestine,	large	
intestine,	liver,	brain,	
lungs	

Cysts,	trophozoites	

Information	gathered	from	Centers	for	Disease	Control	(CDC),	www.cdc.gov	
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Table 4.2. Resources and databases for Protozoan parasites 

General or 
parasite 
species(s) 

Database Description Web address 

    

General 
Databases 

PHI-based: 
Pathogen-Host 
Interactions(Ke et 
al., 2015) 

Expertly curated database of 
experimentally verified genes from 
pathogens. 

http://www.phi-base.org/ 

Pathogen Portal 

 
Integrative repository linking the 
NIAID Bioinformatics Resource 
Centers (BRCs) and providing -
omics data for eukaryotic 
pathogens, all bacteria, and all viral 
families. 

http://www.pathogenpor
tal.org/portal/portal/Path
Port/Home 

ProtozoaDB(Bozd
ech et al., 2003) 

 
Gene-based protozoan database 
with emphasis on distant 
similarities (HMM-based) and 
phylogeny-based annotations, 
including orthology analysis. 

http://protozoadb.biowe
bdb.org/ 

HPIDB: Host-
Pathogen 
Interaction 
Database 
(Wagner et al., 
2014) 

 
Host-pathogen database 
integrating experimentally derived 
protein-protein interaction data 
from various public databases; 
BLASTP enabled. 

http://www.agbase.msst
ate.edu/hpi/main.html 

PRIDE Archive 
Proteomics Data 
Repository(Zhang 
et al., 2014) 

 
European Bioinformatics Institute 
repository of mass spectrometry 
proteomics data. 

http://www.ebi.ac.uk/pri
de/archive/ 

EuPathDB 
(Eukaryotic 
Pathogen 
Database 
Resources) (Mohr 
and Sonenberg, 
2012) 

 
Integrative database of Eukaryotic 
pathogens housing sequencing 
data, microarray data, proteomics 
data, metabolic pathways, and 
phenotype information. 

http://eupathdb.org 

OMIC 
tools(Jaramillo et 
al., 2011) 

 
Metadatabase providing a 
compendium of over 4,400 web-
based tools for the analysis of 
genomic, transcriptomic, proteomic, 
and metabolomic data. 
 

http://omictools.com/ 

Crypotosporidi
um spp. 

CryptoDB(Gardne
r et al., 2002) 

 
Part of the EuPathDB family of 
databases 
 

http://cryptodb.org/crypt
odb/ 
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Table 4.2. Resources and databases for Protozoan parasites (continued) 

General or 
parasite 
species(s) 

Database Description Web address 

Entamoeba 
histolytica 

 
Entamoeba 
histolytica 
Assembly and 
Annotation(Aurrec
oechea et al., 
2010) 
 

Assembly and annotation of E. 
histolytica with content imported 
from AmoebaDB 

http://protists.ensembl.o
rg/Entamoeba_histolytic
a/Info/Annotation/ 

AmoebaDB(Aurre
coechea et al., 
2011) 

Part of the EuPathDB family of 
databases 
 

http://amoebadb.org/am
oeba/ 

Giardia spp. 
GiardiaDB(Aurrec
oechea et al., 
2009a) 

Part of the EuPathDB family of 
databases 
 

http://giardiadb.org/giar
diadb/ 

Leishmania 
spp. 

Leishmania major 
- LeischCyc 

Pathway/genome database for 
Leishmania major based on the 
BioCyc ontology. 

http://biocyc.org/LEISH/
organism-
summary?object=LEISH 
 

TriTrypDB(Aslett 
et al., 2010) 

 
Part of the EuPathDB family of 
databases, resource for 
Kinetoplastid species (including 
Leishmania spp.) 
 

http://tritrypdb.org/tritryp
db/ 

Plasmodium 
spp. 

PlasmoDB(Aurrec
oechea et al., 
2009b) 

Part of the EuPathDB family of 
databases 

http://plasmodb.org/plas
mo/ 

Full-Malaria 

Full-length cDNA database of 
Plasmodium species with web-
accessible analysis tool 
 

http://fullmal.hgc.jp/inde
x_ajax.html 

Toxoplasma 
gondii 

ToxoDB(Gajria et 
al., 2008) 

Part of the EuPathDB family of 
databases  http://toxodb.org/toxo/ 

Trypanosoma 
brucei on 
GeneDB(Logan-
Klumpler et al., 
2012) 

Genomic and proteomic database 
resources for T. brucei that is part 
of the Sanger Institute Pathogen 
Program, GeneDB project. 
 

http://www.genedb.org/
Homepage/Tbruceibruc
ei927 

Trypanosoma 
spp. 

TrypanoCyc(Sha
meer et al., 2015)  

Pathway/genome database for T. 
brucei based on the BioCyc 
ontology. 
 

http://www.metexplore.fr
/trypanocyc/ 

TriTrypDB(Aslett 
et al., 2010) 

 
Part of the EuPathDB family of 
databases, resource for 
Kinetoplastid species (including 
Trypanosoma spp.) 
 

http://tritrypdb.org/tritryp
db/ 
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Table 4.3. Experimental proteome coverage for Protozoan parasites 

 

 

Information gathered from EuPathDB databases, http://eupathdb.org 

Species Strain Total genes 
Protein coding 

genes 

Proteomic 

expression 

Proteome 

coverage 

Toxoplasma gondii GT1 8637 8460 4488 53% 

Plasmodium 

falciparum 
3D7 5777 5542 4104 74% 

Cryptosporidium 

parvum 
Iowa II 3886 3805 1320 35% 

Trypanosoma 

brucei 
TREU927 12094 11567 6632 57% 

Trypanosoma 

cruzi 

CL-Brener 

Esmeraldo-

like 

10597 10339 3674 36% 

Leishmania major Friedlin 9378 8400 329 4% 

Giardia lamblia 
Assemblage 

A Isolate WB 
9747 9667 2166 22% 

Entamoeba 

histolytica 
HM-1:IMSS 8333 8306 2443 29% 
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5. Conclusion 

 Antimicrobial drug resistance is serious problem that threatens human 

health on a global scale. The highly mutable nature of microbes coupled with 

the overuse of antibiotics contributes to the spread of drug resistant pathogens 

worldwide. Moreover, the lack of interest by the pharmaceutical industry to 

develop new drugs further complicates the problem. Drug resistance is 

especially problematic when treating HIV/AIDS, malaria, and tuberculosis. 

These infectious diseases are often called the ‘Big Three’ because they lead 

to the highest mortality rates each year. Drug resistant strains of each of these 

deadly pathogens have been reported to defy standard treatment regimens.  

Therefore, new research is needed in order to develop novel therapeutics. In 

this dissertation, three strategies are described that aim to combat drug 

resistance: 1. targeting of host factors (discussed in Chapter 2), 2. 

identification of new antimicrobials (discussed in Chapter 3), and 3. 

understanding systems-level host-pathogen interactions (discussed in Chapter 

4 and in the Appendix).  The combination and integration of these research 

approaches will surely drive the generation of new treatments less prone to 

the development of antimicrobial drug resistance. 
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Appendix. Systems biology of Plasmodium 

berghei liver-stage development 

A.1. Introduction 

    Malaria is responsible for over a half million deaths per year, the vast 

majority among children in Africa (Carter and Mendis, 2002).  Furthermore, 

malaria is a significant contributor to poverty in areas where the disease is 

endemic.  The socioeconomic burden of malaria limits the resources 

necessary for disease prevention.  Thus, while eradication campaigns have 

been successful in developed regions such as North America and Europe, 

malaria continues to devastate many third world countries (Sinka et al., 2012). 

           Malaria is the vector-borne disease caused by infection with 

Plasmodium parasites transmitted through the bite of Anopheles mosquitos. 

Plasmodium sporozoites are injected into the skin when an infected mosquito 

takes a bloodmeal and travel through the bloodstream to reach the liver.  The 

sporozoites traverse multiple cells within the liver before establishing 

productive invasion within hepatocytes, where they transform into liver-stage 

forms (Prudencio et al., 2006b).  Fully developed liver-stage merozoites within 

schizonts eventually exit the liver and re-enter the bloodstream.  Alternatively, 

sporozoites may invade hepatocytes and develop into hypnozoites, a dormant 

parasite form that become activated months to years after initial infection and 
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are associated with malaria relapse.  These forms are specific to certain 

species of Plasmodium such as P. vivax and P. ovale, and represent a major 

hurdle for malaria elimination (Wells et al., 2010b). Once in the bloodstream, 

the continuous replication of asexual blood stages within red blood cells 

causes their destruction and leads to the fever and chills associated with 

malarial disease (Clark et al., 1997b).  A small percentage of these parasites 

enter a sexually reproductive cycle as female and male gametocytes, and the 

transmission of this stage back to the mosquito vector completes the life cycle 

(Baker, 2010a). 

 Systems biology is a powerful approach to studying cellular processes 

on a global scale.  Recent advances in ‘omic-’ methods such as genomics, 

transcriptomics, proteomics, and metabolomics, have resulted in the 

generation of large datasets of biological information.  The analysis and 

integration of this ‘big data’ will be important for understanding biological 

processes on a cellular and organismal scale.  This type of analysis is 

especially suited for the investigation of parasitic disease biology, as –omic 

data from both host and pathogen can be incorporated to reveal a complex set 

of host-pathogen interactions (Swann et al., 2015).   
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A.2. Dual RNA-sequencing of host and pathogen 

transcriptomes during Plasmodium berghei liver-stage 

development 

 Dual RNA-sequencing of host and pathogen is a powerful systems-

based method to uncover novel host-pathogen interactions, and is only 

recently being utilized by researchers (Westermann et al., 2012b).  Unlike 

traditional transcriptomic approaches that analyze RNA reads separately from 

host and pathogen, a dual-approach maps the mixed reads to each annotated 

genome within samples of pathogen-infected host cells. This is a powerful 

method, as host and pathogen transcriptomes can be analyzed 

simultaneously.  

We have taken advantage of this dual-RNA sequencing approach in 

order to gain insight into Plasmodium liver stage development within host 

hepatocytes.  Briefly, Huh7.5.1 hepatocytes were infected in vitro with P. 

berghei sporozoites expressing a GFP reporter freshly dissected from infected 

Anopheles stephansi mosquitos, and cells were collected throughout liver-

stage development using flow cytometry. This included samples collected at 

time zero (uninfected hepatocytes and sporozoites before infection), time 24 

hours post infection (when the sporozoites have transformed into 

trophozoites), and time 48-50 hours post infection (when the trophozoites have 

transformed into liver-stage schizonts). An overview of the experimental 
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timeline illustrating the collection of samples for RNA-seq analysis is described 

in Figure A.9.1A. Infected cells were isolated from uninfected cells at each 

time point using fluorescence-activated cell sorting (FACS) (Figure A.9.1B). 

Total RNA was isolated from each sample, RNA concentration and quality was 

assessed, and dual RNA-sequencing was performed (experimental outline 

illustrated in Figure A.9.2).  

 Read mapping and differential gene expression analysis were then 

performed (Supplemental Dataset 4 and Supplemental Dataset 5, 

respectively).  Briefly, total reads were filtered and aligned to the P. berghei 

reference genome (PlasmoDB-13.0 PbANKA) or the human reference genome 

(human reference genome GRch38) (Figure A.9.2). Principal component 

analysis (PCA) was performed to assess the variability between samples, and 

we found the samples to cluster together as expected (Figure A.9.3). P. 

berghei replicates clustered more closely than the Huh7.5.1 replicates, 

suggesting that the host response may be more variable than parasite gene 

expression between experimental replicates (Figure A.9.3). Differential 

analysis of host genes was performed between reads mapping to the human 

genome of uninfected and infected cells samples at 24 hours and 48 hours 

post infection (Figure A.9.4A).  This pairwise comparison was ideal as it 

eliminated background host responses generated by exposure to mosquito 

salivary gland material. DEG was also performed for reads mapping to P. 

berghei between life cycle stages (sporozoite to trophozoite, 24 hour post 
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infection analysis; and sporozoite to schizont, 48-50 hours post infection 

analysis) in order to elucidate transcriptomic changes during development 

(Figure A.9.4B).   

 In total, 815 and 2,327 host DEG were identified at 24 hours and 48 

hours post infection, respectively, with an adjusted p value (padj) <0.01 and 

log2 transformed fold change (log2FC) >1 (corresponding to upregulated 

genes) or <-1 (corresponding to downregulated genes) (Figure A.9.5A). At 24 

hours post infection, 296 genes were downregulated and 518 genes were 

upregulated, and at 48 hours post infection, 696 genes were downregulated, 

and 1,631 genes were upregulated. In general, there were far more 

statistically significant P. berghei DEG at each time point, 3,207 total DEG at 

24 hours post infection, and 3788 DEG at 48 hours post infection (Figure 

A.9.5B). 1,467 genes were downregulated and 1,740 genes upregulated at 24 

hours post infection, and 1,672 genes were downregulated and 2,116 genes 

upregulated at 48 hours post infection. DEG were filtered based on padj 

<0.001 and log2FC >1 (corresponding to upregulated genes) or <-1 

(corresponding to downregulated genes). In general, there were higher 

numbers of DEG at 48 hours post infection compared to 24 hours post 

infection for both host and parasite samples, and more genes were 

upregulated than downregulated.  The full dual RNA-seq DEG results are 

included in Supplemental Dataset 4. 
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A.3. Validation of dual RNA-sequencing data 

 In order to validate the dual RNA-seq datasets for both host and 

parasite transcriptional responses, DEG were analyzed for differentially 

regulated pathways and processes and compared to the Plasmodium liver-

stage infection literature.  To elucidate host pathways that are differentially 

regulated upon infection with P. berghei, the lists of host DEG at 24 hours and 

48 hours post infection (described above) were analyzed using Ingenuity 

Pathway Analysis (IPA) software (Figure A.9.6).  Through this analysis, host 

pathways previously described as differentially regulated by Plasmodium liver-

stage infection were identified. This includes mTOR signaling, which was one 

of the top canonical pathways identified at both 24 hours post infection and 48 

hours. The proliferative phosphorylated states of mTOR have been previously 

shown to be upregulated during infection using a protein lysate microarray, 

and it has been suggested that this may lead to cellular protection from 

autophagy (Kaushansky et al., 2013).  In the same study, it was shown that 

Plasmodium liver-stage infection induces a host cellular response that is anti-

apoptotic (Kaushansky et al., 2013). Accordingly, many anti-apoptotic 

pathways, including many cancer-signaling pathways, were revealed as 

differentially regulated in our RNA-seq dataset (Figure A.9.6). Our analysis 

identified other pathways, such as the acute stress response and EIF signaling 
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(Figure A.9.6), which have also been reported as differentially regulated by 

Plasmodium liver-stage infection in the literature (Inacio et al., 2015).  

 Similarly, we analyzed the corresponding parasite DEG at 24 and 48 

hour post infection for enrichment corresponding to specific biological 

processes. To do this, P. berghei DEG were analyzed using the gene ontology 

enrichment application in the Plasmodium-specific database PlasmoDB 

(www.plasmodb.org) (Aurrecoechea et al., 2009b). Tables A.10.1-A.10.4 

include the results from the gene onology enrichment analysis for the top 

parasite DEG at each time point. For the analysis of the 48 hour time points, 

more stringent cutoffs (log2FC>2.5 and log2FC>4 for downregulated and 

upregulated DEG, respectively) were used in order to identify enriched 

processes, as the large number of genes in the DEG lists (1,672 genes 

downregulated and 2.116 genes upregulated) prevented the statistical 

enrichment of biological processes. Overall, the analysis yielded results that 

correspond to up- and down-regulated biological processes that are expected 

from the literature of Plasmodium liver-stage infection. For example, the 

biological processes corresponding to locomotion and movement within host 

environments are downregulated at 24 hours post infection, while metabolic 

processes are upregulated. This is expected, as this time point corresponds to 

the transformation of sporozoites into trophozoites, and it is known that 

parasites actively downregulate genes that are needed for motility once they 

have productively invaded hepatocytes, and instead upregulate genes needed 
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to increase the cellular metabolism needed for replication (Prudencio et al., 

2006b).  As further validation of our dataset, we found that genes such TRAP, 

CSP, UIS3, and UIS4 (well characterized P. berghei genes involved in 

sporozoite traversal and invasion) were significantly downregulated after 

transformation from the sporozoite to liver-stage forms (Supplemental dataset 

4). Likewise, at 48 hours post infection, our results indicate that parasites 

downregulate genes involved in movement and interaction with the host, and 

instead upreguate genes involved in intracellular transport and localization. 

This also makes sense, as liver-stage merozoites within schizonts at 48 hours 

post infection need to transport and localize newly synthesized cellular 

components such as DNA, membrane, and organelles, as they undergo 

asexual replication within hepatocytes (Prudencio et al., 2006b).  Accordingly, 

genes involved in DNA replication, metabolism, and merozoite infectivity are 

significantly upregulated at 48 hours post infection (Supplemental dataset 4).    
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A.4. Utilization of dual RNA-sequencing data to build a host-

pathogen metabolic network for Plasmodium liver-stage 

development 

Dual RNA-sequencing generates powerful datasets that can then be 

used to investigate host-pathogen interactions using in silico modeling 

approaches, such as constraint-based modeling. Constraint-based modeling 

has a growing number of methodologies enabling one to make diverse 

predictions including metabolic pathway usage, gene essentiality, and 

potential drug targets (Lewis et al., 2012a).  In addition to the analysis of 

individual parasites, models are being developed that include host cell 

pathways.  Specifically, based on host and parasite genome annotation, 

computational models can be reconstructed for both the host and parasite 

(Swann et al., 2015). Then computational simulations can elucidate how the 

pathways of the two different organisms influence each other. Future studies 

aim to utilize our recently generated dual RNA-seq data to build a host-

pathogen metabolic network model of P. berghei liver-stage development.  
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A.5. Generation of a host biomarker reporter cell line to label 

hepatocytes infected with Plasmodium vivax 

Plasmodium vivax is the most widespread human malaria species, 

endemic in many areas of South America, Asia, and Oceania (Gething et al., 

2012).  While not as lethal as P. falciparum, this species causes significant 

human morbidity and socioeconomic decline for millions of people worldwide.  

In addition, it is one of only two species of Plasmodium that can develop into 

the dormant liver-stage parasites called hypnozoites, which act as a major 

barrier to malaria elimination and the development of a radical cure (Wells et 

al., 2010b).  Despite its important impact on human health, P. vivax is one of 

the least understood malaria parasites as it is extremely difficult to study in the 

lab.  It cannot be maintained in cell culture, and current tools and resources to 

study this species are expensive, time-consuming, and globally-restricted 

(Wells et al., 2010b). To overcome these challenges, we are working to 

develop a host biomarker transcriptional reporter hepatocyte line in order to 

label cells productively infected with liver-stage P. vivax in vitro (Figure 

A.9.7).  In this way, we will be able to easily assess and quantitate liver-stage 

infection with P. vivax, which at this moment, is very difficult with the tools 

available.  

 To do this, we utilized the gene expression dataset generated from the 

dual-RNA sequencing of P. berghei-infected hepatocytes (Supplemental 
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Dataset 4) and looked for candidate host DEGs that are significantly 

upregulated in response to liver-stage infection. From this data, we have 

identified a candidate host biomarker, Muc13, that is the most significantly 

overexpressed in P. berghei infected hepatocytes 48 hours post infection 

compared to uninfected cells (Figure A.9.7). Interestingly confocal microscopy 

analysis revealed apparent co-localization of host Muc13 and P. vivax UIS4 

(Figure A.9.8).  While these results need to be further validated and 

investigated, they suggest that host Muc13 may be a candidate host 

biomarker of Plasmodium liver-stage infection and may play an interesting role 

during the development of Plasmodium liver-stages. 

In order to generate a host biomarker cell line based on these results, 

we have cloned the Muc13 promoter into the transcriptional response element 

(TRE) of a lentiviral vector, pGreenFire Lenti-Reporter (System Biosciences), 

expressing both GFP and luciferase reporters. Lentivirus was made by 

transfection of 293T cells with the lentiviral vector and pPACK lentiviral 

packaging vectors (System Biosciences).  Titers were determined by 

transduction in 293T cells by qPCR against universal lentiviral integration 

sequences.  

  Future experiments will include the transduction of hepatocyte cell lines 

at an MOI of <0.5 to generate single integration events. Stable cell lines with 

successful integration of the lentivirus will be generated using puromycin 
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selection.  The cell lines will be validated for efficacy as a host biomarker for 

Plasmodium infection using a variety of assays, including FACS, 

immunofluorescence microscopy, and qPCR against Plasmodium 18s 

rRNA.  Through these efforts, we aim to ease the challenges associated with 

P. vivax research.  
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A.6. APEX2-based proximity labeling and localized proteomics 

to map the Plasmodium liver-stage secretome 

Although the word’s first malaria vaccine, Mosquirix, was recently 

licensed in Europe, it is only about 30% effective at preventing disease in 

recent clinical trials (Wilby et al., 2012).  Therefore, new vaccines with 

improved efficacy should be developed in order to improve the quality of life for 

millions of people worldwide. The most promising malaria vaccine candidates 

to date target Plasmodium liver stage antigens.  This includes Mosquirix, 

which is directed against the Plasmodium circumsporozoite protein (CSP) 

expressed by sporozoites and liver-stage forms (Gonzalez-Aseguinolaza, 

2009).  Immunity generated to CSP elicits a strong antibody mediated 

response in addition to CD4+ T cell response (Leroux-Roels et al., 2014).  

However, sterile immunity (as demonstrated by the immunization of irradiated 

sporozoites) has been associated with a robust CD8+ T cell effector response 

directed against multiple liver stage antigens (Schmidt et al., 2010).  The main 

targets for CD8+ T cells during malaria liver-stage development are antigens 

derived from proteins exported into the host cell cytoplasm (Riley and Stewart, 

2013).  Unfortunately, there are currently only a handful of characterized 

Plasmodium proteins that have been described that fall into this category 

(Ingmundson et al., 2014).  
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      Our proposed research will be the first comprehensive analysis of the 

malaria liver-stage secretome and therefore has direct implications for 

improved vaccine development. Briefly, we will isolate Pb-GFP sporozoites 

from infected Anopheles mosquitos and use them to infect immortalized 

human hepatocytes in vitro.  After 48 hours, Pb-GFP infected hepatocytes can 

be isolated from uninfected cells using fluorescence-activated cell sorting 

(FACS). We will take advantage of a recently described localized proteomics 

technology from the Ting laboratory at MIT that utilizes an engineered 

peroxidase enzyme called APEX2 that catalyzes the oxidation of biotin-phenol 

to covalently label proteins within the direct vicinity of the enzyme (Lam et al., 

2015; Rhee et al., 2013). Immunoprecipitation of biotin-labeled proteins 

coupled with mass spectrometry analysis can be used to effectively map 

cellular proteomes.  A visual overview of this experimental strategy is depicted 

in Figure A.9.9. 

 When APEX2 is fused to a cellular localization signal sequence, it can 

be used to directly label the proteomes of specific cellular compartments with 

a greater sensitivity and accuracy than traditional organellar proteomic 

techniques.  This is especially important for our proposed research, as it is 

technically challenging to isolate liver-stage forms away from host material 

using traditional approaches.  In order to specifically map the malaria liver 

stage secretome, we will utilize this technique to generate a comprehensive 

inventory of parasite proteins secreted into the host cytoplasm (as well as 
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other host organelles) of infected hepatocytes isolated using FACS. We are 

currently in the process of constructing a set of 12 APEX2-based lentiviral 

vectors that target different cellular compartments, including the following: 1. 

Nucleolus, 2. Nucleus, 3. Exosomes, 4. Cytoplasm, 5. ER, 6. Golgi, 7. 

Membrane, 8. Recycling endosomes, 9. Mitochondria, 10. Early endosomes, 

11. Late endosomes, and 12. Lysosomes. Table A.10.5. lists these APEX2-

based lentiviral constructs with their respective localization sequences.  

 In summary, this proposed research aims to identify and characterize 

the Plasomodium liver-stage secretome using an innovative localized 

proteomics approach. In doing so, new parasite proteins with access to the 

host cell microenvironment may be considered for future vaccine development. 
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A.8. Materials and Methods 

A.8.1. Hepatocyte cell culture 

Huh7.5.1 hepatocyte cells were cultured at 37 °C and 5% CO2 in 

DMEM (Invitrogen, Carlsbad, USA) supplemented with 10% FCS (Corning 

cat# 35-011-CV), 200 U/ml penicillin, 200 µg/ml streptomycin (Invitrogen cat# 

15140-122), 10 mM Hepes (Invitrogen cat# 15630-080), 1× Glutamax 

(Invitrogen cat # 35050-061), 1x non-esential amino acids (Invitrogen). During 

infection, cell media was supplemented with 50µg/ml gentamycin and 50 µg/ml 

neomycin. After infection (2 hours post infection with sporozoites), the 

antimycotic 5-fluorocytosine at a final concentration of 50 µg/ml was added to 

the media described above. 

A.8.2. Parasites 

P. berghei-GFP (Pb-GFP) (Franke-Fayard et al., 2004) sporozoites 

were obtained by dissection of infected Anopheles stephensi mosquito salivary 

glands. Dissected salivary glands were homogenized in a glass tissue grinder 

and filtered twice through nylon cell strainers (20 μm pore size, Millipore 

SCNY00020) into fresh DMEM without FBS and counted using a Neubauer 

hemocytometer. The sporozoites were kept on ice until needed. Pb-GFP 

infected A. stephensi mosquitos were obtained from the Insectary Core Facility 

at New York University.  
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A.8.3. Preparation of Plasmodium berghei liver-stage infection samples 

and RNA isolation 

Huh7.5.1 hepatocytes were infected in vitro with P. berghei sporozoites 

expressing a GFP reporter (Franke-Fayard et al., 2004) freshly dissected from 

infected A. stephansi mosquitos (100,000 cells to 30,000 sporozoites per well 

in 24 well plates). Plates were centrifuged at 330xg for 4 minutes to bring 

sporozoites closer to cells, and plates were then incubated at 37°C and 5% 

CO2 for 2 hours. During this time the sporozoites traverse and invade 

hepatocytes (Prudencio et al., 2006b). After 2 hours, the cells were washed 

once with DMEM, then fresh DMEM containing antibiotics/ antimycotics was 

added, and the cells were returned to the incubator. Cells were collected at 

time zero (uninfected hepatocytes and sporozoites before infection), time 24 

hours post infection (when the sporozoites have transformed into 

trophozoites), and time 48 hours post infection (when the trophozoites have 

transformed into liver stage merozoites).  To do this, cells were dissociated 

from plates using TrypLE according to the manufacturer’s instructions 

(ThermoFisher), washed and resuspended in fresh media, and passed 

through a 40μM cell strainer (Falcon). Uninfected cells were isolated from 

infected cells by FACS sorting with BD FACS Aria by gating on GFP mean 

fluorescence intensity (MFI). An average of 10,000 cells were sorted directly 

into 500μl Qiazol reagent (Qiagen) and total RNA was isolated using a Qiagen 

miRNEasy kit (Qiagen).  
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A.8.4. Dual RNA-sequencing 

Total RNA was assessed for quantity and quality by an Agilent 

Tapestation, and RNA libraries were generated using Illumina’s TruSeq 

Stranded Total RNA Sample Prep Kit using at least 100 ng of RNA.  RNA 

libraries were multiplexed and sequenced with 100 basepair (bp) paired single 

end reads (SR100) to a depth of approximately 15 million reads per sample on 

an Illumina HiSeq2500. Illumina RTA determined base-calling (bcl2fastq 

demultiplexes). 

A.8.5. Dual RNA-sequencing analysis 

 Total host-pathogen dual RNA-sequencing reads were filtered and 

aligned to their respective reference genomes. Tophat.2 was used for the 

alignment (--library-type fr-unstranded) (Kim et al., 2013). PICARD 

(http://broadinstitute.github.io/picard/) and SAMtools-0.1.19 

(http://samtools.sourceforge.net/) were used for processing the aligned reads. 

HTSeq (Anders et al., 2015) was used to produce read counts (--stranded=no) 

To generate P. berghei filtered reads, the total reads were first aligned to the 

human reference genome (GRCh38). Any reads that aligned to this genome 

were removed, and the remaining reads were then aligned to the reference P. 

berghei –ANKA genome (PlasmoDB13.0-PbergheiANKA). Similarly, host 

Huh7.5.1 hepatocyte filtered reads were filtered by the alignment to the P. 

berghei genome first, removing these reads, and then aligning the remaining 
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reads to the human reference genome. Read mapping and alignment statistics 

are included in Supplemental Dataset 5. All of the raw fastq files as well as 

differential gene expression analysis have been uploaded to the GEO and 

SRA databases (http://www.ncbi.nlm.nih.gov/geo/; 

http://www.ncbi.nlm.nih.gov/sra). 

Principal component analysis (PCA) was performed in order to assess 

the variability of datasets between samples and between experimental 

replicates. PCA was performed for the filtered reads aligning to the P. berghei 

reference genome and to the human reference genome. The 

regularized logarithm transformation for raw read counts was used to generate 

the PCA plots.   

Filtered reads aligning to the P. berghei and human reference genomes 

were compared in a pairwise analysis to generate lists of differentially 

expressed genes (DEG). DESeq2 was used for the differential expression 

analysis. Three experimental replicates were included for each analysis. Host 

DEG were generated by comparing infected and uninfected samples at each 

time point. This analysis is ideal as it removes any artificial changes in host 

gene expression due to exposure to mosquito salivary gland extracts, as both 

infected and uninfected cells from each sample are exposed to the same 

conditions. Further analysis was performed with DEG with a adjusted p value 

(padj) <0.01 and log2FC>1 or <-1 (for upregulated and downregulated genes, 
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respectively). P. berghei DEG were generated by comparing parasite reads 

from liver-stage trophozoites (collected at 24 hours post infection) and liver-

stage merozoites (collected at 48-50 hours post infection) to sporozoites 

before infection (collect at zero hours). In this way, gene expression can be 

monitored as the parasites develop and transform into the different liver 

stages.  

Further analysis of host DEG was performed with the top canonical 

pathways application using Ingenuity Pathway Analysis (IPA) software 

(www.ingenuity.com). Functional gene ontology (GO) term for biological 

processes was performed for P. berghei DEG using the open-source 

Plasmodium-specific database PlasmoDB (www.plasmodb.org) 

(Aurrecoechea et al., 2009b).  

A.8.6. Generation of Muc13 promoter reporter lentivirus 

The Muc13 promoter was cloned out of the pLightSwitch Prom vector 

(SwitchGear Genomics, cat#S713988) into the transcriptional response 

element (TRE) of the lentiviral vector, pGreenFire Lenti-Reporter (System 

Biosciences, cat# TR010PA-P), expressing both GFP and luciferase reporters. 

The primers used to amplify the Muc13 promoter out of the pLightSwitch 

plasmid were as follows: forward, 

GTAGTAATCGATTTAAGAAGACCCAAATCCAAGCAG; reverse, 

GTAGTAACTAGTTCCTGGCTACCTTTCGTTTTAACTGTC). The empty 
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vector was used as a negative control. Lentivirus was made by transfection of 

293T cells with the Muc13 promoter pGreenFire lentiviral vector or empty 

control vector and pPACK lentiviral packaging vectors (System Biosciences, 

cat# LV500A-1) according to the manufacturers instructions. 293T cell 

supernatant was collected from cells 28 hours post transfection, centrifuged at 

1500rpm for 5 minutes to remove cellular debris, and filtered through a sterile 

0.22μm syringe filter (Millipore, cat# SLGVV255F), aliquoted, and stored at -

80°C. Titers were determined by transduction of 293T cells with serial dilutions 

of virus, and qPCR against universal lentiviral integration sequences 24 hours 

post transduction (titering was performed by the Salk GT3 Viral Vector Core).  

The pGreenFire Muc13 lentivirus prep was found to have a titer of 9.81 x 10^8 

TU/mL, and the pGreenFire Negative Control lentivirus prep was found to have 

a titer of 3.63 x 10^7 TU/mL 

A.8.8. Generation of APEX2 lentiviral constructs 

Signal sequences flanked by Gateway attb sites were ordered as 

gBlocks (Integrated DNA Technologies) and recombined into the pDONR221 

Gateway plasmid (LifeTech). Next, the pDONR211 and APEX2-expressing 

plasmid were recombined to yield fusion proteins targeting the APEX2 reporter 

gene to different organelles. Clones were sequenced and positive clones were 

used to flip the signal sequence into a modified pLEX307  (Addgene plasmid # 

41392) plasmid containing an APEX2 or APEX2-NES in frame with the signal 
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sequence. Using this strategy, we generated plasmids targeting 12 different 

organelles, as described in Table A.7.5. 
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A.9. Figures 

 

Figure A.9.1. Experimental overview for the collection of Plasmodium berghei 
liver-stage infection samples for dual RNA-sequencing.  A) Huh7.5.1 hepatocytes 
were infected with Plasmodium berghei sporozoites expressing recombinant GFP in 
vitro, and infected and uninfected cells were collected throughout liver-stage 
development, from 0 to 48-50 hours post infection. At time point zero, before infection, 
uninfected Huh7.5.1 cells and freshly isolated salivary and sporozoites were 
collected. After 24 hours post infection, corresponding to a time point in which P. 
berghei has transformed into liver-stage trophozoites, infected hepatocytes were 
isolated from uninfected hepatocytes by fluorescence-activated cell sorting (FACS). 
based on P. berghei GFP reporter expression (illustrated in B). Similarly, at 50 hours 
post infection, corresponding to a time point in which P. berghei has developed into 
liver-stage schizonts, B) Overview of FACS sorting technique for the separation of 
infected and uninfected hepatocytes during the experiment described above in A. 
Cells are harvested at the indicated time point, and uninfected and infected cells 
separated using a BS FACS Aria cell sorter based on P. berghei reporter GFP 
expression. A representative example of gating for cells collected at 48-50 hours post 
infection is shown.  
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Figure A.9.2. Experimental overview for the dual RNA-sequencing and analysis 
of samples collected throughout P. berghei liver-stage development in vitro. 
Uninfected and infected hepatocytes were isolated throughout P. berghei-GFP liver-
stage infection in vitro, as described above in Figure A.6.1. Total RNA was isolated 
from samples, and after determination of adequate RNA quality and the generation of 
corresponding RNA libraries, RNA-sequencing was performed on an Illumina 
HiSeq2500. Total sequencing reads were then filtered and aligned to their respective 
genomes. To generate P. berghei filtered reads, the total reads were first aligned to 
the human reference genome. Any reads that aligned to this genome were removed, 
and the remaining reads were then aligned to the reference P. berghei –ANKA 
genome. Similarly, host Huh7.5.1 hepatocyte filtered reads were filtered by the 
alignment to the P. berghei genome first, removing these reads, and then aligning the 
remaining reads to the human reference genome. 
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Figure A.9.3. Principal component analysis (PCA) to assess variability of dual 
RNA-sequencing reads. PCA was performed for the filtered reads aligning to the P. 
berghei reference genome (left panel, P. berghei) and to the human reference 
genome (right panel, Huh7.5.1).  Samples are color-coded based on time point 
(sporozoites, time 0; Huh7.5.1, time zero; trophozoites, infected cells, and uninfected 
cells time 24 hours post infection; and schizonts, infected cells, and uninfected cells 
at time 48 hours post infection), and dashed grey circles group these samples 
together. The shape of the data points (circle, triangle, and square) indicates 
experimental replicate number (experiments 1, 2, and 3, respectively).  
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Figure A.9.4. Overview of pairwise comparisons for differential gene 
expression analysis. Filtered reads aligning to the P. berghei and human reference 
genomes were compared in a pairwise analysis to generate lists of differentially 
expressed genes (DEG). Three experimental replicates were included for each 
analysis. A) Host DEG were generated by comparing infected and uninfected 
samples at each time point. This analysis is ideal as it removes any artificial changes 
in host gene expression due to mosquito salivary gland extracts, as both infected and 
uninfected cells from each sample are exposed to the same conditions. Further 
analysis was performed with DEG with a padj <0.01 and log2FC>1 or <-1 (for 
upregulated and downregulated genes, respectively).  B) P. berghei DEG were 
generated by comparing parasite reads from trophozoites (collected at 24 hours post 
infection) and schizonts (collected at 48-50 hours post infection) to sporozoites before 
infection (collect at zero hours). In this way, gene expression can be monitored as the 
parasites develop and transform into the different liver stages.  
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Figure A.9.5. Distribution of host and P. berghei differentially expressed genes 
(DEG).  The distribution of host (A) and P. berghei (B) DEG is illustrated for each time 
point. Downregulated genes, with a log2FC<1 are shown in green (top panel) and 
upregulated genes, with a log2FC>1 are shown in red (bottom panel). All DEG plotted 
have a padj< 0.01. Each graph shows the transformed p value (-log10(padj)) 
compared to log2FC in order to visualize the distribution of significantly up- and down- 
regulated genes. For each analysis, the total number of genes is included in the 
upper left hand corner. FC= fold change. The full list of host and pathogen DEG for 
each time point are included in Appendix X. 
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Figure A.9.6. Top canonical pathway analysis for host DEG.  The list of host DEG 
for 24 hours post infection (A) and 48 hours post infection (B) (illustrated in Figure 
A.6.5 and listed in Appendix X) were analyzed for the top canonical pathways using 
Ingenuity Pathway Analysis (IPA) Software (http://www.ingenuity.com).  Pathways 
with a positive z-score (indicating a predicted activation of the pathway) are colored in 
orange, and pathways with a negative z-score (indicating a predicted deactivation of 
the pathway) are colored in blue. Bars correspond to the –log(p-value) for each 
pathway, and the relative ratio of DEG to total genes in a pathway is illustrated by the 
orange line and square data points.  
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Figure A.9.7. The development of a host biomarker reporter cell line. To 
overcome the challenges associated with P. vivax research, we are developing a host 
biomarker reporter hepatocyte line in order to label cells productively infected with 
liver-stage P. vivax in vitro.  In this way, we will be able to easily assess and 
quantitate liver-stage infection with P. vivax, which at this moment, is very difficult to 
do. We will use transcriptomic data from P. berghei infection to identify and validate 
potential host biomarkers. A depicted in the illustration, the ideal biomarker cell line 
will label cells productively infected with P. vivax through the production of a reporter 
protein (such as GFP or luciferase). 
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Figure A.9.8. Host Muc13 is significantly upregulated upon infection with 
Plasmodium berghei. A) Host 48 hour post infection DEG alaysis as shown in 
Figure A.9.5A, with Muc13 labeled. As illustrated, it is the most significantly 
upregulated host gene after infection with P. berghei 48 hours post infection.  
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Figure A.9.9. Experimental strategy for APEX2 proximity labeling for mapping 
the P. berghei liver-stage secretome. An overview of the experimental strategy for 
APEX2-based proximity labeling of the Plasmodium liver-stage secretome is 
illustrated. In this example, the generation of cells stably expressing APEX-NES is 
shown, which labels proteins within the cytosol, is shown. Briefly, hepatocytes stably 
expressing APEX2- localized to a specific cellular compartment (the cytosol in the 
above example) will be infected with P. berghei-GFP, and infected and uninfected 
cells will be isolated using FACS. Then, APEX2 based proximity labeling will be 
performed by the incubation of cells with biotin-phenol and H2O2 for 1 minute, and 
then the cells will be lysed and biotin-labeled proteins will be immunoprecipitated with 
streptavidin-coated magnetic beads and analyzed via mass spectroscopy.  
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A.10. Tables 

Table A.10.1. GO Term enrichment for P. berghei downregulated DEG 24 hours 
post infection.  P. berghei  24 hour DEG with a padj <0.001 and log2FC <-1 were 
analyzed using the gene ontology enrichment application through PlasmoDB 
(www.plasmodb.org). The table includes GO term ID, name of biological process, 
background count of genes in each process, number of gene results from the DEG list 
included in each process, the corresponding percent of background as well as fold 
enrichment for each GO term, and the odds ratio and p-value for statistical 
enrichment of DEG for each GO term. 
 

	 	 	 	 	 	 	 	

	 	 	 	 	 	 	 	

 

 

 

 

 

 
	 	 	 	 	 	 	

ID Name Bgd	count Result	count Pct	of	bgd Fold	enrichment Odds	ratio P-value
GO:0040011 locomotion 35 27 77.1 2.81 2.88 7.27E-05
GO:0052126 movement	in	host	environment 27 21 77.8 2.83 2.89 0.00042649

GO:0052192

movement	in	environment	of	other	
organism	involved	in	symbiotic	
interaction 27 21 77.8 2.83 2.89 0.00042649

GO:0051701 interaction	with	host 31 21 67.7 2.47 2.51 0.00151533

GO:0044403
symbiosis,	encompassing	mutualism	
through	parasitism 32 21 65.6 2.39 2.43 0.00201283

GO:0044419
interspecies	interaction	between	
organisms 32 21 65.6 2.39 2.43 0.00201283

GO:0044409 entry	into	host 23 17 73.9 2.69 2.73 0.00219527

GO:0051828
entry	into	other	organism	involved	
in	symbiotic	interaction 23 17 73.9 2.69 2.73 0.00219527

GO:0051704 multi-organism	process 39 23 59 2.15 2.19 0.00344702
GO:0006793 phosphorus	metabolic	process 120 52 43.3 1.58 1.62 0.00386222

GO:0006796
phosphate-containing	compound	
metabolic	process 120 52 43.3 1.58 1.62 0.00386222

GO:0006928 cellular	component	movement 30 19 63.3 2.31 2.34 0.00432546
GO:0030260 entry	into	host	cell 21 15 71.4 2.6 2.64 0.00495273

GO:0051806
entry	into	cell	of	other	organism	
involved	in	symbiotic	interaction 21 15 71.4 2.6 2.64 0.00495273

GO:0007018 microtubule-based	movement 19 12 63.2 2.3 2.32 0.02194588
GO:0016310 phosphorylation 90 37 41.1 1.5 1.52 0.02482927
GO:0016311 dephosphorylation 22 13 59.1 2.15 2.17 0.02496525
GO:0006468 protein	phosphorylation 79 33 41.8 1.52 1.55 0.02812186
GO:0006470 protein	dephosphorylation 19 11 57.9 2.11 2.13 0.04152578
GO:0051674 localization	of	cell 12 8 66.7 2.43 2.44 0.04748984
GO:0048870 cell	motility 12 8 66.7 2.43 2.44 0.04748984
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Table A.10.2. GO Term enrichment for P. berghei upregulated DEG 24 hours 
post infection. P. berghei  24 hour DEG with a padj <0.001 and log2FC>1 were 
analyzed using the gene ontology enrichment application through PlasmoDB 
(www.plasmodb.org). The table includes GO term ID, name of biological process, 
background count of genes in each process, number of gene results from the DEG 
list included in each process, the corresponding percent of background as well as 
fold enrichment for each GO term, and the odds ratio and p-value for statistical 
enrichment of DEG for each GO term. 

	

ID Name Bgd	count Result	count Pct	of	bgd Fold	enrichmentOdds	ratio P-value
GO:0008152 metabolic	process 1153 584 50.7 1.22 1.47 7.92E-08
GO:0044237 cellular	metabolic	process 974 502 51.5 1.24 1.44 3.88E-07
GO:0044238 primary	metabolic	process 1000 505 50.5 1.21 1.4 3.04E-06
GO:0010467 gene	expression 391 231 59.1 1.42 1.53 3.24E-06
GO:0006412 translation 221 145 65.6 1.57 1.66 6.84E-06
GO:0009987 cellular	process 1265 604 47.7 1.15 1.33 5.25E-05
GO:0009058 biosynthetic	process 445 246 55.3 1.33 1.42 5.68E-05

GO:0044260 cellular	macromolecule	metabolic	process 759 385 50.7 1.22 1.34 9.91E-05
GO:0044249 cellular	biosynthetic	process 433 238 55 1.32 1.41 0.00010418

GO:0044267 cellular	protein	metabolic	process 479 257 53.7 1.29 1.38 0.00017555
GO:0008150 biological_process 1602 734 45.8 1.1 1.31 0.00024795

GO:0043170 macromolecule	metabolic	process 825 409 49.6 1.19 1.3 0.00026582
GO:0019538 protein	metabolic	process 544 280 51.5 1.23 1.32 0.00071261

GO:0044281 small	molecule	metabolic	process 159 97 61 1.46 1.51 0.00156217

GO:0034645 cellular	macromolecule	biosynthetic	process 330 175 53 1.27 1.32 0.003509

GO:0009059 macromolecule	biosynthetic	process 331 175 52.9 1.27 1.32 0.00386456
GO:0006396 RNA	processing 117 70 59.8 1.44 1.47 0.0094977
GO:0046483 heterocycle	metabolic	process 86 53 61.6 1.48 1.5 0.01524334

GO:0006807 nitrogen	compound	metabolic	process 430 211 49.1 1.18 1.22 0.01887634

GO:0006163 purine	nucleotide	metabolic	process 37 27 73 1.75 1.77 0.01908982

GO:0006139
nucleobase-containing	compound	metabolic	
process 404 199 49.3 1.18 1.22 0.02024803

GO:0044283 small	molecule	biosynthetic	process 30 23 76.7 1.84 1.86 0.02042903

GO:0034641 cellular	nitrogen	compound	metabolic	process 427 209 48.9 1.17 1.22 0.02097428

GO:0009141 nucleoside	triphosphate	metabolic	process 31 23 74.2 1.78 1.8 0.02595308
GO:0006414 translational	elongation 12 12 100 2.4 2.41 0.02661527

GO:0009259 ribonucleotide	metabolic	process 35 25 71.4 1.71 1.73 0.02779683
GO:0009117 nucleotide	metabolic	process 64 40 62.5 1.5 1.52 0.02799304

GO:0006753 nucleoside	phosphate	metabolic	process 64 40 62.5 1.5 1.52 0.02799304

GO:0055086
nucleobase-containing	small	molecule	
metabolic	process 74 45 60.8 1.46 1.48 0.02803482

GO:0009205
purine	ribonucleoside	triphosphate	metabolic	
process 30 22 73.3 1.76 1.78 0.03147831

GO:0009144
purine	nucleoside	triphosphate	metabolic	
process 30 22 73.3 1.76 1.78 0.03147831

GO:0009199 ribonucleoside	triphosphate	metabolic	process 30 22 73.3 1.76 1.78 0.03147831

GO:0009150 purine	ribonucleotide	metabolic	process 34 24 70.6 1.69 1.71 0.03349923
GO:0008380 RNA	splicing 34 24 70.6 1.69 1.71 0.03349923
GO:0044248 cellular	catabolic	process 90 52 57.8 1.39 1.41 0.03571658
GO:0006397 mRNA	processing 42 28 66.7 1.6 1.62 0.03624659

GO:0072521 purine-containing	compound	metabolic	process 46 30 65.2 1.56 1.58 0.03710873
GO:0043414 macromolecule	methylation 13 12 92.3 2.21 2.23 0.03782327
GO:0009056 catabolic	process 114 63 55.3 1.33 1.35 0.04059899
GO:0032259 methylation 19 15 78.9 1.89 1.91 0.04800699
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Table A.10.3. GO Term enrichment for P. berghei downregulated DEG 48 
hours post infection. P. berghei  48 hour DEG with a padj <0.001 and log2FC<-
2.5 were analyzed using the gene ontology enrichment application through 
PlasmoDB (www.plasmodb.org). The table includes GO term ID, name of 
biological process, background count of genes in each process, number of gene 
results from the DEG list included in each process, the corresponding percent of 
background as well as fold enrichment for each GO term, and the odds ration p-
value for statistical enrichment of DEG for each GO term. 
		 	 	 	 	 	 	 	

 

 

 

 

 

 

 

 

 

 

 

 

 

ID Name Bgd	count Result	count Pct	of	bgd Fold	enrichmentOdds	ratio P-value
GO:0051701 interaction	with	host 31 13 41.9 2.26 2.29 0.0142608
GO:0040011 locomotion 35 14 40 2.15 2.19 0.01516698

GO:0044419
interspecies	interaction	between	
organisms 32 13 40.6 2.18 2.22 0.01727919

GO:0044403
symbiosis,	encompassing	mutualism	
through	parasitism 32 13 40.6 2.18 2.22 0.01727919

GO:0052192
movement	in	environment	of	other	
organism	involved	in	symbiotic	interaction 27 11 40.7 2.19 2.22 0.02711617

GO:0052126 movement	in	host	environment 27 11 40.7 2.19 2.22 0.02711617
GO:0051704 multi-organism	process 39 14 35.9 1.93 1.96 0.02972251

GO:0051806
entry	into	cell	of	other	organism	involved	
in	symbiotic	interaction 21 9 42.9 2.3 2.33 0.03519109

GO:0030260 entry	into	host	cell 21 9 42.9 2.3 2.33 0.03519109
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Table A.10.4. GO Term enrichment for P. berghei upregulated DEG 48 hours 
post infection. P. berghei  48 hour DEG with a padj <0.001 and log2FC>2 were 
analyzed using the gene ontology enrichment application through PlasmoDB 
(www.plasmodb.org). The table includes GO term ID, name of biological process, 
background count of genes in each process, number of gene results from the DEG list 
included in each process, the corresponding percent of background as well as fold 
enrichment for each GO term, and the odds ration p-value for statistical enrichment of 
DEG for each GO term. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ID Name Bgd	count Result	count Pct	of	bgd Fold	enrichmentOdds	ratio P-value
GO:0051179 localization 240 48 20 1.34 1.39 0.03391307
GO:0055085 transmembrane	transport 66 17 25.8 1.73 1.76 0.03450624
GO:0046907 intracellular	transport 90 21 23.3 1.56 1.6 0.04474784
GO:0051716 cellular	response	to	stimulus 96 22 22.9 1.54 1.57 0.04680381
GO:0051234 establishment	of	localization 223 44 19.7 1.32 1.36 0.04884147
GO:0006810 transport 223 44 19.7 1.32 1.36 0.04884147
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Table A.10.5. APEX2 constructs to label multiple intracellular organelles. The 
12 APEX2-based lentiviral constructs we are currently generating are listed in terms 
of their organellar targets.  In parenthesis, the cellular localization signal that is used 
for targeting is listed. 
 

 

 

 

 

 

 

 

1. Nucleolus (NOP10) 7. Membrane (palmitoyl from p63) 

2. Nucleus (NLS) 8. Recycling endosomes (Rab11) 

3. Exosomes (CD63) 9. Mitochondria (COX8A 1-29) 

4. Cytoplasm (NES) 10. Early endosomes (Rab5a) 

5. ER (ER retention signal) 11. Late endosomes (Rab7a) 

6. Golgi (B4GALT1) 12. Lysosomes (Lamp1) 

APEX2 constructs to label multiple organelles 
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