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Abstract

If You Are Not Counted, You Don’t Count: Estimating The Size of Hidden
Populations

by
Paul Douglas Wesson
Doctor of Philosophy in Epidemiology
University of California, Berkeley
Professor Arthur Reingold, Co-chair
Professor William McFarland, Co-chair

Background: Despite advances in treatment and prevention services, HIV infec-
tion remains a leading cause of morbidity and mortality worldwide, identified by the
2010 Global Burden of Disease report as the fifth leading cause of global disability
adjusted live years. While the epidemiologic features of HIV infection vary globally,
marginalized populations, such as men who have sex with men (MSM), female sex
workers (FSW), and injection drug users (IDUs) are consistently at increased risk
for HIV infection relative to the general population. Targeting such marginalized,
or hidden, populations has become a global priority to maximize the effectiveness of
the public health response to the HIV pandemic. Members of these populations are
often difficult to find, and the size of these populations is largely unknown, making
it difficult to calculate epidemiologic measures of disease and to evaluate the reach
and coverage of public health programs.

Methods: Through three separate analyses, this dissertation will investigate the
reliability and the plausibility of population size estimation methods when applied
to hidden populations. Chapter 1 systematically reviews the literature on popula-
tion size estimation methods and assesses the degree to which different methods,
applied to the same population, calculate similar estimates of the target population.
Chapter 2 evaluates a novel size estimation method, the SS-PSE, by applying it to
a Respondent-Driven Sampling study of African-American MSM in San Francisco,
and comparing results to other methods. Chapter 3 applies capture-recapture mod-
els to evaluate the completeness of the Alameda County HIV surveillance system,
and examines the role of sampling bias in this application.



Discussion and Significance: The results of the analyses featured in this dis-
sertation demonstrate that variability in population size estimates from different
size estimation methods is common, though often unaddressed. Population size es-
timation is fundamental to public health surveillance, serving as the basis for policy
decisions and quantifying the magnitude of disease. To produce reliable population
size estimates, which have implications for the allocation of limited public health re-
sources to marginalized populations, investigators should consistently apply multiple
size estimation methods and carefully consider the influence of sampling bias.
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Chapter 1

Introduction

1.1 Motivation

Despite advances in treatment regimens and prevention strategies, HIV remains
a leading cause of morbidity and mortality worldwide. The 2010 Global Burden of
Disease (GBD) report identified HIV/AIDS as the fifth leading cause of global dis-
ability adjusted life years (DALYSs), third among communicable disease disorders.[42]
This increase in ranking from the 1990 GBD ranking for causes of DALY's highlights
the shortcomings of public health action to effectively control this disease.

Globally, populations engaging in certain risk behaviors are especially vulnerable
to HIV infection. These key populations include female sex workers (FSW), men who
have sex with men (MSM), and injection drug users (IDUs), among others. Due to
biological, behavioral, and structural vulnerabilities, the prevalence of HIV infection
is typically higher in these groups than in the general population. Stigma-related
discrimination, imprisonment, and violence contribute to reasons why members of
these groups may not generally disclose their identity, which poses a challenge to
public health efforts targeting these groups for health interventions. Thus, these
groups are often referred to as hidden populations.[37]

Reaching these hidden populations has been identified as a key strategy for achiev-
ing maximum effectiveness in the public health response to HIV infection.[45, 52] In
December 2014, phase III of the Presidents Emergency Plan For AIDS Relief (PEP-
FAR), an international collaboration to control the HIV pandemic, initiated a pivot
strategy that directs resources to where HIV infection is concentrated in order to
achieve the greatest impact of the treatment and prevention programs funded by
PEPFAR.[8] Hidden populations were identified as being among the key populations
where HIV infection is concentrated, and thus where resources must be invested.
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Estimating the size of hidden populations is an emerging priority for global HIV
prevention. Enumerating key populations allows epidemiologists to quantify the bur-
den of disease in these populations through estimation of the population prevalence of
HIV infection and calculating an attributable fraction. Furthermore, population size
estimates are useful parameter inputs for modeling population dynamics contribut-
ing to disease transmission through sexual and social networks. Finally, population
size estimates contribute to the evaluation of programs targeting at-risk populations
with respect to their reach and coverage.

A complete census of hidden populations is logistically implausible due to the
very nature of a population being hidden; therefore, the size of these populations
must be estimated from samples of the hidden population.[1, 61] The breadth of
population size estimation methods available to public health researchers often de-
pends on representative samples in order to draw unbiased inferences of the target
population. In many surveillance studies of hidden populations, the available data
are neither complete nor a random (representative) sample.[33, 41] Bias in the sam-
pling process may occur if certain members of the target population preferentially
select into the sampling process, while other segments of the target population avoid
selection. The characteristics of the study population then do not reflect the charac-
teristics of the target population. While public health researchers benefit from a wide
range of options to estimate the size of a population, the current public health liter-
ature on population size estimation methods mainly distinguishes between methods
with respect to their implementation; that is, the data structure required to apply
a particular method.[61] Less focus is given to the agreement in population size es-
timates calculated from these different methods, and their performance, relative to
each other, under biased sampling conditions. Differences in estimates calculated
from different population size estimation methods applied to the same population
compromise the reliability of any one method to produce estimates from which pub-
lic health policy is based. Reliable estimates of the sizes of hidden populations are
needed in order to responsibly invest in programs targeting key populations and
allocating limited public health resources to curb the HIV epidemic.

The purpose of this dissertation is to describe and evaluate the range of methods
applied in public health to estimate the size of hidden populations. 1 begin by
assessing the degree to which different methods produce similar estimates of the
same population; noting how the methods account for (or leverage) the bias that
may exist in the sampling process. I then apply a selection of relevant population
size estimation methods and modeling techniques to hidden populations of public
health importance to the HIV epidemic in the San Francisco Bay Area. From this
direct application I provide insight into approaches to produce plausible estimates
of the sizes of the target populations, while accounting for biases in the sampling



CHAPTER 1. INTRODUCTION 3

process.

Population size estimation methods are a useful set of tools for public health
researchers to monitor and quantify disease in a population. Despite the breadth of
options available, the degree to which different population size estimation methods
produce estimates that are in agreement with each other, is unknown. Current guide-
lines for population size estimation do not address how methods may be differentially
impacted by biased sampling, thus producing estimates of the same population size
that are not in agreement with each other. Addressing this gap in the literature, while
also evaluating methods that can recover plausible size estimates despite biased sam-
pling, is necessary to improve public health surveillance of hidden and hard-to-reach
populations.



Chapter 2

Theoretical and empirical
comparisons of methods to
estimate the size of hard-to-reach
populations: A systematic review

2.1 Introduction

Obtaining an accurate count of human populations is fundamental to the distri-
bution of resources. A census of the general population is a difficult task, complicated
by the likelihood of undercounting segments of the populations that are considered
hard-to-reach, possibly leading to a selection bias in the final count. This problem
is particularly salient in public health, where hard-to-reach populations, sometimes
termed hidden populations, are defined by behaviors, identities, or characteristics
that lead to stigmatization and discrimination. These hidden populations (e.g., fe-
male sex workers [FSW], men who have sex with men [MSM], and people who inject
drugs [PWID]) often face a disproportionate risk of HIV infection and of other sexu-
ally transmitted infections compared to the general population. Estimating the size
of these populations is often necessary for allocation of scarce public health resources,
for evaluating the reach and coverage of social services targeting these populations,
and for using the appropriate denominator in epidemiologic measures of disease bur-
den and incidence. Population size estimation (PSE) of key populations at risk for
HIV infection is a priority for international organizations, such as the World Health
Organization (WHO), and organizations that finance global health programs, such
as the Presidents Emergency Plan For AIDS Relief (PEPFAR). In December 2014,
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phase IIT of PEPFAR initiated a pivot strategy that directs resources to where the
HIV epidemic is concentrated in order to achieve the greatest impact of the treat-
ment and prevention programs it funds.[8] As a result, reliable estimates of the sizes
of key populations are necessary to set program targets, assess their coverage, and
evaluate their impact.

Many methods are available for counting the hidden, hard-to-reach, and unob-
served with origins from diverse disciplines, including sociology, population biology,
and natural resource management. In public health, population size estimation meth-
ods are often imported from these other fields and adapted for human populations.
In 2010, the UNAIDS/WHO updated their guidelines concerning PSE methods ap-
propriate for key populations. The document identified five PSE methods (i.e., cen-
sus and enumeration, capture-recapture, multiplier, population surveys, and network
scale-up) and discussed their data requirements, implementation procedures, and lim-
itations.[60] Shortly after, Abdul-Quader et al. published a literature review of PSE
methods commonly used to estimate the size of key populations in studies published
in the peer-reviewed literature between 2011 and 2013.[1] The authors summarized
six PSE methods (those listed above and single survey based methods, such as the
successive sampling population size estimation method [18]), highlighting their the-
oretical and practical strengths and limitations, and making recommendations for
their implementation based on lessons learned from individual articles that served as
case studies. The guidelines and the literature review provide a menu of options from
which public health researchers can choose when attempting to estimate the size of
a hidden population based on the availability of the appropriate data structure and
resources.

However, such a menu implies that any option will produce a consistent estimate
of the true population size. Salganik et al. highlighted the questionability of this
assumption when they applied the network scale-up method to estimate the size of
heavy drug users in Curitiba, Brazil. They noted that estimates from this method,
with and without statistically correcting for assumption violations, were significantly
different from estimates derived using alternative PSE methods.[50] The discrepancy
presents a dilemma in choosing which result is correct in the absence of a gold stan-
dard. Other researchers apparently embrace variability in estimates from multiple
PSE methods, arguing that different methods are likely prone to different biases and
therefore using a central estimate (usually a median) can reduce the potential for
severe bias when relying solely on a single method.[44, 47] No study has explicitly
explored the variability in size estimates from multiple PSE methods, formally as-
sessing the reliability of these methods, and determining if any methods appear to
consistently under- or over- estimate compared to others in different populations.

Our objective was to assess the extent to which different PSE methods provide
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the same estimate of a target population by systematically reviewing peer-reviewed
studies that used at least two PSE methods to estimate the size of the same target
population. In doing so, we build upon previous work by identifying additional
methods not included in past reviews, make side-by-side empirical comparisons of
results, and summarize the consistency of estimates for the size of the same target
populations. For a more detailed description of each PSE method we refer the reader
to the UNAIDS 2010 guidelines, the review by Abdul-Quader et al, or citations
provided for additional methods.

2.2 Methods

Between February 6, 2015 and March 6, 2015 we conducted a systematic review
of the peer-reviewed literature on population size estimation methods. Articles pub-
lished by March 6, 2015 were eligible for inclusion in the review. As a primary
inclusion criterion, studies were required to include at least two PSE methods that
allow for a comparison of the resulting estimates of the same population. Alternative
modeling approaches for the same PSE method were treated as distinct methods; for
example, the network scale-up method and the generalized network scale-up method
were treated as distinct methods. Of the studies that provided the results obtained
using multiple methods, studies were included only if the research team designed
and implemented the methods that were used. This eligibility criterion addressed
the concerns that different research teams may use different definitions of the target
population when estimating its size, and that temporal differences may affect the
population being enumerated (i.e., if different research teams estimated the same
population, but at different points in time). Furthermore, articles were eligible for
inclusion only if they included empirical, as opposed to simulated, data (as a result,
mathematical models were excluded); estimated the size of a human population; and
estimated the size of a current population (rather than make a projection into the
future or the past). Review papers were excluded.

In order to obtain a comprehensive sample of studies we used several search
strategies. Two of the three search strategies used the PubMed database. The first
strategy (PubMedl) searched using the term population size estimation. Studies
were filtered to include only human populations. No language filter was used. The
second strategy (PubMed2) used the search terms ((estimat® prevalence) OR (esti-
mat™ incidence) OR (estimat™ size population)). Due to the large number of results
matching this query, even after filtering for studies that included human populations
(n=184,530) and using the PubMed function for ordering results by relevance, we
reviewed studies by title until we encountered an interval of 100 titles that were not
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relevant to the review. Reviewing titles for PubMed2 ended after this interval was
reached. The third search strategy used Google Scholar, employing the following
search terms: men OR women OR children population size estimation. Results were
filtered for Articles and sorted by relevance. No temporal restrictions were specified.

After results from the three search strategies were aggregated, duplicates were
identified and removed. The remaining de-duplicated results were assessed for rel-
evance by reviewing the abstract. Based on the review of abstracts, articles con-
sidered not relevant were removed from the pool of studies for potential review.
For remaining studies, the full text was read, and based on that reading additional
studies were determined to be ineligible. For the final set of studies judged to be
eligible for inclusion, the following data were abstracted: target population, setting
(geographic/location), time period (year(s)), study design/sampling method, study
population, sample size, population size estimation method, point estimates and
confidence intervals, discussion of bias, and statistical corrections.

Studies were not given a rating according to quality because the field of population
size estimation in epidemiology is still relatively new and recommendations for stan-
dardized reporting have not been agreed upon or published. Additionally, the guide-
lines for documenting the size estimation process put forward by UNAIDS/WHO in
their 2010 guidelines were published after a subset of the eligible studies included
in this review were published.[59] Because heterogenous populations were estimated
across studies, we determined it to be inappropriate to conduct a meta-analysis to
statistically synthesize results across studies. Instead, we chose to visualize the data,
using the reported population size estimates and upper and lower bounds in order
to present the level of agreement with which standard and novel methods in this

field estimate the size of the same target population. Dot plots were generated using
R.[46]

2.3 Results

The search strategies generated 341 unduplicated, potentially eligible publications
(Figure 2.1). Of the 341 abstracts screened for possible inclusion in the review, 65
were deemed relevant to the objective of this study and underwent full text review.
Based on the full text review, 25 of these 65 were considered eligible for inclusion.
The remaining articles were ineligible primarily due to not including a second size
estimation method implemented by the authors for comparison.
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PubMed search1: PubMed search2: Google scholar search
173/1353 results selected 367/3473 results selected 129/422 results selected
by title by title by title

l l

239/540 records after
duplicates removed
(PubMed only)

l’ 7

341 records after duplicates removed
(PubMed and Google Scholar)

!

341 abstracts screened

277 abstracts excluded

for relevance (conference abstracts,
—> R .
non-English, technical
reports)
64 full text articles 39 full text articles

assessed for eligibility iy | €XCluded:
* 30 no comparison

method

\l, * 5 non-English
language
25 articles included in * 4 size estimates not
qualitative synthesis provided

Figure 2.1: Flow diagram of study selection

Across the 25 studies included in the review, covering 16 countries, 21 unique
PSE methods were featured. Of these 21 PSE methods, 15 were considered general-
izable methods; that is, estimation approaches that could be applied in settings other
than that in which the study took place, given the availability of appropriate data
(Table 2.1). The most common method included in the review was the service mul-
tiplier method (n=21 studies), followed by capture-recapture (i.e., multiple systems
estimation) (n=11 studies), and the unique object multiplier method (n=8 studies).
Although no restrictions were placed on the type of population examined during the
initial literature search, all populations in the final sample of eligible studies were
key populations at risk for HIV; people who inject drugs (PWID) and problem drug
users were the most commonly estimated population among studies included in the
review.
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Table 2.1 also outlines the common sources of bias described by the eligible studies
for each of the generalizable PSE methods. Most sources of bias pertain to violations
in the theoretical assumptions for valid estimation. In several cases, as noted in the
table, investigators attempted to account for and correct the bias through statistical
adjustment. Capture-recapture and the network scale-up were the only two PSE
methods for which statistical adjustment for potential bias was observed among
articles included in this review.

Many of the PSE methods use a single formula to estimate the size of the hid-
den population. For example, the size of the hidden population according to the
multiplier methods (service multiplier, unique object multiplier, and simple capture-
recapture) is calculated as the benchmark (an absolute count of the hidden popula-
tion meeting a specified criteria) divided by the multiplier (a proportion of the hidden
population from a second, representative, sample that matches the same criteria as
the benchmark). For some PSE methods, such as adjusted capture-recapture and
network scale-up, multiple modeling approaches have been developed to estimate the
unobserved population and to correct for violations in theoretical assumptions that
may otherwise result in biased estimates. These modeling approaches use additional
data or specify alternative distributions to adjust for potential biases or account for
violations in the underlying assumptions for the PSE method. Six studies in this
review included only alternative estimators for the same method for comparison;
that is, a single PSE method was implemented, but estimates from multiple models
were calculated. For example, Smit et al. compared the Zelterman estimator and
the Chao estimator, alternative analysis approaches to the same capture-recapture
method, to estimate the number of potential clients using a facility for homeless
people. The authors concluded that had the estimators produced statistically dif-
ferent estimates, this would indicate heterogeneity in the capture probabilities and
the Zelterman estimator should be preferred. For this study, the confidence interval
of the Chao estimator overlapped the point estimate of the Zelterman, suggesting
homogeneity in the capture probabilities for the target population.

Across the 25 studies, the sizes of 80 target populations were estimated using
various PSE methods. Two of the target populations estimated included methods
specific to that context, and thus not generalizable to broader applications of size
estimation for any population. The results of the remaining 78 size estimations are
depicted graphically in Figure 2.2. Corresponding tables of exact point estimates
and confidence intervals are detailed in the table in the Appendix. Overall, dot plots
of the estimated sizes of target populations demonstrated substantial variability in
the estimates produced by different methods. For 18 of the 80 target populations,

Ipotential clients for homeless facility, clients of female sex workers
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population size estimates were consistent across all PSE methods implemented; that
is, there was overlap of the upper and lower bounds associated with individual point
estimates across all PSE methods. For some methods, these bounds were calculated
as 95% confidence intervals; in other methods, such as the wisdom of the crowds
and Delphi methods, these upper and lower bounds represented the maximum and
minimum guesses of the sample surveyed. The majority (n=15) of these 18 target
populations included one or more methods with intervals that were extremely wide,
sometimes with a width greater than 20,000 people for a point estimate of 4,300, as
was the case for PWID in Montreal(Archibald et al., 2001).
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2 Abbreviations: FSW=female sex workers; MSM = men who have sex with men; PWID = peo-
ple who inject drugs; PDU = problem drug users; WoTC = wisdom of the crowds; UOM = unique
object multiplier; SM = service multiplier; M&E = mapping and enumeration; CRc=Zelterman =
Capture-recapture using Zelterman estimator; CRc-TP = Capture-recapture using truncated Pois-
son; CRc-Pledger = Capture-recapture using Pledger’s method; CRc-Huggin = Capture-recapture
using Huggin’s method; CRc-Open = Open population capture-recapture; RTM = reverse track-
ing method; Programme = program estimate; Survey = general population survey; CRc-Poisson
= capture-recapture with Poisson distribution; CRc-NB = capture-recapture with negative bino-
mial distribution; CRec-Chao = capture-recapture using Chao estimator; CRc-CAMCR= capture-
recapture using mixture model; NSUM = network scale-up; LMS* = modified LMS.

3Numerical indexing of method (i.e. SM 2) refers to multiple implementations of the same
method, using different data inputs.
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To account for the possibility of one method being poorly implemented when
estimating the size of a target population, we chose to look at a subset of studies
with at least three PSE methods and examine agreement (i.e., overlap of point es-
timates within each others confidence intervals) between all but one PSE method
implemented for a given population. For 14 out of the 62 target populations that
included at least three PSE methods (range 3 to 11 different PSE methods), point
population size estimates were consistent across all but one PSE method. Of the
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estimates of the sizes of these populations, over half (n=8) included a method that
yielded estimates of low precision, producing very wide intervals that overlapped
other point estimates. Three-fourths (75%) of the estimated target population sizes
included at least one estimate that did not present associated upper or lower bounds.

Comparison of PSE methods across studies indicated little agreement in size es-
timates between methods, although comparisons did provide insight into the relative
performance of specific methods. Estimates from organizations that provide services
to the target population tended to be among the higher estimates for a given target
population. While this finding is based on 37 of the populations estimated, they all
originate from a single study (Vadivoo et al.). The wisdom of the crowds approach
and the Delphi approach similarly base their estimation of the population size on the
opinion of stakeholders or experts, often coupled with examination of data collected
locally or from the published literature. The wisdom of the crowds method, which
asks survey respondents how large they believe the target population is and then
summarizes all responses into a median or mean, consistently produced the lowest
or second lowest estimate of the size of the target population, although the range
of responses were extremely wide. As described above, these were not statistically
calculated confidence intervals, but rather the range of estimates provided by indi-
viduals sampled. The Delphi approach, which solicits population size estimates from
a small group of stakeholders, often after showing this group the results of other PSE
methods, tended to produce estimates near the medians of the other population size
estimates calculated.

Two studies included a nationally representative survey, applying the proportion
of self-identified MSM and PWID in the survey to the size of the general population
to calculate the sizes of these target populations. In one study (Archibald et al.), six
populations were estimated using a representative population survey, among other
methods. For all six populations, while the rank order of the point estimates from
the population survey varied relative to the other methods, this method consistently
produced estimates with the widest confidence intervals. The authors concluded that
the small sample size for the general population-based surveys and the low frequency
of the MSM and PWID subgroups within this general population contributed to the
relatively large width of the associated confidence intervals. In the second study
(Livak et al.), the representative population survey was the only method to produce
confidence intervals around the point estimate, so agreement between methods, as
defined by this review, could not be assessed. While the confidence interval for
the estimate from the representative population survey did not span any of the
point estimates from the other methods, the difference between the estimate from
the population survey (the lowest estimate) and the Delphi approach (the highest
estimate) was less than 6,000, a relatively small difference compared to the difference
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between other size estimates included in this review of similar magnitude.

PSE methods that rely on enumerating the visible members of the target pop-
ulation (i.e., mapping and enumeration) consistently produced the lowest estimates
of the size of the target populations. As an exception to this trend, the enumeration
method included in the study by Mutagoma et al. produced the highest estimate
of the size of the population of FSW in Rwanda; however, the authors noted lim-
itations in the other two PSE methods (capture-recapture and multiplier method)
that may have resulted in underestimates being produced by these two methods.
For capture-recapture, the venues sampled on the first capture occasion were largely
the same as the venues sampled on the second capture occasion. This positive de-
pendence between capture occasions will result in an underestimation of the target
population. For the multiplier method, the researchers noted that the time period
specified for the benchmark and the multiplier, while overlapping, was not exactly
the same. This inconsistency could result in an underestimation of the target popu-
lation if the proportion that is used in the denominator of the calculation is inflated
because there is a longer eligible time period to recall visiting a service or program.
The reverse tracking method featured in only one study (Vadivoo et al.), but was
used to estimate 31 populations (FSW, MSM, and PWID in multiple Indian cities
and towns). The reverse tracking method augments mapping and enumeration data,
with additional enumeration of the target population at a venue on a second visit,
to statistically estimate the size of the target population at each venue. Population
size estimates from the reverse tracking method tended to fall in the mid to lower
range of estimates calculated by various methods.

The literature review method, which applies estimated proportions of the target
population in the general population from published studies of comparable popula-
tions in similar settings to census figures in the country of interest to estimate the
size of the target population, yielded mixed results. Estimates produced using this
method consistently fell within the range of estimates produced by other methods.
When reported, the upper and lower bounds for the literature review method were
wide.

The capture-recapture method generally produced estimates consistent with other
methods, as well as reasonably narrow 95% confidence intervals. The multiplier
method produced estimates with more variability. No clear trend emerged when
comparing the relative performance of this method to other methods included in the
review. These methods calculate size estimates from data on people using a program
(service multiplier) or people receiving a specific object distributed to the target
population (unique object multiplier). Several multipliers from different benchmarks
were often used to estimate the same target population size. When several multipli-
ers were implemented within the same study, the size estimates calculated from these
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methods were often not in agreement with each other. The size of the population
estimate derived using the multiplier method is determined by both the benchmark
(the count of unique objects distributed or the number of people seen by a service,
i.e., the numerator) and the multiplier (the proportion of respondents from the rep-
resentative survey who received the object or participated in the service, i.e., the
denominator). As a result, the validity of the method depends on the ability of se-
lected services to maintain accurate records concerning unique clients of the target
population seen by the service during a specified timeframe, or that the number of
unique objects reported to be distributed is actually distributed. For example, if
researchers believed 500 unique objects were distributed (the benchmark), but in re-
ality only 300 unique objects were distributed, the calculated population size would
be an overestimate, assuming the multiplier (the denominator) was accurate. Es-
timates from multiplier methods also showed variability with respect to the width
of their 95% confidence intervals. The upper and lower bounds of the 95% confi-
dence intervals were determined by the standard errors for the multiplier; that is,
the proportion of respondents in the representative survey indicating they received
the object or had participated in the specified program. These standard errors are
calculated to account for the complex sampling design used to sample the target
population, such as respondent-driven sampling (RDS), and allow inference to the
target population based on the population sampled.

2.4 Discussion

Our review found no evidence of a single most rigorous population size estima-
tion method among 21 separate methods held to side-by-side comparisons. In the
absence of a gold standard against which to hold all methods, this judgment is based
on consideration of multiple potential sources of biases that can result in severe over-
or under- estimation, theoretical assumptions that cannot be shown to be met, and
the high variability that each method engendered across multiple settings and pop-
ulations. Nonetheless, a few notable patterns emerged when examining the relative
rankings in size of estimates from studies that compared two or more methods simul-
taneously in the same population. The wisdom of the crowds method never produced
the largest size estimate in publications that compared it to two or more other meth-
ods. This may result from the populations perceiving and articulating their sense of
marginalization from the mainstream of society, a reason for their interest to pub-
lic health researchers in the first place. Population-based surveys also were not the
source of the highest estimate, with only one exception. This finding may also result
from marginalization and stigmatization in that members of the population may not
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acknowledge their status in home-based surveys. The reverse tracking method never
produced the highest estimate when compared to others, a finding that may be due
to the challenge in counting and distinguishing all persons who may be present at a
particular hotspot or only counting those subsets of the population who are most vis-
ible. Potentially for similar reasons, direct enumeration did not produce the highest
estimate when compared to other methods, with only one exception. Enumeration
also did not produce the lowest estimate when compared to two or more other esti-
mates. Using the published literature to estimate population size tended to fall in
the middle when multiple methods were reported, never being the lowest and only
once being the highest. Two potential biases may operate to produce this finding: a
publication bias may prevent very (unacceptably) high or low estimates from being
reported in the literature or the researchers pick a moderate estimate from those
published in the literature to apply to their setting. The latter tendency may also
explain why the Delphi method tended to produce a central estimate, particularly
when conducted with an iterative process of presenting results from local studies and
from the literature and allowing for revision of initial guesses. Similar to findings
with the Delphi method, a substantial proportion of results from stakeholders who
provide services and outreach to members of the target population tended towards
a central estimate relative to the range produced by other methods. The majority
of size estimates from stakeholders, however, were the highest among other methods
reported. Rarely, did stakeholder estimates generate the lowest estimate of a target
population. This pattern may be reflective of a desire to have a higher but credi-
ble official count of the target population size, which could be used to advocate for
increased program funding.

For the majority of target populations included in this review, the different PSE
methods produced estimates of the population size that were not in agreement with
each other and had no overall pattern of being consistently the highest or lowest
of multiple estimates. In the majority of side-by-side comparisons, 95% confidence
intervals (or other defined upper and lower plausible bounds) around estimates pro-
duced by different PSE methods did not overlap, indicating that differences in the
estimates were not occurring by chance but rather by systematic errors or biases
in one or both methods. There are many possible sources of error. The multi-
plier methods, for example, have numerous reasons for over- or under- estimating
the benchmark (e.g., duplicate client counts, incomplete recording of key population
membership) and the multiplier (e.g., social desirability response bias, poor recall).
Other differences may be inherent in who is reached by the different approaches. For
example, if some PSE methods preferentially target certain members of the popula-
tion (i.e., mapping-based methods are more likely to include the more visible) then
these non-overlapping confidence intervals may be estimating the sizes of different
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subsets of the target population. The methods to calculate confidence intervals may
also be incorrect or not based on probability. For example, population-based sur-
veys and the capture-recapture and reverse tracking methods provide calculations
of standard errors that produce true confidence intervals. Upper and lower bounds
for the wisdom of the crowds and Delphi methods, on the other hand, were often
given as the range of guesses provided by the participants, with the minimum and
maximum guesses providing the bounds. Bounds for both the service and unique
object multipliers were determined using the standard error for the proportion from
the representative survey who responded that they had received the service or ob-
ject (the multiplier), accounting for the complex sampling design (for RDS studies
or time-location sampling studies, for example). Recent studies of RDS estimators
have questioned their validity in calculating appropriate weights and standard errors
for population inference, especially if there is finite population bias.[12, 62] These
studies add to the concern that the 2.5 and 97.5 percentiles calculated for the mul-
tipliers may be inaccurate, therefore resulting in inaccurate upper and lower bounds
for the multipliers used to estimate population size.

Two PSE methods, capture-recapture and the network scale-up, offer alternate
estimation approaches that may correct statistically for violations in their underly-
ing assumptions. The most common assumption violations for the capture-recapture
method are the source independence and the equal probability of capture assump-
tions; that is, an individuals presence in one source does not affect his/her probability
of also being present in another source used in the analysis. To correct statistically
for this assumption violation, investigators may use at least three sources and in-
clude interaction terms between a combination of sources in the regression model-
ing to indicate and control for source dependency. Investigators may also include
individual-level covariates in the regression model or stratify by these covariates if
they believe that the unequal probability of capture is due to individual-level char-
acteristics. For example, Cruyff et al. estimated the number of opiate users in
Rotterdam, the Netherlands using capture-recapture models that included gender,
marital status, nationality, income, and age as covariates, among others. In this case,
including these covariates in the regression modeling did not significantly affect the
point estimate of the size of the population. However, assumptions about the distri-
bution of the statistical model did noticeably affect the point estimate. In contrast
to a Poisson distribution, using a negative binomial distribution, which includes a
dispersion parameter to account for unobserved heterogeneity in capture probabili-
ties, resulted in better model fit according to the Akaikes Information Criterion and
log likelihood criteria. Alternative modeling approaches, such as mixture models
or the Zelterman estimator, attempt to control for latent heterogenity in the cap-
ture probabilities. van der Heijden et al. estimated the population of problem drug
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users in the Netherlands at risk for clinical hospital treatment, using the truncated
Poisson regression (TPR) model and the Zelterman regression model, alternative
estimators for a capture-recapture analysis using a single list. Statistical analysis
of the TPR model indicated poor model fit. This suggests that despite adjustment
for observed covariates, heterogeneity in the capture probabilities remained; that is,
members of the target population had an unequal probability of being seen multiple
times in a single source (violating a key assumption in the capture-recapture study
design). In this example, the Zelterman regression, which is robust to unobserved
heterogeneity, was determined to be the better model for estimating the unobserved
population. Smit et al. noted significant differences in estimates produced by the
Zelterman model and by other truncated Poisson models, with the former producing
higher estimates; this result may indicate unobserved heterogeneity, in which case
the Zelterman model should be preferred, as it is likely to be more accurate.

The network scale-up method attempts to addresses biases in population size es-
timation resulting from stigma. The size of the target population from the network
scale-up method originates from a general population-based survey, not by asking
respondents questions about their own behaviors, but rather asking about persons
within their social networks. The method assumes that, on average, the people com-
prising an individuals network will be representative of the general population. That
is, if 10% of the people in an individuals personal network are teachers, then teach-
ers make up 10% of the general population. The method assumes that respondents
are aware of their social contacts being members of the target population (i.e., no
transmission error) and that members of the target population, on average, have the
same personal network size as the general population. If these assumptions are vio-
lated, the generalized network scale-up can adjust for biases. This method requires
a separate, representative survey of the target population in order to calculate two
additional parameters; 7, the estimated information transmission rate to account for
the transmission error, and é, the estimated popularity rate to account for any differ-
ence in network size between the general population and the target population.[50]

The capture-recapture and generalized network scale-up methods are appealing
because they offer the investigator a sense of control through the correction of bi-
ases after implementation of the study. However, in the absence of a gold standard,
we do not know if such statistical adjustments are correcting bias or introducing
bias into the estimation. When there are multiple statistical models to choose from
when conducting a capture-recapture analysis with at least three sources, conven-
tion dictates selecting the model with the smallest value for the Akaikes information
criterion (AIC).[26] However, a recent study by Jones et al. illustrates how this
criterion for model selection can result in selecting the incorrect model to estimate
the unobserved population size (Jones et al., 2014). Through simulation studies, the
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authors showed how model selection based solely on statistical relationships within
the data can lead to biased estimates. In this example, referrals of unique observa-
tions between capture sources induced interactions between sources. The statistical
model that accurately described this relationship between sources was not the best
model, according to the AIC. In fact, the model that would have been selected by
the AIC convention underestimated the true population size (though the authors
demonstrated that the bias from poor model selection can also result in an overes-
timation of the population size). Therefore, reliance on statistical models can result
in unpredictable biases if knowledge of the real-world processes that generated the
data are not taken into account.

The frequency with which the multiplier method was used is indicative of its
appeal among public health researchers, likely due to the ease with which it can
be incorporated into studies of hidden populations. Population size estimates can
easily be calculated, given a count of clients from a service provider, together with
a single question in a population-based survey about visiting that service provider.
However, as noted in this review, the resulting estimates can be quite variable. Esti-
mates from the multiplier method will be biased if either the benchmark is inaccurate
(i.e., a different number of unique objects are distributed than are reported to have
been distributed, service provider reports client visits as opposed to unique clients,
or members of the target population are not distinguished from non-members), or
the multiplier is inaccurate (respondents from the population survey may not re-
call receiving the unique object or visiting a particular service within the specified
timeframe). Given the sensitivity of the multiplier method to violations of the as-
sumptions, and the observed variability in estimates across studies observed in this
review, researchers should be cautious when using a single multiplier to estimate the
population size. Agreement in the estimated population size by multiple methods
reduces concern when different methods produce similar estimates of the same pop-
ulation. However, this approach risks confusing the reliability of the estimates with
the validity of the estimates. Estimates can be highly consistent with each other,
and therefore reliable (i.e., produce similar results), and yet all of them may sys-
tematically under- or over- estimate the true population size, thus producing invalid
estimates.

This review has several limitations. Although we used a combination of search
strategies to find published articles that met our eligibility criteria, it is possible that
our search strategy missed some articles that would have been eligible. Due to the
immense volume of results from one PubMed query (PubMed2), we implemented a
stopping rule, which ended the search after the reviewer screened an interval of 100
titles that were determined to be irrelevant to the review. At this point, the reviewer
continued to screen an additional 100 titles to see if any eligible titles would have
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been missed by using this stopping rule, and found none to be relevant. This finding,
together with the duplicates identified using three separate search strategies, adds
to our confidence in the comprehensiveness of this review. Still, while our initial
search strategy erred on the side of sensitivity to increase the probability of finding
all relevant articles, we recommend that future studies of population size estimation
(or ones that include a PSE component) adhere to a standardized way of noting in
the title or abstract that the study includes a population size estimation component.

We purposely restricted our review to peer-reviewed studies in order to consider
only studies of sufficiently high quality to have passed review by public health re-
searchers and to be readily accessible to other researchers to replicate our findings.
As a result, we may have missed comparisons of PSE methods covered in the grey
literature, such as technical reports. This exclusion may not only have led us to miss
some comparisons, but also may have caused us to miss potentially novel methods not
found in peer-reviewed articles. Furthermore, our literature search was conducted
from February 6, 2015 to March 6, 2015; studies eligible for this review may have
been published in the peer-reviewed literature after this time frame. For example,
as of writing we are aware of at least two studies only recently published using the
successive-sampling population size estimation (SS-PSE), a newly described method
for the health literature that uses data on network size generated from RDS studies
to estimate the population size.[29, 64] During the literature search we also came
across novel PSE methods not identified in previous summaries, such as the multiple
indicator method (which uses generalized linear regression modeling to extrapolate
size estimates from geographic areas with data to geographic areas where data are
absent) [19] and the Bayesian hierarchical model method, which uses Bayesian mod-
eling to weight estimates from multiple PSE methods according to their susceptibility
to bias and arrive at a single estimate.[3] However, these studies were not eligible for
inclusion in this review due to either not including an additional PSE method for
comparison or not being published in the peer reviewed literature.

Only one author [PW] conducted the literature search and assessed the eligible
studies for review. Consequently, we were unable to calculate a reliability score to
demonstrate the consistency with which the same studies would have been selected,
had a second reviewer independently implemented the same search strategy. Due to
the sensitivity in our search strategy, and the frequency of duplicates across different
search strategies, we are confident that we identified and included most studies that
were eligible according to the criteria for this review.

Currently, there is no evidence for a single best method to estimate the size of
a hidden population. The evidence we have synthesized in this review highlights
the variability in estimation of the same target population when using multiple PSE
methods. Given the variability in population size estimates among the studies in-
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cluded in this review, it is striking that only a fraction (7.3%) of PSE studies orig-
inally identified by title were eligible for inclusion in this review; the majority were
ineligible because they did not include a second PSE method to compare size esti-
mates. From this systematic review of the peer reviewed literature, it is clear that
a single size estimate provided by any one PSE method is not likely to be sufficient
for producing a reliable estimate of the target population size. At a minimum, mul-
tiple different PSE methods should be implemented within the same study, so as to
communicate the degree of agreement (or disagreement) between different methods
for estimating the size of the same population, thereby providing a more transparent
indication of the certainty of the final size estimate. Moreover, multiple estimates
based on different assumptions should reduce the risk of selecting a size estimate
based on a single severely biased method. Given knowledge of the strengths and lim-
itations of certain methods (e.g., mapping-based methods tend to produce estimates
on the lower range because they are enumerating the more visible members of the
target population), careful thought should be given to which strata of the target pop-
ulation are being enumerated and, given the limitations of the PSE methods, if any
stratum remain essentially invisible to public health researchers and surveillance sys-
tems. Furthermore, using multiple estimation techniques, such as capture-recapture
with covariates, may be revealing of underlying population characteristics, such as
heterogeneity in capture probabilities due to measured or unmeasured characteristics
(i.e., age, race, gender, etc.). We systematically reviewed the literature on popula-
tion size estimation methods to assess their consistency, and provided evidence for
trends in how generalizable methods perform when implemented in the field. Simu-
lation studies, or a focused study of multiple PSE methods on a known population,
should be implemented to evaluate the validity of each method and the role of bias
in accurately enumerating the target population. Finally, while a gold standard cen-
sus for many of the populations of interest to HIV research and public health may
be distant or unobtainable, we advocate for rapid peer-reviewed publication of size
estimates with methods clearly described to obtain a greater global or meta sense of
the variability of methods and central tendencies of key populations representation
in diverse societies.



41

Chapter 3

If you are not counted, you dont
count: estimating the number of
African-American men who have
sex with men in San Francisco

using a novel Bayesian approach

3.1 Introduction

1

Despite advances in treatment regimens and prevention strategies, HIV/AIDS
remains a leading cause of morbidity and mortality worldwide.[42] Globally, key pop-
ulations, such as men who have sex with men (MSM), female sex workers (FSW),
and injection drug users (IDU), remain at increased risk for HIV infection. Due to
biological, behavioral, and structural vulnerabilities, the prevalence of HIV infection
is typically higher in these groups than in the general population. Targeting key pop-
ulations for public health outreach is one of six strategies on the global agenda to
achieve maximum effectiveness in the public health response to HIV.[45, 52| Invest-
ing in programs that focus on key populations is a component of the strategic global
response to the HIV epidemic, and requires reliable estimates of the sizes of these

IThis chapter has been published in the Journal of Urban Health: Wesson, P., Handcock, M.S.,
McFarland, W., & Raymond, H.F. (2015). If You Are Not Counted, You Don’t Count: Estimating
the Number of African-American Men Who Have Sex with Men in San Francisco Using a Novel
Bayesian Approach. Journal of Urban Health. doi:10.1007/s11524-015-9981-0
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populations, so that resources may be allocated efficiently and public health actions
prioritized. Furthermore, enumeration of key populations allows epidemiologists to
quantify the burden of disease and model the impact of targeted interventions. Fi-
nally, enumeration of these key populations contributes to the evaluation of programs
with respect to reach, coverage, and intensity.

Even among key populations, disparities in disease burden exist. Studies have
reported on the disparities in HIV and other STIs among African-American (AA)
MSM.[22, 58] AA MSM are a key population for HIV infection in the San Francisco
Bay Area. In 2010, AA men were reported to have the highest incidence of HIV
infection for any racial group,[51] although recent data suggest a possible convergence
between groups.[55] Among AA men living with AIDS in 2010, the majority (52%)
were MSM. A previous study by Scott et al. also reported an increased burden of
HIV and other STIs among AA MSM in the San Francisco Bay Area.[53]

Despite the observed relative disparities in disease burden among AA MSM, the
true scope and scale of the epidemic in this population have not been quantified
because the size of this population remains unknown. Although several methods are
available, quantifying the size of many key populations remains a challenge in public
health. Current population size estimation (PSE) methods widely used in public
health require data that is very difficult to obtain or require assumptions that are
difficult to meet or verify. For example, capture-recapture, which requires multiple
data sources that each list members of a target population, traditionally assumes
that these data sources are independent of each other and that each member of the
target population has an equal probability of appearing on each list included in the
analysis,[26, 27| assumptions that seem unlikely to be true. These assumptions may
be relaxed, using log-linear models to specify the relationships between the data
sources and allow the probabilities of appearance to vary. However, these modeling
assumptions are subject to misspecification, resulting in biased estimates.[31] Similar
to capture-recapture, the service multiplier method requires two sources of data; one
source is a direct count of the target population participating in a service, while
the other source is a representative sample of the target population. The multiplier
method assumes that the two data sources are independent, and that one of the data
sources is a representative sample of the population, an assumption that is difficult
to verify for hidden populations.[30] Other PSE methods, such as network scale-up,
require large population-based surveys and the addition of many questions that may
not always be feasible.[50] PSE methods usually require planning in advance of study
implementation in order to be carried out successfully.

A new PSE method has great appeal as it can be implemented using data rou-
tinely collected within respondent-driven sampling (RDS) surveys. We applied the
new PSE method, referred to as the Sequential Sampling population size estimation
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method (SS-PSE), to previously collected data from an RDS survey of AA MSM
in San Francisco [10] to estimate the size of the citys AA MSM population. This
method, which uses the network size question asked in RDS studies, has been tested
in simulation studies,[17] but has less often been described empirically in key popu-
lations. Our aims, therefore, were to apply the SS-PSE method using data from the
RDS study to estimate the number of AA MSM living in San Francisco and compare
results to other estimates.

3.2 Methods

The Black Men Testing (BMT) data originate from a cross-sectional Integrated
Bio-Behavioral Surveillance (IBBS) survey of AA MSM in San Francisco, California.
The original study was implemented in 2009 by the San Francisco Department of
Public Healths (SFDPH) HIV Prevention section for the purpose of using social
networks as a channel to reach AA MSM for HIV testing.

Study participants were recruited through RDS, a peer-recruitment method com-
monly used worldwide to sample hard-to-reach populations.[20, 21] Sampling begins
with members of the target population, referred to as seeds, purposefully selected by
the research team. Each seed is given a pre-determined number of coupons to give
to other target population members who are in their social network. The coupons
themselves have no external monetary value; they are simply tokens that allow an in-
dividual to enroll in the study. The coupon allows potential participants to enter the
study and tracks the waves and patterns of recruitment through a unique code that
links the recruiter and recruit. Each study participant thereafter is given coupons to
distribute within their social network, and this process of recruitment iterates until
both sample size and sample stability (where the composition of the sample changes
little with subsequent recruitment) are reached. In theory, with enough waves of
recruitment, the final RDS study sample will be independent of the characteristics
of the initial RDS seeds, and enough information is collected to adjust statistically
for differential probability of being selected. A statistical assessment of RDS is given
by Gile and Handcock.[12]

RDS seeds for the BMT study were selected to represent the diversity of AA
MSM in San Francisco, according to age, neighborhood of residence, and education
level. Each respondent was given three coupons to use to recruit other AA MSM
at least 18 years of age and in his social network. The final sample size included
256 AA MSM. Details of the BMT study and main findings have been described
elsewhere.[10]

The SS-PSE method models the total number of persons in the target population
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using RDS data. The SS-PSE method is an adaptation of a similar model described
and implemented by Nair and Wang [43] and by West [65] to estimate the size of
untapped oil pools in an oil reserve based on the observed measures of size for already
discovered oil pools in the reserve (volume, surface area, net pay, and depth). The
model assumes a size-bias sampling in which larger oil pools are more likely to be
discovered before smaller oil pools. A prior estimate of the total number of oil pools
is included in the model, along with information on the measured parameters of
the already discovered pools, to model the characteristics of the remaining oil pools
(e.g., volume) in the reserve, should they exist. These parameters are modeled as a
posterior distribution, expressing the probability of characteristics, such as volume
of oil remaining in the reserve yet to be discovered.

In the human population application using RDS data, the SS-PSE method uses
self-reported individual network size (i.e. the number of other members of the tar-
get population an individual respondent knows) as the informative measure of the
target population. Just as the physical characteristics of the oil pools determine the
probability that an individual oil pool will be observed, the SS-PSE assumes that the
size of individuals social network with respect to the target population influences the
probability that an individual will be observed during the RDS discovery process.
The SS-PSE method assumes that respondents with larger network sizes, those more
socially connected, are more likely to be discovered initially by RDS recruitment
than respondents with smaller network sizes. Formally, the model assumes that ones
probability of selection is proportional to that individuals network size. Over the
period of recruitment, with sequential sampling without replacement, the probabil-
ity of being sampled over time is proportional to the network size of the remaining
members of the population. The model further assumes that the target population is
uniform; when respondents report their network size, this number is in reference to
the target population as a whole and is not restricted to specific subgroups within the
target population. As an extension of this second assumption, the model implicitly
assumes that respondents interpret the network size question in the same way.

The SS-PSE method uses a Bayesian approach to estimate the probable size of
the target population. A prior estimate of the population size is used to represent
previous knowledge about the target population and, if necessary, provide bounds on
the population size estimate. The prior estimate, expressed as a measure of central
tendency, is combined with the specified shape of the distribution to calculate the
prior distribution of the population size. If very little is known about the prior size
and distribution, a uniform distribution may be specified. For our informative prior,
we used 4,450, based on a previous estimate by Scott et al.[53]

The SS-PSE method uses the prior estimate in combination with the specified
distribution and the data (the self-reported network size) to calculate the posterior
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population size estimate. Markov Chain Monte Carlo (MCMC) simulations are used
to compute the posterior distribution. MCMC simulations use a directed random-
walk algorithm to sample possible values of the parameter of interest.[14] While this
process of sampling from the parameter space is random, some values will have a
higher probability of being drawn than others, because the Markov chain is sampling
from the more likely regions of the parameter space. The differential probability of
sampling from the parameter space is determined by the information in the data
(in this case, the network size) and the prior estimate for the population size. The
entire distribution of the parameter of interest is then constructed from this (directed)
random sampling. Consistently estimating the posterior distribution can be improved
by increasing the MCMC settings, such as the number of samples taken from the
parameter space. Additionally, the burn-in period may also be increased; the burn-in
period refers to the number of samples initially taken to begin the Markov chain, but
these samples do not contribute to the estimation of the posterior distribution. Any
measure of central tendency can then be calculated to summarize the probability
distribution of the population size. Full details of the SS-PSE method are described
elsewhere.[17]

Three network size questions were included in the IBBS survey. We chose the
most specific network size question (Of the [African American men who have sex
with men, who live in San Francisco and are 18 years or older and you have seen in
the past 30 days|] how many do you think you could give a coupon to (like the one
you brought in today) within the next four weeks?), as this was the most specific
to an individuals probability of selection for the RDS study. Other questions were
phrased more generally about the number of other AA MSM the respondent knows.

The SS-PSE also allows for the option of truncation. Truncation imposes bounds
on the posterior probability distribution so that no probability is assigned to values
outside defined bounds. The tail of the lower end of the probability distribution is
always truncated at the sample size of the RDS sample because the estimated size of
the target population cannot be less than the number of people sampled and included
in the RDS data set. The user can specify upper truncation, although the default
setting is no upper truncation for the posterior probability distribution. If the user
has prior knowledge whereby it would be impossible for the population size to be
above a certain value, the upper tail of the probability distribution may be truncated
to avoid extending past a certain value (and therefore no probability is assigned to
any value beyond this upper limit). The area under the curve of the region of the
tail that would have extended past the upper truncation is then redistributed within
the allowed bounds of the posterior probability distribution.
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Analysis

Analyses were performed using STATA version 12,[54] R (version 3.1.1) [46] and
RDS-Analyst (RDS-A) (version 1.7-16).[15] RDS-A allows for the selection of differ-
ent RDS estimators to conduct population inference from the RDS sample. RDS-A
includes the RDS estimator available in RDS Analysis Tool, as well as the Giles
SS (Sequential Sampling), which accounts for finite population bias by using the
reported individual network size and estimated population size to weight the sam-
ple, and does not assume sampling with replacement.[11] Recruitment trees were

produced using RDS-A.

3.3 Results

The BMT data included 256 eligible AA MSM, recruited by ten seeds. Recruit-
ment took place from February to September 2009. The reported network size ranged
from 1 to 99. One network size reported as 0 was re-coded as 1 because we assumed
that the respondent knew at least one other member of the target population (the
person who recruited him, or the person he recruited). By the same logic, six re-
spondents with a reported network size of 999 (Not Applicable) were also recoded to
have a network size of 1. For this analysis, four non-seed participants were removed
because they were not linked to any other participant in the dataset for unknown
reasons. The final sample for this analysis included 252 respondents. Figure 1 shows
the recruitment tree, with each node scaled to reflect reported network size. A slight
decrease in network size over successive waves of recruitment is evident. Table 1
describes the demographic characteristics and key HIV-related variables in the study
population with two RDS estimators to make population inference. Differences be-
tween the RDS-II adjusted estimates and the Giles sequential sampling (SS) adjusted
estimates indicate that there is little finite population bias.
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Figure 3.1: Recruitment tree (nodes scaled to network size) for African-American
men who have sex with men (MSM) participating in the Black men testing (BMT)
survey, San Francisco, 2009.
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Characteristic Crude RDS-IT weighted | Gile’s SS | Difference

county (%) | percent  (95% | weighted  per-

CI) cent (95% CI)

Age group (years)
18-20 2 (0.8) 3.1 (0.9, 5.3) 32 (-1.1,7.4) |01
21-25 12 (4.8) | 12.0 (7.6, 16.3) | 12.5 (1.7, 23.8) | 0.5
26-30 17 (6.8) | 4.8 (-5.0, 14.5) | 5.0 (L5, 8.5) 0.2
31-35 17 (6.8) | 4.6 (1.8, 7.3) 4.8 (1.6, 8.1) 0.2
36-40 25 (9.9) | 11.8(0.3,232) | 123 (2.7,22.0) |05
41-45 58 (23.0) | 17.1 (11.8, 22.4) | 18.0 (11.2, 24.7) | 0.9
46-50 58 (23.0) | 19.9 (11.1, 28.6) | 16.1 (8.5, 23.7) | -3.8
51+ 63 (25.0) | 26.9 (21.6, 32.1) | 28.2 (17.2,39.2) | 1.3
Education
<High school 37 (14.7) | 18.9 (8.6,29.2) | 14.8 (7.8, 21.9) | -4.1
High school 98 (38.9) | 47.9 (35.5, 60.4) | 50.2 (38.2, 62.2) | 2.3
>High school 117 (46.4) | 33.2 (22.6, 43.8) | 35.0 (24.4, 45.6) | 1.8
Annual income
0-10k 106 (42.1) | 55.1 (42.2, 68.1) | 52.6 (41.9, 63.2) | -2.5
11-20k 66 (26.2) | 20.7 (11.2,30.3) | 22.0 (14.5, 29.4) | 1.3
21-30k 36 (14.3) | 9.1 (-1.5,19.7) | 9.7 (4.2,15.1) | 0.6
31k+ 44 (17.5) 15.0 (6.8, 23.2) | 15.8 (8.5,23.2) | 0.8
Ever injected drugs | 92 (36.5) | 32.8 (20.9, 44.8) | 29.5 (21.2, 37.9) | -3.3
(ves)
Injected drugs in last | 40 (15.9) 11.2 (5.2, 17.2) | 11.8 (6.0, 17.7) | 0.6
6 months (yes)
Ever tested for HIV | 235 (93.3) | 93.3 (86.6, 99.9) | 92.9 (88.3, 97.5) | -0.4
(ves)
Diagnosed with HIV | 68 (29.7) 21.7 (12.7,30.7) | 27.0 (15.8, 38.2) | 5.3
prior to survey (of 229
respondents)
Positive HIV test re- | 79 (32.2) | 25.9 (14.2, 37.6) | 34.0 (22.2, 45.9) | 8.1

sult during survey (of
245 tested)

48

Table 3.1: Demographic characteristics, injection drug use (IDU), and HIV status
of African-American men who have sex with men (MSM) participating in the Black
men testing (BMT) respondent-driven sampling (RDS) survey, San Francisco, 2009

(N=252)
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Population size estimates using the SS-PSE method are shown in Figure 3.2 and
detailed in Table 3.2. Combining the prior distribution, based on a prior median
estimate of 4,450, and the network size distribution from the BMT dataset, the
model calculated a posterior median estimate of 5,708 (95% CI: 1,381-25,799; Model
1). Increasing the burn-in period, interval, and sample size for the Markov Chain
Monte Carlo simulation settings reduced this median estimate to 4,917 (95% CI:
1,267 28,771; Model 2), which was more consistently estimated over repeated simu-
lations. The American Community Survey indicates that for 2010, the year following
the BMT survey, 20,824, AA men 18 years or older were living in San Francisco.[4]
Truncating the upper bound of the prior distribution for the population size to a
conservative 15,000 (i.e., that MSM are far less than 72% of adult men) resulted in a
median estimate of 4,518 (95% CI: 1,330-13,051; Model 3). Using a flat prior distri-
bution, specifying no prior knowledge of the population size, the SS-PSE estimated
the median posterior estimate of the AA MSM population living in San Francisco to
be 1,875 (95% CI: 910-2,461; Model 4). Increasing the specified prior median from
4,450 to 10,000 and again truncating the prior distribution at 15,000 resulted in a
posterior median estimate of 6,762 (95% CI: 1,994-13,863; Model 5).
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Figure 3.2: Bar plots comparing posterior population size estimates of the number
of African-American men who have sex with men (MSM) by different prior inputs
using the sequential sampling (SS-PSE) method, San Francisco, 2009.
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Parameters Model 1 Model 2 Model 3 Model 4 Model 5
Prior estimate 4,450 4,450 4,450 None 10,000
Prior distribu- | Beta Beta Beta Uniform Beta
tion
Burn-in period 5,000 10,000 10,000 10,000 10,000
Upper trunca- | None None 15,000 None 15,000
tion
Lower  trunca- | 252 252 252 252 252
tion
Posterior  Me- | 5,708 4,917 4,518 1,875 6,762
dian
95% Credible In- | 1,381- 1,267- 1,330- 910-2,461 1,994-
terval 25,799 28,771 13,051 13,863

Table 3.2: Posterior population size estimates of the number of African-American
men who have sex with men (MSM) by different prior inputs using the sequential
sampling size (SS-PSE) method, San Francisco, 2009.




CHAPTER 3. SS-PSE 52

For comparison, we examined other AA MSM population size estimates using
different methods (Table 3.3). Previous size estimation exercises performed by
the SEFDPH estimated 66,487 total MSM living in San Francisco as of December
2010.(Raymond et al., 2013) In 2008, the National HIV Behavioral Surveillance
(NHBS) survey done by time-location sampling estimated 6.5% of all MSM in San
Francisco to be AA.[55] Applying the NHBS proportion to the estimated count from
SFDPH yields an estimated 4,320 AA MSM. Two multiplier method adaptations
were also possible. In 2009, 1,170 AA MSM diagnosed with HIV infection were
reported to the SFDPH surveillance system by the time of the BMT survey. Mean-
while, 17.3% of the respondents in the BMT survey were HIV positive and aware of
their status. Taking the BMT prevalence as the prevalence of diagnosed HIV cases,
those that would be seen in the HIV surveillance system, we applied this proportion
as the multiplier to the benchmark estimate from the HIV surveillance system, to
yield an estimate of 6,763 (95% CI: 4,415 - 11,142) AA MSM in San Francisco.

Alternatively, the San Francisco HIV case reporting system indicated there were
1,186 HIV-positive AA MSM at the time of the 2008 NHBS survey of MSM. Using
the 25% of HIV-positive cases among respondents to the BMT survey who previously
did not know they were HIV positive, we adjust the number from the surveillance
system to 1,581 total HIV cases among African-American MSM. NHBS estimates
25% of AA MSM to be HIV positive. Assuming 1,581 to be 25% of the total number
of AA MSM, we project the population size to be 6,325.
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Method Source 1 (benchmark) Source 2 (multiplier) — Population size
estimate
SS-PSE NA NA 4917
Simple Estimated total San NHBS (2008) esti- 4320
proportion  Francisco MSM popu- mated proportion of
lation size [4] MSM who are AA [55]
e (6,687 e 6.5%
Multiplier =~ AA MSM living with BMT proportion of 6763
HIV in surveillance African-Americans di-
system agnosed HIV [30]
e 1170 o 17.3%
Multiplier — Estimated number of NHBS (2008) preva- 6325
AA MSM living with lence of HIV among
HIV (surveillance AA MSM [55]
data accounting for
unrecognized infection
from BMT)
e 1581 e 25%

Table 3.3: “External validation”: other methods to estimate the number of African-
American men who have sex with men (MSM) in San Francisco, 2009

3.4 Discussion

We estimated the size of the AA MSM population in San Francisco to be nearly
5,000 (4,917; 95% CI: 1,267 28,771). Taking into account the size of the total
AA adult male population in San Francisco and truncating the prior distribution to
maximum plausible upper value, refined this size estimate to 4,518 (95% CI: 1,330-
13,051). This estimate is highly consistent with our prior estimate of 4,450, based
on Scott et al.s projection, which used data from the 2004 National HIV Behavioral
Surveillance MSM 1 study to estimate the number of AA MSM in San Francisco.[53]

We note several factors that affect the precision and consistency of this estimate,
or are sensitive parameters using the SS-PSE method. The associated 95% probabil-
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ity intervals for these estimates are quite wide. The median posterior estimate when
using a flat prior distribution was nearly 2,000 (1,875; 95% CI: 910-2,461), which
appears implausible as it is close to the number of AA MSM known to be living with
HIV. Using 10,000 as a prior median (roughly twice the size of our informative prior)
resulted in a median posterior estimate of 6,762 (95% CI: 1,994-13,863). This esti-
mate is nearly identical to the estimated population size using the multiplier method
of the HIV case reporting system and HIV prevalence in the BMT survey (6,763).
Using a uniform-flat prior and a large (relatively uninformative) prior could provide
an acceptable lower and upper bound to the estimated population size, respectively.
This approach is especially helpful in settings that lack external data sources with
counts of the target population.

Results from the BMT RDS survey suggest a 17.3% prevalence of HIV infection.
Using the estimated population size from the SS-PSE method as the denominator, we
estimate the prevalence of recognized HIV infection among AA MSM in 2009 to be
24%. This figure is consistent with the Giles SS estimate (27%; 95% CI: 16% - 38%)
(Table 3.1). Extending the Giles SS estimator to diagnosed HIV infection within the
BMT survey, again using our estimated population size of 4,917, we estimate the
prevalence of HIV infection among AA MSM to be 34% (95% CI: 22% - 46%). This
places AA MSM as an extremely vulnerable population for HIV infection, following
MSM IDU (47.4% prevalence), transgender IDU (44.4% prevalence), and transgender
women (35.5% prevalence).[51]

As with all size estimation approaches, the SS-PSE method depends on meet-
ing underlying assumptions. These assumptions are challenging to verify. First, the
model assumes that the probability of selection at any point is proportional to an
individuals network size. That is, during recruitment, the probability of being sam-
pled at a given point in time is proportional to their network size relative to the still
unsampled members of the population at that point. Visualizing this size bias phe-
nomenon through a recruitment tree with nodes scaled to reported network size does
not show a clear decreasing trend in reported network size with subsequent waves of
recruitment (Figure 3.1). The attempted crude visualization with these plots may
not be sufficient to check the first assumption for the SS-PSE. The subtle signal
may be observed only with a more sophisticated model that plots the likelihood of
observing each participant at the moment he is observed, given the distribution of
the remaining network sizes in the target population. A second assumption for the
SS-PSE method is that the target population is uniform, such that the respondents
reported network size is specific to the target population as a whole, and not to a
specific subgroup. Unfortunately, there does not seem to be an empirical test for
this assumption. A close approximation may be to explore homophily (i.e., similar-
ity in characteristics between recruiter and recruit) in the data set, but this would
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be limited to participants recruiting behavior, and not the composition of their so-
cial network with respect to the target population. While these assumptions seem
reasonable and more likely to be met than the assumptions for other population size
estimation methods (e.g., source independence in capture-recapture analysis), it is
unclear if the BMT data set meets these assumptions and, if not, what would be the
resulting direction of the bias.

Our model implicitly assumes that an individuals reported network size is an
appropriate proxy for his probability of being recruited. In RDS studies, out-degree
(the number of target population members a participant knows and can recruit) is
used as a proxy for in-degree (the number of target population members who could
have recruited the participant) to estimate the participants probability of selection
into the study. RDS estimators use the network size measurement to weight par-
ticipant observations in order to make inference to the characteristics of the larger
target population from the study population. Investigators have previously noted
difficulties in accurately measuring network size and have included different ways of
asking the question in the same or separate surveys. Even if measured accurately, re-
ported network size may not accurately reflect a participants probability of selection,
due to other covariates that may influence recruitment behavior.[49] For example,
an individual may report a network size of five, but only three of the people they
had in mind would also consider the individual to be a part of their social network
and would recruit him (reciprocity). In this case, the individual has over-estimated
his true network size and therefore his probability of selection. If individuals believe
they have a large network size, they may choose to round rather than indicate the
exact size of their network. In the BMT survey, we observed digit preference behav-
ior, whereby higher network sizes were reported in factors of five (e.g., 30, 35, 40, 45,
50, etc.). For other network size questions, the range extended past 100. While it is
possible for someone to know 769 other AA MSM in San Francisco (the maximum
reported network size for one of the network size questions asked in BMT), this is
likely a generalization for having a large network size. We observed that reported
network sizes greater than 100 may lead to convergence problems for the SS-PSE
method.

According to RDS theory, with enough waves of recruitment, the characteristics
of the final RDS sample will be independent of the characteristics of the seeds, and
the sample will be representative of the target population. Unfortunately, without a
gold standard for comparison, this assumption cannot be confirmed (especially when
studying hidden populations). Previous research on MSM in Forteleza, Brazil has
challenged the validity of this claim. Although the RDS sampling process succeeded
in reaching otherwise inaccessible members of the MSM population in Brazil, the
sample over-represented lower socioeconomic MSM compared to the other sampling
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approaches.[33] Tt is possible that in our sample of AA MSM, the RDS sampling
process only reached the lower socioeconomic portion of the AA MSM population in
San Francisco. In that case, our inference only applies to this segment of the target
population, and the size of the target population is therefore larger than that which
we estimated.

The SS-PSE R package, sspse,[16] is under ongoing development. Fixes to bugs
in the program can affect the estimation of the posterior distribution. The results
presented in this paper are output from model runs in July 2014. Bug fixes since
then may have an impact on the replicability of these exact results. To improve the
precision of the posterior estimation, we increased the MCMC settings. All results
described here used a burn-in period of 10,000, a sample size of 1000, and an interval
sampling of 100. Increasing the MCMC settings improves the precision of posterior
estimates, at the cost of noticeably increasing computation time.

The SS-PSE method provides a simple and appealing tool to rapidly produce esti-
mates of the size of high-risk populations - a fundamental public health measure that
has been scarce for much of the HIV epidemic. Under the above outlined conditions,
the SS-PSE method produced reasonable estimates for the size of the AA-MSM pop-
ulation in San Francisco, including lower and upper acceptable bounds. The model
has the potential to be a useful addition to the repertoire of population size methods
available to epidemiologists and other public health practitioners. The model espe-
cially has appeal because of its reasonable assumptions and seamless integration into
RDS studies, which are commonly implemented to study hidden populations around
the world.[38] The method has it limitations: First, the amount of information about
population size in the RDS data is modest, so that the posterior distribution can
have high variance. Secondly, the SS-PSE model will somewhat misspecify the actual
RDS process, mainly due to the SS approximation to the RDS process. This will lead
to some error of the posterior (as compared to the posterior based on the unknown
RDS process). In addition, current concerns with regard to replication of results and
manipulation of parameter inputs to adjust posterior estimates could make investi-
gators vulnerable to confirmation bias. As a result, the appeal of this method should
not obviate the planning for and use of multiple PSE methods to triangulate the
most plausible size estimate for the target population. Combining multiple methods,
as is often done in practice,[61] could balance and reduce the impact of bias on any
one particular method. As the SS-PSE method produces a posterior distribution, it
can be used as prior input to other methods using Bayesian inference.
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Chapter 4

Evaluating the completeness of
HIV surveillance using
capture-recapture models,
Alameda County, California

4.1 Introduction

Surveillance systems permit counties and states to estimate the incidence and
prevalence of infectious diseases in the population and describe their local epidemio-
logic features by characterizing the populations most affected. Appropriate resource
allocation, priority settings, and public health strategies are informed by accurate
information from such surveillance systems. Within California, Alameda County
ranked among the top five counties for cumulative number of AIDS cases, and among
the top ten counties for cumulative number of persons living with HIV as of 31 Decem-
ber, 2013.[5] The Alameda County Public Health Department (ACPHD) estimated
there were 5,649 people living with HIV/AIDS (PLWHA) in the county as of Decem-
ber 2013. They also estimated 230 new diagnoses annually. The incidence rates of
HIV infection in Alameda County are highest among African Americans, men, and
adults between the ages of 20-29 and 40-49 years. Eighty percent of HIV infections
among men in Alameda County are associated with same-sex sexual contact. Half
of HIV infections among women are associated with either high-risk heterosexual
contact or injection drug use; the mode of HIV transmission for the remaining half
is unknown.[35]

Laboratory reporting of HIV-infected individuals is a core component of HIV
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surveillance for local and state health departments throughout the US. In Alameda
County, laboratory tests (e.g., HIV antibody, CD4 cell count, and HIV viral load) are
ordered by health care providers and sent to a laboratory. The results of these tests
are sent back to the health care provider for clinical decision-making and disclosing
to the patient, as well as to a surveillance clerk at ACPHD. By statute, health care
providers must also report HIV-positive individuals to the ACPHD. When a labora-
tory report indicative of an HIV diagnosis is reported to ACPHD, the surveillance
clerk will check the county database to determine if the individual was previously
known to the county. If the individual has not previously been reported, the surveil-
lance clerk will check the enhanced HIV/AIDS Reporting System (eHARS), the
California Department of Public Health’s (CDPH) database of known cases within
the state. If the individual is not in eHARS, a public health investigator will follow
up with the health care facility that ordered the laboratory test, gather additional
information, update the county registry, and report the case to CDPH. This method
of surveillance should capture all HIV-infected individuals within Alameda County
for whom a laboratory test is ordered.

Although California statute mandates reporting all test results indicative of HIV
infection to the county health department, the extent of underreporting and, by ex-
tension, the completeness of the surveillance system, is unknown. Not determining
and accounting for potential under-reporting can result in biased estimates of dis-
ease burden. Additionally, such biases may under- or over- estimate disparities in
accessing and retention in HIV care for population groups (e.g., sex, race, risk be-
havior, etc.). A formal evaluation of such surveillance systems is necessary both to
describe accurately the epidemiologic features of HIV infection and to plan equitable
distribution of health resources.

We used capture-recapture methods to estimate the universe of new diagnoses
and PLWHA for whom ACPHD is responsible for conducting laboratory or case re-
porting to CDPH in 2013. This target population includes Alameda County residents
receiving HIV-related health care services within the county, as well as residents of
other counties who received HIV-related health care services within the county. The
target population does not include Alameda County residents who received HIV-
related health care services outside of Alameda County. By estimating the size of
this target population, we can evaluate for the first time the completeness of the
ACPHD HIV surveillance system. We also collected demographic information for
the individuals on each list in order to estimate the size of population subgroups and
determine if segments of the population were systematically underrepresented in the
HIV surveillance system. We restricted our analysis to calendar year 2013 because it
is recent enough to be relevant to describing the current population of PLWHA for
which ACPHD is responsible, but enough time has passed to limit reporting delays.
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4.2 Methods

Capture-recapture is a population size estimation method, originating in wildlife
biology, now applied in public health to estimate the size of hidden and hard-to-reach
populations.[25, 34, 56, 57, 7] The method is based on the amount of overlap in two
samples the greater the overlap the smaller the population due to higher probabil-
ity of capture in both samples. In its theoretically simplest form, a population is
randomly sampled on two occasions, and those captured on either sampling occasion
are marked in such a way that they can be identified if they appear on both capture
occasions, or uniquely on only one capture occasion. Using the Lincoln-Petersen
estimator, where ng; is the number of captures uniquely in the first source, niq is the
number of captures uniquely in the second source, and nq; is the number of captures
from both sources, the estimated number not caught in either capture occasion can
be calculated:[26]

-~ TNoiNio
Noo =

-~ (4.1)

The total population size is then calculated by summing the number of unique
individuals observed on any capture occasion with the estimated count for the unob-
served population. This method relies on four assumptions: (1) the target population
is closed (there are no entries or losses during the study period); (2) there is no loss
of tags (matching of cases that appear in different sources is complete); (3) for any
single source, each case in the population has the same catchability or probability of
ascertainment; and (4) for at least two sources, ascertainment of any case by each of
the sources is independent.[23, 26]

In public health, separate lists of the target population (e.g., hospital registry,
disease registry) can be used as capture occasions.[27] Such lists (or sources) may be
correlated. For example, people with an advanced stage of disease may be more likely
to appear on a list from a specialized clinic if their primary care physicians prefer-
entially refer them to such facilities. Public health applications of capture-recapture
are often at risk of bias, due to violations in the 3rd (capture homogeneity) and
4th (source independence) assumptions. Positive dependence between two sources
will underestimate the target population size; negative dependence will overestimate
the target population.[26, 63] Modeling approaches have been developed and applied
to quantify and adjust for lack of source independence. For example, log-linear re-
gression models can account for source dependency when three or more sources are
included in the capture-recapture analysis. The bias due to source dependency is
controlled by including interaction terms for parameters corresponding to individual
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sources in the regression model. When moving from a two-source capture-recapture
to a three-source capture-recapture analysis, the additional source/list provides addi-
tional degrees of freedom with which to estimate these parameters, and the log-linear
regression model takes the form:|6]

4.2

Where u, is the log expected count for the capture profile, indexed by the sub-
scripts (e.g., uj refers to the log expected count for the number of individuals uniquely
on list 1, uyo refers to the log expected count for the number of individuals on both
list 1 and list 2). The intercept for this model, u, is the log expected count for the
number of people not captured on any list. The equation above can be extended
when including additional lists for the analysis and, for a given model, there are
2™ — 1 degrees of freedom available to estimate the model parameters, where n refers
to the number of lists. There are not enough degrees of freedom to estimate all
possible model terms. By convention, researchers assume no n-way interaction. The
number of potential models to fit (combinations of main terms and interaction terms)
follows an exponential relationship with the number of lists available. For three lists,
eight different models are possible; four lists result in 113 possible models to fit.
Traditionally, the best fitting model is identified as the one with either the lowest
Akaikes Information Criterion (AIC) or the lowest Bayesian Information Criterion
(BIC), that is, statistics that balance the fit of the model to the observed data with
a penalization for including more parameters in the model.[26]

Data Sources

We obtained six lists representing diverse segments of the target population to
conduct our capture-recapture analysis.

Source 1 (S1) - A private hospital and part of a large HMO network in the San
Francisco Bay Area.

Source 2 (S2) - A private hospital and tertiary care center; the list includes all
patients from its HIV care clinic.

Source 3 (S3) - A Public Health hospital that serves as a safety net within the
county. Patients are not required to have insurance to receive care. The hospitals
list includes patients from the Emergency Department and the HIV care clinic. This
hospital is also a part of the Alameda County Medical Center (ACMC) network,
a network of public health hospitals. As such, it includes patients from HIV care
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clinics at other hospitals within the network. Finally, this hospital serves as an AIDS
Drug Assistance Program (ADAP) enrollment site; ADAP is a program that provides
access to HIV medication for PLWHA who are uninsured or under-insured.

Source 4 (S4) - The ACPHD HIV surveillance list. A record of all HIV patients
for whom a laboratory test was ordered within Alameda County and reported to the
public health department. The list serves as a record of diagnosed HIV cases within
Alameda County.

Source 5 (S5) - The Electronic Death Reporting System (EDRS). This list in-
cludes people who died in Alameda County and Alameda County residents who died
outside of the county. Cases were included if there was any mention of HIV or AIDS
under the causes of death (four fields for data entry) or under Significant Conditions.

Source 6 (S6) - ACPHD-funded HIV testing sites. Lists from three ACPHD-
funded HIV testing sites were combined into a single list of unduplicated clients.

Each source provided a list of individual patients seen for HIV-related services
from January 1, 2013 to December 31, 2013. At our request, lists included the
following information: Patient name (first and last), Date of birth, Sex/Gender,
Race and Ethnicity, and Patient HIV Risk History. These variables are among the
standard patient data required for reporting a case on the AIDS Case Reporting
Form to CDPH. The six individual lists were combined into a single, aggregated
data set.

Record Linkage

Record linkage was achieved through a combination of manual and semi-automated
matching algorithms on the aggregated data set. Manual record linkage was done
using Microsoft Excel to sort observations by Patient name, Sex/Gender and Date of
Birth to identify and link matches between lists. We used FRIL (Fine-grained Record
Linkage), free open-source software for record linkage, to perform semi-automated
matching.[32] Patient name and Date of birth were used for the semi-automated
matching. A combination of exact match, distance matching, and Soundex (a pho-
netic algorithm to account for misspelled names) matching algorithms was used to
identify possible matches. Matches identified by software were manually reviewed
before confirming the match. After matches were identified and confirmed, patient
identifiers (e.g., Name) were removed from the aggregated data set.

Capture-recapture analysis

R statistical software was used to perform the capture-recapture analysis.[46] We
applied the Lincoln-Petersen estimator to pairwise combinations of lists to estimate
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the unobserved population size of diagnosed cases of PLWHA for whom ACPHD
was responsible for conducting laboratory or case reporting to ACPHD in 2013. We
used the R package Rcapture [48] to fit log-linear regression models, controlling for
potential source dependencies, and selected the best fitting models according to the
lowest AIC and BIC. Associated confidence intervals were calculated using the profile
likelihood.

We used the R package DGA [28] to calculate the population size using a Bayesian
model averaging approach. DGA, Decomposable Graphs Approach, estimates a pos-
terior probability distribution for the possible values of the population size for each
decomposable graph, a model that specifies a dependency structure between lists.[36]
The posterior probability distributions are averaged together and weighted by their
marginal likelihoods to calculate a single posterior probability distribution for the
population size. From this single posterior probability distribution, we calculated
the mean and 95% credible interval to estimate the size of the target population.

Subgroup Analysis

To estimate the size of population subgroups, we stratified the data by demo-
graphic variables and applied the Bayesian model averaging approach within these
strata. Using population size estimates from the subgroup analysis, we estimated four
additional parameters to assess quantitatively whether any population subgroups
were systematically under-represented in the HIV surveillance system.

Within each demographic category (e.g., Sex), Surveillance Ratios compare the
number of individuals with a given characteristic (e.g., Females) on the laboratory
list to the number of individuals with the reference characteristic (e.g., Males) on the
laboratory list. Target Population ratios calculate ratios of the same subcategories
as Surveillance Ratios, but use the estimated number in the target population, taken
from the results of the DGA model. Detection Ratios are ratios of the proportion of
individuals from a target population with a given characteristic who are captured on
the surveillance list (e.g., Females) relative to the same proportion for the reference
characteristic (e.g., Males).

Ascertainment-corrected adjusted Detection Ratios (ACADR) calculate the prob-
ability that the HIV surveillance system will detect an individual from the target
population with a given characteristic (e.g., Females) relative to the reference char-
acteristic (e.g., Males), controlling for all other measured characteristics. To calculate
this parameter, the marginal distribution in the target population was determined
for each measured characteristic, after subtracting from the total (estimated) pop-
ulation the portion accounted for by the laboratory-based surveillance list. These
marginal distributions were used to calculate sampling weights, which were then
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applied to the analytic data set, excluding individuals observed on the laboratory-
based surveillance list (regardless of whether or not they were also observed on any
combination of the facility-based lists). The subset of the aggregated data set not
accounted for by the laboratory-based surveillance list is then weighted to look like
the portion of the target population not explicitly captured by the surveillance list. A
modified Poisson regression,[66] using generalized estimating equations (GEE) with
an exchangeable correlation structure and robust standard errors, was implemented
to model the probability that an individual with a given demographic characteristic
would be on the laboratory list (detected by the laboratory) relative to the refer-
ence category for that demographic category, holding constant all other measured
characteristics.

Sensitivity Analysis

As a sensitivity analysis, we followed the recommendation of Cormack et al.[9]
that removing the list with the most complete coverage of the target population re-
sults in more plausible population size estimates. We fit log-linear regression models
using S1, S2, and S3, accounting for all combinations of source dependencies.

Positivity violations (i.e., zero cell counts for several list intersections) make a
subset of the 113 possible log-linear regression models for a four-source capture-
recapture analysis unidentifiable. We manually fit log-linear regression models for
all the remaining possible models, assessing their point estimate for the population
size, 95% confidence intervals, and model fit according to the AIC.

Ethics Statement

The study received ethical review and approval from the University of California,
Berkeley Office for the Protection of Human Subjects.

4.3 Results

5,376 unique individuals were identified from the capture-recapture sampling of
the ACPHD HIV laboratory-based surveillance list (S4) and the three facility-based
lists (S1-S3). An additional 16 individuals were uniquely included on the EDRS list
(S5), and 12 were uniquely included on the HIV testing list (S6). Due to small sample
size and data quality concerns, we excluded the EDRS and HIV testing sites from the
statistical analysis. The largest proportion of the study population was accounted
for by the laboratory-based surveillance list (n1=4,979); 80% of individuals in this
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aggregated data set were males, while 42% were black and 33% were white. Nearly
half (47%) of the individuals in the data set were 50 years of age. Over half (58%)
had male-male sexual contact (i.e., MSM) as the HIV transmission risk. Table 4.1
describes the demographic characteristics of the study population, stratified by the
four lists; p-values for the chi-squared statistic for each of the demographic charac-
teristics indicate heterogeneity between lists with respect to composition. Figure 4.1
illustrates the four-list capture-profile as a Venn diagram. Each oval represents either
the laboratory-based surveillance list or one of the three facility-based lists; numbers
within list intersections indicate the number of unique individuals identified from
that combination of lists. The facility-based lists revealed 397 unique individuals
who were not previously identified by the laboratory-based surveillance list.
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Source 1 (%) | Source 2 (%) | Source 3 (%) | Source 4 (%) Chi-squared
Sex p=9.49¢-11
Male 766 (0.84) | 707 (0.75) | 771 (0.74) | 4,040 (0.81)
Female 144 (0.15) | 237 (0.25) | 266 (0.26) | 939 (0.19)
Race/Ethnicity p=2.2e-16
NH'White 305 (0.43) | 347 (0.37) 171 (0.16) 1,660 (0.33)
NH Black 342 (0.38) | 410 (0.43) | 569 (0.55) | 2,105 (0.42)
Hispanic 113 (0.12) 114 (0.12) | 218 (0.21) | 818 (0.16)
Asian 41 (0.05) 36 (0.04) 47 (0.05) 202 (0.04)
Am. Ind. <10 (<0.01) | <10 (<0.01) | <10 (<0.01) | 17 (<0.01)
Pac. Isl. 14 (0.02) 15 (0.02) 21 (0.02) 91 (0.02)
Other <10 (<0.01) | <10 (<0.01) | <10 (<0.01) | 69 (0.01)
Unknown <10 (<0.01) | 12 (0.01) <10 (<0.01) | <17 (<0.01)
Age Cat. (years) p=2.2¢-16
<19 <10 (<0.01) | 10 (0.01) 0 (<0.01) 57 (0.01)
20-29 43 (0.05) 131 (0.14) | 84 (0.08) 451 (0.09)
30-39 88 (0.10) 115 (0.12) | 206 (0.20) | 688 (0.14)
40-49 272 (0.30) | 231 (0.25) | 346 (0.33) | 1,388 (0.14)
50-59 312 (0.34) | 204 (0.31) | 288 (0.28) | 1,575 (0.28)
60+ 193 (0.21) 163 (0.17) 113 (0.11) | 820 (0.16)
HIV Risk p=2.2e-16
Het. contact 138 (0.15) 226 (0.24) 298 (0.29) 800 (0.16)
MSM? 624 (0.69) | 482 (0.51) | 443 (0.43) | 2,969 (0.60)
IDU? 30 (0.03) 96 (0.10) 119 (0.11) | 421 (0.08)
MSM & IDU 64 (0.07) 75 (0.08) 90 (0.09) 395 (0.08)
Medical <10 (<0.01) | <10 (<0.01) | <10 (<0.01) | 24 (<0.01)
Other/Unknown | 47 (0.05) 56 (0.06) 82 (0.08) 370 (0.07)
Total 910 944 1,037 4,979

Table 4.1: Demographic characteristics and HIV risk history of persons living with
HIV/AIDS, stratified by reporting source, from four sources in Alameda County,
California, 2013
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Figure 4.1: Four-source capture profile, persons living with HIV/AIDS, Alameda
County, CA, 2013

Table 4.2 provides estimates of the unobserved population size and the total
population size using the Lincoln-Petersen estimator. Two-source capture-recapture
analysis using any combination of the facility-based lists with each other indicated
negative source dependence given the magnitude of the estimated size for the unob-
served population (S1¥S2: N=48,695; S1*S3: N=53,580; S2*S3: N=34,303). Two-
source capture-recapture analysis between the laboratory-based surveillance list and

'non-Hispanic
Zmen who have sex with men
3injection drug users
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S1, S2, or S3 estimated the total size of the target population to be 5,426, 5,549, and
6,398, respectively.

Source A Source B N1 o1 n11 noo N

S1 S2 893 927 17 48,695 50,532
S1 S3 893 1,020 17 53,580 55,510
S2 S3 917 1,010 27 34,303 36,257
S4 S1 4,144 75 835 372 5,426
S4 S2 4,132 97 847 473 5,549
S4 S3 4,172 230 807 1,189 6,398

Table 4.2: Estimate of the unobserved population size, total size of the diagnosed
PLWHA population under Alameda County, CA, public health jurisdiction in 2013
(Lincoln-Petersen estimator)

Log-linear regression models were used to incorporate information from all four
lists and to model the source dependencies (Table 4.3). The log-linear model assum-
ing independence between the four lists estimated the target population size to be
5,943 (95% CI: 5,867-6,023). The best fitting models, determined by each models
AIC, are listed in Table 3. According to the AIC criterion, the best fitting model
estimates the total population size to be 6,124 (95% CI: 6,003 - 6,256), indicating
the laboratory-based surveillance system to be 81.3% complete (number of unique
individuals listed on the laboratory-based surveillance list /estimated size of the tar-
get population). The remaining four best fitting log-linear models provide similar
estimates of the total population size, ranging from 6,092 to 6,124), with the fifth
best fitting model estimating the population size at 5,604 (95% CI: 5,544 - 5, 670).
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A Bayesian model averaging approach using all models identified by decomposable
graphs and weighted by their marginal likelihood provided a single estimate for
the size of the target population (N =5,720) and the corresponding 95% credible
interval (5,587 - 6,190) (Table 4.3, Figure B.1). The DGA model revealed a bimodal
posterior probability distribution for the estimated population size. Peaks in the
posterior probability distribution indicate likely values of the parameter of interest,
given the data; a bimodal distribution indicates two values for the population size
with high probability. 81% of the posterior probability distribution was attributed
to a population size estimate of 5,638; 17% of the posterior probability distribution
was attributed to a population size estimate of 6,123. Results from the DGA model
indicated that the laboratory-based surveillance system was 87% complete.

Using the Bayesian model averaging approach, stratified population size estimates
were calculated for the measured demographic characteristics. Table 4.4 describes
the target population according to these demographic characteristics, comparing the
number observed in the laboratory-based surveillance system to the estimated size,
according to the DGA model. Females in the estimated target population were 12%
more likely than males to be detected by the surveillance system (ACADR 1.12, 95%
CI: 1.08 - 1.17). Non-Hispanic Blacks were 4% more likely than non-Hispanic Whites
to be detected by the surveillance system (ACADR 1.04, 95% CI: 1.02 - 1.06), whereas
Hispanics were 4% less likely to be detected by the surveillance system compared to
non-Hispanic Whites (ACADR 0.96, 95% CI: 0.94 - 0.99). Increasing age categories
were positively correlated with ACADRs relative to the 29 age group holding other
variables constant, although a statistically significant association was found only for
the 60 years age group (ACADR 1.21, 95% 1.15 - 1.27). All measured HIV risk
groups were significantly more likely to be detected by the surveillance list, relative
to transmission via heterosexual contact.

4The top five best fitting hierarchical models by AIC criterion are also among the top ten best
fitting models according to BIC criterion
“Base” = S1+S2+S53+54
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Sensitivity analyses using other models did not generate plausible size estimates.
These models are given as supplementary appendices (Table B.1, Figure B.2, Table
B.2).

4.4 Discussion

We estimate Alameda Countys laboratory-based HIV surveillance system to be
87% complete. That is, there were 5,720 persons diagnosed with HIV and receiving
treatment in Alameda County, with 4,979 reported in the laboratory-based system.
Estimates from individual models calculated using the DGA R package were consis-
tent with the best fitting log-linear regression models. That is, a high probability
was attributed to a population size estimate of 5,638 (81%) and to a size estimate
of 6,123 (17%). Selecting a single best fitting model according to the AIC or BIC
criterion does not account for the likelihood of that model, relative to the likelihood
of competing models. The DGA package allows each model to contribute to the final
estimate by calculating and weighting each model by its marginal likelihood when
averaged together into a single posterior distribution. This approach accounts for
multiple likely estimates of the true population size, and the uncertainty in model
selection, while the AIC/BIC model selection criterion does not.

We identified 397 unique individuals included on one or more of the facility-
based lists, but not included on the HIV surveillance list. There are several potential
reasons why the HIV surveillance list may have missed 13% of the target population.
First, not all diagnosed cases of HIV infection are documented with a laboratory
test. Health care providers may forego a laboratory test for visits by PLWHA for a
number of reasons; for example, a patient may already be actively engaged in care
or be visiting the health care facility only to renew a prescription. Second, at some
health care facilities, laboratory tests are not conducted in the same location as the
visit with the health care provider. Patients may not always follow through with the
ordered test. Third, not all visits to healthcare facilities are medical visits; they may
be for social services, for example. Finally, laboratory tests ordered in the context
of a clinical trial are exempt from mandated reporting to the surveillance system. In
these scenarios, PLWHA known to healthcare facilities remain virtually invisible to
the HIV surveillance system.

We also found that as a sampling mechanism, the laboratory-based surveillance
system captures for the most part a representative cross-section of the population

6«Asian” Race category includes Asian and Pacific Islander categorizations. “Other” Race cat-
egory includes Other, Unknown, and American Indian categorizations. “Other” HIV Risk category
includes Medical and Other categorizations.
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of PLWHA in the county. Nonetheless, our analyses suggest that groups at high
risk for HIV infection and groups known to carry a disproportionate burden of HIV
infection, such as racial minorities, MSM, and injection drug users (IDU), have a
higher probability of inclusion. Women and persons of older age were also were more
likely to be reported. For example, although there are four times as many males as
females on both the surveillance list and in the estimated target population, females
were 12% more likely to be detected by the HIV surveillance list compared to males.
The mechanism supporting the HIV surveillance system laboratory reporting of HIV
infected individuals - depends on health care providers ordering laboratory tests for
their patients. Differences in the probability of detection between demographic sub-
groups may reflect a higher propensity of health care providers to order laboratory
tests for patients who are in certain demographic categories (e.g., females, blacks,
older age, MSM, IDU),. This apparent over-sampling of minority and marginalized
populations, who have been known to bear a disproportionate burden of HIV in-
fection, could reflect the success of public health programs with respect to reaching
high risk groups.

Contrary to previous recommendations by Cormack et al. to remove the list with
the most complete coverage [9] we found that removing the HIV surveillance list
resulted in improbably large estimates of the size of the target population (Table B.1).
Seven of the eight possible log-linear models estimated the size of the population
to be greater than 35,000 individuals, with the majority of models estimating a
population size ten times as large as the number on the HIV surveillance list. The
eighth model, the worst fitting according to the AIC, estimated the population size
to be 2,830, or 57% of what was observed on the HIV surveillance list and therefore
not plausible. In our study, including the list with the most complete coverage
was necessary to produce plausible estimates of the population size. As previously
discussed, all pairwise combinations of the three facility-based lists indicated negative
source dependency. In a three-source capture-recapture analysis, in which all lists are
negatively dependent with respect to one another, there were not enough degrees of
freedom to control for all source dependencies. The addition of the HIV surveillance
list, a list that statistically appears to be independent of the facility-based lists,
provided additional degrees of freedom to control the source dependencies adequately.
Our experience suggests that at least one source, perhaps the source with the most
complete coverage, must be independent of the other sources in order to calculate
plausible population size estimates. Investigators must carefully consider the source
dependencies during the study design stage when selecting sources and check their
assumptions about source dependencies by applying the Lincoln-Peteresen estimator
to all pair-wise combinations. Of note, the Bayesian model averaging approach
yielded a low point estimate of 3,208 for the population size. Although this was 64%
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of what was observed on the HIV surveillance list, the 95% credible interval (2,830 -
6,370) included our best estimate from the four-source model.

Also contrary to past recommendations, [9, 24] we found that the saturated model,
the model with all possible interaction terms to model source dependencies, was not
optimal. Because there was no overlap of HIV positive cases on S1 and S2, models
including the S1*S2 interaction were not identifiable. For the same reason, models
including the S1*S2*S3 interaction were also not identifiable As a sensitivity analy-
sis, we calculated the 41 remaining identifiable models (out of 113 possible models
for a four-source capture-recapture analysis) (Figure B.2, Table B.2). As previously
discussed, source dependence was only indicated for each pair of the facility-based
lists (S1*S2, S1*S3 and S2*S3, with S1*S2 not identifiable due to zero overlap).
Modeling additional source dependencies, thereby moving closer to a fully saturated
model, generally increased both the bias and the variance of the estimated popu-
lation size, compared to the DGA model, our best estimate. Before modeling all
possible interactions between sources, scientists should assess the empirical evidence
for source dependencies, and let that knowledge inform which parameters are explic-
itly modeled.

Similar to the source independence assumption, violations of the capture ho-
mogeneity assumption may be addressed analytically. The capture homogeneity
assumption assumes that within a given source, individuals have the same proba-
bility of capture; that is, individual characteristics do not influence the probability
that someone will be observed on a particular list. The distribution of demographic
characteristics differs between lists in this study, and affects the probability of de-
tection by a particular source. One strategy to control for heterogeneity in capture
probabilities is to stratify the data by variables that are believed to be the source of
the heterogeneity and proceed with the capture-recapture analysis, estimating the
population size within homogenous groups. For our study, we stratified the data
by single demographic characteristics (e.g., sex) and estimated the population sizes
within these subgroups. The sum of the population size of the mutually exclu-
sive demographic subgroups was consistent with the total estimated population size.
This approach does not control simultaneously for all measured sources of capture
heterogeneity. Stratifying on all combinations of measured demographic covariates,
however, would have resulted in cells that were too sparse to use in the analysis. Fur-
thermore, such an approach assumes that the measured demographic variables (sex,
race, age, HIV risk) were the only sources of heterogeneity in the capture probabili-
ties. It is likely that other variables for which we were not able to collect information
(e.g., insurance status) also influence the individual capture probability within a
given source. In this scenario, grade of membership and other latent class model-
ing techniques, which identify homogenous latent groups (pure classes) within the



CHAPTER 4. CAPTURE-RECAPTURE 74

population and allow individuals to have partial membership in all classes, may be
appropriate analytic strategies to control for both measured and unmeasured sources
of capture heterogeneity.[2, 39, 40]

Unlike violations of non-independence and capture heterogeneity, there is unfor-
tunately no statistical solution for inaccuracies in record linkage. We used a com-
bination of manual and semi-automated procedures to identify the same individual
on multiple lists. The HIV surveillance list included AKAs, alternate names for in-
dividuals, which improved our ability to identify the same individuals on multiple
lists. Several investigators were involved in cross-checking and confirming the record
linkage, bolstering the accuracy of the matching process. Despite these efforts, it is
still possible that our team did not successfully identify all matches between lists.
This potential failure to identify all matches is of particular concern if AKAs are
not documented on either the HIV surveillance list or another registry accessible
to ACPHD. Anecdotal evidence from individual sites indicates that false identifiers
occur, especially for patients who are undocumented foreigners or transgender indi-
viduals. For this analysis, we must assume that if a patient gives a false identifier,
that same false identifier is consistently given if they visit multiple sites. Evidence
of the negative source dependencies between health care facilities included in this
analysis relaxes this concern to some degree, as individuals on one facility-based list
are very unlikely to appear on another facility-based list.

The closed population assumption assumes that there are no changes to the target
population, which may result in some people having a zero probability of inclusion on
a given list. In our study design, we attempted to meet this assumption by focusing
on a well-defined time window within which to estimate the population size (calendar
year 2013). The death registry indicates that ours is not a true closed population;
57 PLWHA died in 2013, 16 of whom did not appear on any other list included
in this analysis. However, there were no temporal constraints on any of the lists
included in this analysis. Each list was active in sampling from the target population
throughout the 2013 calendar year. Therefore, at any given time during this study
period, individual members of the target population had a non-zero probability of
being sampled by any of the lists included in this analysis. For this reason, we do
not believe that the dynamics of this target population violate the closed population
assumption in such a way that would bias our estimates of the population size.

Capture-recapture analysis implicitly assumes that the unobserved population is
similar to the observed population with respect to both measured and unmeasured
characteristics. The results of our analysis apply to the population of diagnosed
PLWHA engaging with the health care system within Alameda County in 2013. Our
analysis benefits from accessing four diverse lists covering overlapping, but some-
times different, segments of the target population. The lists differ with respect to
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the distribution of race/ethnicity, insurance status, and reason for detection (e.g.,
medical visit with or without an accompanying laboratory test, social services visit,
prescription renewal). Therefore, we are confident that our aggregated data set is
highly representative of the target population. However, if there are certain types
of people who have a zero probability of appearing on any of these lists, essentially
making them invisible to the public health surveillance system, they would not be
included in the estimation of the size of the target population.

In addition to collecting diverse lists, our study benefited from collecting informa-
tion on measured demographic characteristics, making subgroup analyses possible.
Results from the subgroup analysis, however, are dependent upon accurate data
collection at the health care facilities. Agreement in recorded information between
lists, observed during the record linkage stage of the study, suggests that basic de-
mographic information (e.g., date of birth, race) is accurately recorded. Information
that is more sensitive, such as HIV transmission risk, may be recorded with less
accuracy if patients are concerned about stigma (e.g., homosexual contact or injec-
tion drug use). If this is true, as suggested anecdotally at some sites, then our data
may be subject to misclassification with regard to transmission risk categories, such
as MSM and IDU being misclassified as transmission due to heterosexual contact.
This would result in an overestimation of the population subgroup infected with HIV
through heterosexual contact. Such concerns reinforce the importance of accurate
data collection by the health care provider at the point of contact with the patient.

Laboratory testing and reporting of test results are commonly used for HIV
surveillance by public health agencies throughout the United States.[13] Our study
suggests that, while not a complete census of the target population, this method of
surveillance presents a mostly representative sample of the target population. Param-
eters such as the ACADR can be useful when exploring the existence of underserved
populations, which may have implications for the equitable provision of and access
to public health resources. Routine evaluations of laboratory-based surveillance sys-
tems are important for accurately documenting the local HIV disease burden. Public
health should invest in resources that facilitate such evaluations, such as user-friendly
software common to all local health care facilities to collect data on their patient pop-
ulation.
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Chapter 5

Conclusion

Globally, HIV infection is often concentrated among hidden populations, popu-
lations existing on the margins of society due to stigma and discrimination. Popu-
lation size estimation of these key populations has become an emergent priority for
the global public health community to manage the current epidemic and to marshal
resources to prevent new infections. Knowing the size of the target population is a
necessary first step in understanding the epidemiologic features of disease in different
settings. Population size estimation methods are an important set of tools for epi-
demiologists and other public health researchers to accomplish this fundamental task
in public health surveillance. As demonstrated in this dissertation, these methods
can be used to not only enumerate a population, but also to recover plausible popu-
lation characteristics despite biased sampling and the absence of a sampling frame.
The breadth of size estimation methods available allows epidemiologists to estimate
population sizes under various scenarios with respect to sampling strategy and study
design. However, the lack of consistent agreement in size estimates between popula-
tion size estimation methods is of great concern and can have negative implications
for public health professionals and community members who rely on these population
estimates to set targets for HIV testing and treatment, and to advocate for sufficient
resources to control the local burden of disease. As discussed and demonstrated in
this dissertation, there is no universal best method to estimate a population size.
Until the nature of the differences in estimates from different methods applied to
the same population is fully understood, population size estimation studies should
employ multiple different methods (or modeling techniques) to qualify the reliability
of reported estimates of the population size.
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Due to plot scaling, two model estimates were excluded from this plot (including the best fitting
model with three degrees of freedom remaining). Horizontal dotted line corresponds to estimated
from DGA model (5,720).
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2Degrees of freedom remaining. Selected models are the best-fitting model (lowest AIC) within
strata of models with equivalent degrees of freedom remaining.





