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Abstract Consider a mechanism design setting in which agents acquire costly
information about an unknown, payoff-relevant state of nature before partici-
pating in the mechanism. Information gathering is covert. We investigate con-
ditions under which (i) efficient implementation and (ii) full surplus extraction
are Bayesian incentive compatible and interim individually rational.
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1 Introduction

We consider a mechanism design setting in which multiple agents may ac-
quire costly information about an unknown, payoff-relevant state of nature.
A mechanism proposed by the mechanism designer includes not only a so-
cial choice function (from agents’ reported information to a social outcome)
but also instructions from the mechanism designer to each agent as to how
much information to acquire. Agents are endowed with private information
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and they may covertly acquire additional information at some cost before de-
ciding whether to accept the mechanism. The mechanism designer implements
an outcome based on agents’ reported signals. An agent’s utility is a function
of the outcome, the state of nature, and the cost of acquired information. As
the state of nature is not observed perfectly and every signal is informative
about the state of nature, this leads to an interdependent values setting. We
investigate conditions under which (i) efficient implementation and (ii) full
surplus extraction is Bayesian incentive compatible and interim individually
rational.

An example of our model is an auction where values have an unobservable
common component. In most papers on auctions and on trading mechanisms,
it is assumed that agents are endowed with some information and may not
acquire any more. This assumption is implausible in many settings as agents
can usually acquire information at a cost without being observed by other
agents or the mechanism designer.

A social choice rule recommends a profile of (simultaneous) information
acquisitions to agents and maps agents’ reported information to an outcome.
A mechanism is a social choice rule together with a payment function that
maps reported information to each agent’s payment.

A social choice rule is ex post efficient if it selects an ex post efficient
outcome after every realization of information at the recommended level of
information acquisition. It is ex ante efficient if it is ex post efficient and
recommends a level of information acquisition that maximizes the sum of (ex
ante) expected utilities net of information acquisition costs. A mechanism fully
extracts surplus if its social choice rule is efficient! and each agent’s interim
expected surplus is zero. A social choice rule is implementable if it is a part of
a mechanism that is Bayesian incentive compatible and interim individually
rational.

Crémer and McLean [9] show that if agents are costlessly endowed with cor-
related information, then under some conditions on the information structure
that are generically satisfied, full surplus extraction is Bayesian incentive com-
patible and interim individually rational. They provide two such conditions,
the stronger one of which is the so called full-rank condition. In our setting
with information acquisition, neither full surplus extraction nor efficiency is
assured under their full-rank condition. We provide two examples to illustrate
this: full-surplus extraction fails in one example and even efficient implemen-
tation fails in the other. In these examples, private signals are correlated and
the full-rank condition of [9] is satisfied at all information acquisition levels.

We provide two sufficient conditions for efficient implementation. First, we
show that efficient implementation is feasible for generic information structures
when, for each agent, the set of other agents’ endowed private signals is at least
as large as either the set of states of nature that determine their utility or the
agent’s signal space (Proposition 1 and 2). The efficient mechanism is a version

1 From here on, efficiency means ex ante efficiency when describing a mechanism or a
social choice rule. We will explicitly write ex post efficient when we mean efficiency in that
sense.
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of the expected externality mechanism (d’Aspremont and Gérard-Varet [10],
Arrow [2]).2

Another sufficient condition for efficient implementation is the existence
of semi-robust lotteries (Proposition 3). A set of semi-robust lotteries for an
agent is a menu of payments such that acquiring more information than the
recommended level would not help the agent make a better choice from the
menu. We also provide sufficient conditions for the existence of semi-robust
lotteries (Proposition 4).

Next, we show (in Proposition 5) that a sufficient condition for full surplus
extraction is the existence of robust lotteries, which are semi-robust lotteries
that are fair, i.e., give the agent an expected payoff of zero independent of his
private information. A sufficient condition for the existence of robust lotteries
for an agent is that the agent’s signal space is no larger than either the set of
states of nature or the set of other agents’ endowed signals (Proposition 6).

With independent information, it is known that efficient implementation is
Bayesian incentive compatible if and only if values are private (Bergemann and
Valiméki [4], Stegeman [26]). With positively interdependent values (and in-
dependent information), agents have an incentive to acquire more information
than the socially optimal level (Bergemann, Shi and Véliméki [3], Bergemann
and Véliméaki [4]). The union of our sufficient conditions for efficient imple-
mentation covers the private value case as well as the case with interdependent
values and correlated information. Our sufficient condition for full surplus ex-
traction requires correlated information.

Although our primary focus is on the case with correlated information,
our results are not a simple application of Crémer and McLean [9]. The full-
rank condition of [9] is necessary for the existence of robust lotteries but not
sufficient. Condition B of d’Aspremont and Gérard-Varet [11] is necessary
and sufficient for balanced-budget implementation. Both [11] and [9] study
environments without information acquisition.?> We discuss the relationship
between semi-robust lotteries and Condition B of [11] in Section 4 and the
connection between (semi-)robust lotteries and the full-rank condition of [9]
in Sections 4 and 5.

Parreiras [24] shows that full surplus extraction may fail when each agent
obtains two kinds of information exogenously: his payoff type and the infor-
mativeness of his type about the other agents’ types. In our model, agents do
not know their own type and acquire information about the types of all agents
endogenously.

Obara [23] generalizes the model of Crémer and McLean [9] to a setting
where agents take actions that change the distribution of their types that are
payoff-relevant and finds a generic necessary and sufficient condition for full
surplus extraction. Our paper also generalizes [9] by allowing endogenous in-
formation acquisition. However, since we introduce a more specific structure to

2 We are not aware of any paper that uses an expected externality mechanism with cor-
related information and interdependent types.

3 See d’Aspremont, Crémer, and Gérard-Varet [12] for a survey of this literature.
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our model where payoffs and information about payoffs are distinguished, the
necessary and sufficient condition in [23] on the joint distributions of private
signals is never satisfied. Nonetheless, full surplus extraction is still possible
in our setting because the set of possible utility functions is small as well.

Bikhchandani [6] shows that full surplus extraction fails if an agent can
acquire costly information about other agents’ types.* Unlike in our paper,
agents are fully and costlessly informed about their own type in [6]. Another
difference is that in our paper the set of information signals available to each
agent cannot be ranked by informativeness. Our sufficient conditions for effi-
cient implementation are different from those in [6]. Robust lotteries are shown
to be sufficient for full surplus extraction in the model in [6]. Proposition 5
shows that robust lotteries are sufficient for full extraction in the more general
model of this paper.

Neeman [22] notes that it is essential for the full-extraction result of Crémer
and McLean that the belief of each agent pins down the payoff type of the
agent, i.e., beliefs determine preferences (BDP property). This property is not
necessarily satisfied in more general type spaces.’ Heifetz and Neeman [18]
establish that the BDP property is non-generic in a geometric sense and a
measure-theoretic sense in any convex family of (common) priors. On the other
hand, Chen and Xiong [7] show that the set of priors on the universal type
space where (almost) full surplus extraction is possible is topologically generic.
Gizatulina and Hellwig [16] show that BDP property is topologically generic
in finite dimensional type spaces.

The model is presented in Section 2. In Section 3 we provide examples
showing the failure of full surplus extraction and of efficient implementation.
Sufficient conditions for efficient implementation and for full surplus extraction
are presented in Sections 4 and 5, respectively. We end with a discussion in
Section 6. Some proofs are in the appendix.

2 The Model

Consider a set of agents N = {1,2,...,n}, n > 2. The state of nature w € (2,
where (2 is a finite set, determines agents’ payoffs and is not observable, except
perhaps after the end of the game. Importantly, the mechanism designer and
the agents cannot contract on the state of nature. There is a common prior
q € A(£2), where A(S2) is the set of distributions on 2.

Agent i can observe up to K;+1 private signals 5, 5, k € Z; = {0,1, ..., K;}.
Each signal 3,  has support in a finite set S; ;, with |S; x| > 2 for each k. These
private signals are conditionally independent across players given state w. How-
ever, they may be correlated within each player. Formally, agent i’s action set

4 Fang and Morris [13] show that the revenue equivalence theorem fails in an auction
model in which each bidder observes a private signal about the other bidder’s payoff type.

5 When BDP property is not satisfied, there may be two types whose belief types are
the same, but payoff types are different. On the other hand, what causes a problem in [24]
and [6] is the existence of two types with the same payoff and different beliefs. Thus, these
papers provide somewhat complementary reasons for the failure of full surplus extraction.
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A; = 2% is a collection of subsets of private signals. If agent i chooses a; € A;,
then he observes a realization of 3, if and only if £ € a; and he pays cost
c¢i(a;) > 0. The cost ¢; is increasing in the sense that ¢;(al) > ¢;(a;) for any a
that is strictly larger than a; and a}\a; includes some k # 0. We assume that
¢i(a; | J{0}) = ci(a;) for any a;. That is, agent i always (costlessly) observes
signal 5; 0. Essentially, agent 7 is endowed with signal 3; . In the following,
we assume without loss of generality that agent ¢ always observes 5; o both in
equilibrium and out of equilibrium.

The symbol 5% denotes a vector of private signals (5; 4,k € a;). Also,
~Q_;

55 = (E?j,j # 1).5 We say that information is independent if and only

if §iZi, 5?, for all i # j, are independent random variables. Otherwise in-

formation is correlated. Let pzZ (le w) be the conditional probability distri-
bution given @ = w of the signal §ZZ, which takes values in the finite set
SZi = 8;0%...xS; k,. Note that pZ is independent of agent i’s action. Let p?
be the collection of such conditional probability distributions [pZ (-|w), Vew, ¥i].
Let

i i . Z; i Zi\ai
P (sitlw) == Y pli(s s w)

Z;\a;
i\ag
Si

be the probability distribution of §;* given @ = w. Similarly, define

a_;

P (s

W) = I (7 ).

Zilw) > 0 for every s7 € S w e 2

We make a full-support assumption: pZZ (s
and 7 € N.

Given ¢ and piZ", agent ¢’s posterior belief over w = w conditional on
observing §;* = s{* € S can be derived and is denoted by d;(w|s;?). The
conditional probability distributions d_;(w|s”") can be derived similarly from
g and pifi. Each d; (|sf") is a vector in RI?l. Agent i’s belief about the other

¢ conditional on §" = s is

s e ~a

agents’ signals 5_
a; R a—j AQ—jg
i) = E P (s

Ry (s
wes

3 —1

w)di(wls;")-

Let X be a compact set of outcomes. The monetary transfer from agent ¢
to the mechanism designer is denoted t; € R. Agent i’s utility over outcome x,
money transfer ¢;, and information acquisition decision a; takes a quasi-linear
form

ui(z,w) —t; — ci(a;)
where u;(-,w) : X — R, is continuous for each w € {2. Each agent has a large

enough supply of the money commodity so that the budget constraint is not
binding.

6 For any vector x = (x1,...,%n), T—; denotes (T1,...,Ti—1,Tit1,...,Tn). The symbol &
denotes a random variable and z its realization.
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Agent 4’s induced utility of outcome z conditional on s* = (s{*,...,s%") is

Viz,s") := Elui(z,w)[s"] (1)

We say values are private if and only if Elu;(x,)|s?] does not depend on
s*7" for any i and any a. Otherwise values are interdependent. If Z; = {0}
for each ¢, then agents cannot acquire any new information in addition to
endowed private information. Thus the model reduces to the model of Crémer
and McLean [9] when the values are private and Z, = {0} for each .

An information structure is a set of states, a set of signals, and a set of
(conditional) distributions over states and signals: (£2, 5%, ¢, p), where SZ =
(SZr,...,8%"). A mechanism design problem is an information structure to-
gether with an outcome set, utility functions, and cost functions: (2, 5%, ¢, p, X, u, c)
where v = (ug,...,u,) and ¢ = (c1,...,¢p).

Agent i sends a message m; € M; upon choosing a; and observing s*.
Since we focus on pure strategy equilibrium, we can use S as message space
M; without loss of generality when a; is agent i’s equilibrium action.” A social
choice function f : S* — X maps agents’ message s* to outcome in X. A
social choice rule (a, f) is an information acquisition recommendation for each
agent and a social choice function. A payment function t : S* — R™ maps
agents’ signals to transfers from the agents to the mechanism designer when a
is recommended. A mechanism (a, f,t) is a social choice rule and a payment
function t = (t1,...,t,).

The mechanism designer and agents play the following game. First, the
mechanism designer proposes a mechanism (a, f,t). As each agent i is cost-
lessly endowed with signal ; ¢, in any mechanism we can assume 0 € a;. Next,
each agent i covertly chooses an information acquisition level in A;,% observes
the corresponding private signal(s), and then decides whether to accept the
mechanism or not. If he decides to accept, then agent ¢ reports a signal real-
ization s{" € S to the mechanism designer (simultaneously with all the other
agents).? The mechanism designer implements the outcome f(s%) and collects
transfers ¢(s*) based on the reported signal profile s* € S% We assume that
the amount of information each agent acquires and whether or not each agent
accepts the mechanism is not observable to the other agents. If an agent does
not participate, his payoff, ignoring any information acquisition cost, is zero.

The assumption of conditional independence is not crucial for our results.
In Proposition 3, 4, 5 and Corollary 1, the hypotheses are stated with respect
to conditional distributions A " (s*;"|sf") and d;(w|s{"), i € N. These results
do not require independence of agents’ private signals conditional on w, i.e.,
they hold for general joint distributions over 2 x S%. As Corollary 1 suggests,
Proposition 1 and 2 can be modified to allow for private signals that are

7 See Proposition 1 in Obara [23].

8 Any information acquisition level selected by agent ¢ always includes his endowed signal
0

9 If agent i reveals that he did not acquire the recommended information, either directly

or indirectly by reporting sf’ & Siui, then the mechanism designer treats the agent as a
non-participant.
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correlated conditional on w. The sufficient condition for Proposition 6 is even
weaker when private signals are correlated.

We consider a pure-strategy perfect Bayesian equilibrium, where agents are
sequentially rational given their subjective belief computed via Bayes’ rule at
all private histories. As we are interested in efficiency and full surplus extrac-
tion, without loss of generality we restrict attention to mechanisms in which
every agent always accepts the mechanism in equilibrium.!?

Bayesian Incentive Compatibility

Bayesian incentive compatibility requires that each agent gathers exactly
the amount of information specified by the mechanism designer and truthfully
reports his signal. Suppose that the mechanism designer wants to implement
a social choice rule (a, f). The mechanism (a, f,t) satisfies agent i’s Bayesian
incentive compatibility constraint if for all a; € A;

EVi(f(5%),5%) = t:(5)] — ci(a) (2)

5 = sa} OH —¢i(ag).

This constraint takes into account the possibility that an agent may take any
information-gathering action and after observing his signal may not participate
or may participate but lie about his signal. Note that even if agent ¢ takes an
information-gathering action a; different from a;, the action specified by the
mechanism designer, it is never in his interest to report a signal realization that
is not in S}, the support of 5. If agent ¢ were to report a signal realization
§ ¢ 5" then the mechanism designer concludes that agent ¢ did not follow his
proposal to acquire a; and accordingly ignores agent i’s signal and treats him
as a non-participant (see footnote 9); the same outcome could be achieved by
not participating, an option that agent ¢ has. Thus, without loss of generality,
agent ¢ reports a signal si¢ € S if he decides to participate.

The incentive compatibility constraint, (2), also implies interim individual
rationality on the equilibrium path. To see this, consider a deviation where
agent ¢ selects a; and opts out only when he observes a particular s7* (otherwise
agent ¢ participates and reports his signal truthfully), then (2) reduces to

EVi(f(s{",555), (577, 825) — ta(s77, 825)|57 = s{'] > 0, Vsi" € Sf". (3)

i 07 —4 i 07 —4 i

>F

max{ max {V;(f(sfi,éa‘/), (504, 3%70)) — t;(s%, 5%5)
Si

Consider a mechanism design problem (§2,5%,q,p, X,u,c) and a social
choice rule (a, f). If there exists ¢ such that (2) is satisfied for each agent i
then (a, f) can be implemented in this mechanism design problem.!!

10 As agents’ participation decisions are simultaneous and all agents participate in equi-
librium, we do not need to explicitly consider the possibility that some agents do not par-
ticipate. Thus we omit a detailed description of the mechanism after any non-participation.
For completeness, one may assume that if one or more agents do not accept the mechanism,
then an ex post efficient outcome for participating agents is implemented.

11 We consider weak implementation, i.e., we only require that there exists an equilibrium
that implements the desired social choice rule (a, f).
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An ex post efficient social choice function given a € A is f : S* — X that
satisfies

n
fi(s) € argggg;%(%sa), Vs® € 8¢,

which is well defined by the compactness of X and continuity of V; with respect
to x. Let

Via,s®) = D Vilfa(s?),s*) = cilar)]
i=1
be the ex post maximized social surplus given (a, s*) and let V(a) := E [V (a, §%)]
be the ex ante maximum social surplus given a € A. Then, a* is an (ex ante)
efficient information acquisition level if

*
Via).
a” € argmax (a)

Efficient implementation occurs when (a*, f%.) is implemented as an outcome
of the Bayesian game induced by some mechanism (a*, f.,¢). Note that, if
agent i deviates to a; # af, an ex post efficient outcome given (a;, a* ;) need
not be implemented.

We consider two possible objectives for the mechanism designer: efficiency
and profit maximization. The two objectives need not be in conflict and are
simultaneously satisfied if the mechanism designer is able to implement an
efficient social choice rule and extract the entire surplus.

3 Two Examples

If Crémer and McLean [9]’s full-rank condition or (weaker) cone condition is
satisfied, then there exist lotteries (i.e., transfers) t;(s;,s_;) for each agent
such that

0 = Elti(ss,5-4)|5: = si] < Elti(3:,5-4)|5: = 54, Vsi, V5 # s (4)

The Crémer and McLean lotteries induce truth-telling in the absence of infor-
mation acquisition.

In the first example below full surplus extraction is not possible, and in
the second example efficient implementation (and therefore also full surplus
extraction) is not possible. In these examples, Crémer and McLean [9] lotteries
exist at every information acquisition level. Nonetheless, that does not prevent
agents from acquiring more information than the efficient level.

Example 1: FAILURE OF FULL SURPLUS EXTRACTION

There are two agents, o and (3. A single indivisible object is allocated to either
« or . Agents have a common, unknown valuation w for the object; & takes
values in the set 2 = {0,2A,3A} where A > 0. Each of the three possible
values of @ is equally likely.
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Each agent i costlessly observes signal §; o € {{, h} about &. Agents’ signals
are independent conditional on & and for i = a, 3,

Pr[s; = h|o =34] = Pr[s; =@ =0] = ¢> 0.5
Pr[5; = h|® = 2A] = 0.5

First, consider the scenario where agents do not have the option of acquir-
ing additional information about &, other than the private signal that each
costlessly observes. Because agents have common values, any rule that always
allocates the object to, say, «, is efficient. Then we can extract the full surplus
from « by using Crémer and McLean lotteries.

Next, suppose that agent i,7 = «, 8 has the option of acquiring, at cost
¢ > 0, a second signal 3, 1 that reveals the true value of &. The common value
assumption implies that it is not efficient for any agent to acquire this costly
information. Therefore, in any full surplus extraction scheme, no agent must
acquire the second signal.

Suppose that (f,t) (with no acquisition of additional information) is a full
surplus extraction mechanism. Since every allocation is efficient, we assume
that the object is always allocated to agent « for simplicity. The same con-
clusion would be obtained based on similar arguments even if a more general
social choice function is used.

Suppose that agent « deviates and covertly acquires the second signal
at cost c. This second signal provides agent « with many options that he
can exercise at the interim stage. For example, suppose that his expected
payment conditional on & = 3A is more than 3A. Then consider the fol-
lowing deviation: agent o acquires the second signal, does not participate in
the mechanism if and only if @ = 34, and follows the equilibrium strategy
otherwise. The gain from this deviation is ¢(3A) (E[ts(5)|0 = 34] — 3A) — ¢,
which must be nonpositive. Conversely, suppose that his expected payment
conditional on @ = 3A is less than 3A. Then consider the following devia-
tion: agent a acquires the second signal, participate in the mechanism (and
follow the equilibrium) if and only if & = 3A. The payoff from this deviation is
q(34) (3A — Eto(3)|@ = 3A]) — ¢. This must be nonpositive as well because
his equilibrium payoff is 0 by the assumption of full surplus extraction. Hence,
noting that q(34) = %, we obtain the following inequality:

’E[ta(§)@ =34] - 3A’ < 3c.

This means that agent a’s expected payment must be almost equal to the
object’s value when he has the option of learning the true value and the cost
of doing so is small. Similarly we can obtain the following inequality regarding
w=0:

‘E[ta(é)kb = 0]‘ < 3c.

Now consider the following deviation: agent « acquires the second signal,
participate in the mechanism (and follow the equilibrium) if and only if & =
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2A. Agent «’s payoff from this deviation is given by
q(24) (2A — E[to(8)|w = 24]) — ¢

Note that E[-|& = 24] = L E[-|& = 3A] + 3 E[|& = 0] because of the structure
of the signal distribution. Hence the above value is bounded below by

S 12412 (BA+3e) + 23¢b| —e= 22
3 |: {2 (3 30) 238}:| Cc 3 s

which is strictly positive when A > 6¢. Hence there does not exist any full
surplus extraction mechanism for this example when A is large relative to c.
O

It is clear that efficient implementation is possible in Example 1: randomly
assign the object to either o or § and do not collect any transfers. We turn to
Example 2 for failure of efficient implementation.

Example 2: FAILURE OF EFFICIENT IMPLEMENTATION

There are two symmetric agents o and 3. A single indivisible object is to be
allocated to either a or 3. Each agent’s valuation is the sum of a private value
and a common value:

Vi = Xi(@)+V, i=a,p.

The value of X; depends on whether the state @ is wo or wg. This dependence
is shown in the table below.

Wa wg
Xo| 1 0
Xs| 0 [1+e

Each of the states w, and wg is realized with probability 0.5.

Each agent i may observe two signals about @: §; 9 € {wa,ws} and §;1 €
{wa,wg}. The signal §;¢ is free and correct with probability ¢ > 0.5 (i.e.,
Pr(8;, = wy|lw = wy) = q, where y = «, 8). Moreover, 3,0 and 50 are in-
dependent conditional on the true state w. The signal 5; 1 costs ¢, > 0 and
completely reveals the realization of the state @.

The common value V is either 0 or A > 0, both equally likely. Moreover,
the distribution of V is independent of the state & and §o:*2

Pr[V = Al = Pr[V = Al@,] =05, y=a,8

Each agent can obtain perfect information about the realized value of V at
cost ¢, > 0. However, acquisition of this costly information is inefficient as it
does not increase allocative efficiency.

Assume that ¢, is large enough that it is not ex ante efficient for either
agent to acquire 5; ;. Further, assume that € > 0 is small enough so that it is ex

12 This is not a critical assumption. We can use more general joint distributions at the
cost of making the example more complex.
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post efficient to allocate the object to agent « if and only if both agents’ signals
are w,,. Finally, note that it is ex ante efficient that neither agent gathers costly
information about V as this is a common value. Thus none of the costly and
perfectly informative signals (§;1 about & and the signal about \7) should be
acquired by any agent for efficiency.

We show that this efficient rule is not Bayesian implementable.

Suppose, to the contrary, that there exists a Bayesian incentive-compatible
efficient mechanism. By assumption, agent « truthfully reports 5,0 without
acquiring 5,1 or information about V. That is, « follows the efficient rule.

Suppose that agent 3 deviates and always announces wg. Then he can
win the object with probability 1, while he would lose the object if 5§ =
(wa,wq) and he announces his signal truthfully. Let t3(54,0,53,0) be the trans-
fer from B as a function of the two agents’ reports. To deter this deviation,
E[tg(80,0,ws) — t3(5a,0,wa)|58,0 = wa] needs to be large enough. Thus, as A
goes to infinity (recall that the size of A does not affect the efficient rule),
Et3(80,0,ws) — t3(3a,0,wa)|38,0 = wa] must go to infinity as well for any
mechanism that implements the efficient rule.

Now consider the following deviation by 5. Agent [ acquires the signal
about V/, then lies by announcing wg only when §g = w, and V = A. Oth-
erwise he always announces 53,9 truthfully. The incentive constraint regarding
this deviation is as follows:

Pr(3p,0 = wa) [¢Qa(wa) + (1 — 9)Qa(wp)]
> Pr(3g,0 = wa) [qQﬁ(Wa) +(1-q)Qp(wp) + Pr(V = 0)E [t3(3a,0,wp) — t5(5a,0,wa)l3p,0 = wa]]

—Cu,

where Q(w,) Is B’s expected payoff (including utility and payments) given
that the true state is w, and 8 announced wy, for y, z € {a, 5}.
Since Pr(5p,0 = wa) = 0.5 and Pr(V = 0) = 0.5, we have

7[Qa(wa) — Qp(wa)] + (1 = ) [Qa(ws) — Qp(wp)]
> 0.5E[t3(54,0,wp) — t3(5a,0,wa)l58,0 = wa] — 2¢y

We observed that the right-hand side of the inequality above increases without
bound as A increases, thus the left-hand side increases without bound as A
increases. Hence, either Qq(wa) — Qp(wa) or Qa(wg) — Qp(wg) goes to oo as
A — 0.

Therefore, it becomes profitable for agent [ to learn the true value of @ by
acquiring the second signal 55,1. As this potential profit grows without bound
as A increases and the cost of obtaining the second signal is constant, agent
B would prefer to obtain the second signal for a large enough A. This proves
that it is impossible to implement efficient social choice rule when A is large
enough. O

4 Efficient Bayesian Implementation

In this section, we provide two complementary sufficient conditions for efficient
implementation via pure-strategy perfect Bayesian equilibrium. The first one
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allows us to construct a version of the expected externality mechanism. The
second sufficient condition is the existence of a semi-robust lottery. Because our
setting allows information acquisition, this condition is not directly comparable
to the existence of a full surplus extraction lottery in Crémer and McLean [9].
However, as discussed at the end of this section, in models without information
acquisition, a sufficient condition for the existence of a semi-robust lottery is
weaker than the necessary and sufficient condition (i.e. cone condition) for
existence of a full surplus extraction lottery.

Both sufficient conditions hold when, loosely speaking, each agent’s signal
space is not too large relative to the signal spaces of the other agents.'?

4.1 Expected Externality Mechanism

Our first efficiency result provides a sufficient condition for the existence of
a transfer for each agent that internalizes the expected externality on other
agents given any signal he observes and any action he takes on and off the
equilibrium path (assuming other agents take the equilibrium action).

We first define, for each agent i, a state space {2_; that is sufficient to
describe the payoffs and information of the agents other than i. To be precise,
we define {2_; as the coarsest partition of {2, the state space of the model, such
that >, u;(-,w) and p_;(-|w) are invariant on each element of the partition.
For example, consider a private value model where 2 = 27 X --- x {2, and
wj € §2; only affects u; and the distribution of §JZJ . Then §2_; is simply I1;+;§2;.

Let di(-|s?) and d’;(+|s";") be the distribution on 2_; that are derived
from d;(-|s%*) and d_;(+|s";") respectively. Let M be a basis of the subspace
in RI“~:l that is orthogonal to the subspace spanned by {d’ <|51Zl) |lel € SiZY‘},

z; Z; Z;
7€ 87 and every v € M. Observe that

,0}, with equality for generic (g, p).

ie., di(-|s?) -y = 0 for every s
M| 2 max{|2| - [$%

Proposition 1 Let a* € A be an efficient information acquisition profile for a
mechanism design problem (£2,5%,q,p, X, u,c). Suppose that for everyi € N,

a subset of wectors in {d'_i(~|si’ii),si’ii € Si?} and M7Z* form a basis for
RI?=il. Then the ex ante efficient information-acquisition level, a*, and the ex

post efficient social choice function, fr., can be implemented.

Proof: In the following, it is assumed that no agent opts out. This is without
loss of generality because one can decrease transfers by a constant so that all
the participation constraints are satisfied.

First, it is shown that there exists t; : S — R, a transfer function for
agent i, that satisfies (5) below, for every E?i* € S(-li*,siz" = (sa: sZ'i\a:) € SiZi,

i i 091

13 McLean and Postlewaite [21] discusses a notion of information size. However, their notion
of information size is not directly relevant here.
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where it is possible that fsf # s?::

ZE[t (sl',g *')w } di(w—i|s? )ZE[Z —uy(fis (sz',gg')w i) |w

—i J#

] (w-ils7)5)

Let D; be a ‘SZZ’ x [£2_;| matrix, each row of which is the vector d}(-|sZ")

for some sf € S7. Let P_; be a |2_;| x ‘Si‘»i matrix, each row of which is

the Vectorp "(-|w—;) for some w_; € 2_;. For each 5, ‘e S’ , let b(§f*) be the

]

as its w'M element. Then, a function ¢; satisfying (5) is a solution to the fol-

*
a_

|£2_;|-dimensional column vector that has F [ D i i (fa (Ef: 8

lowing system of equations for each §?7 .
D;P_jz = D;b(5). (6)

Let T be a [2_;] x |M7?| matrix with the vectors in M7 as its column

vectors. By assumption, the number of independent column vectors of P_; and

aly Z. "

I is [£2_;|.1* Hence there exists 2’ € R o 2 € R‘Mi ‘ such that b(s;") =

P_;x’ + I;z. This 2’ is a solution for (6) because D,;I; = 0 by definition.
Next, it is verified that a] and f;. can be implemented with the transfer ¢,

just defined. The optimality of a] and truthful reporting follow from the fact

that, as can be seen in (5), > E {—ti(gﬁrﬁai?’)

w_l} di(w_4|s7%) is exactly

the total expected utility of the agents other than agent ¢ given i’s report E‘Z €

St * conditional on any s7* € S7. This means that the expected externality
of agent i’s report on other agents given any SZZ € Sf can be internalized
through transfer ¢; on and off the equilibrium path without eliciting agent ¢’s
true signals.

For example, suppose that agent 4 acqulreb all K; signals. Then agent i’s
expected payoff conditional on observing s; Zi ¢ S7 Zi and reporting 5 e s

*  a* . * ,_a*_»,
S B fui(fr (377,80, w) — (370,507
w

w:| d; (w|siZ'i)

:ZE uz(f (81'7577) w)

:| di( w\s ZE |: Z;‘k g‘i:z) w_

} d}(w_i|s7%)

_al .a’;
i 90— )
E —uj(fox(3,7,8_7"),w_4)
J#i

w] di( w\s ZE‘

w

wz} di(w-q|s]?)

—i

14 The rank of P_Z is the same as the rank of {d"_,(- |s ’), sa;i € Sa_:’} To see this, note

%

that q(w_i)p_; (s_;’\w_i) o< d_ (w_l\s ) by Bayes’ rule.
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by the definition of ¢;. Note that this is the expected social welfare (without the
information acquisition cost) of allocation f. (§f7) given s € S7i. Since
fx. does not take into account agent i’s true action (a; = Z;), it does not
maximize the social welfare given (Z;,a* ;). Hence agent i’s ex ante expected
payoff when choosing (Z;, a*;) is bounded above by V(Z;,a ;) +3_,,; ¢;(a}).

Similarly it can be shown that (i) agent i’s ex ante expected payoff condi-
tional on (a;,a’;) for any a; # aj is at most V(a;, a”;) +3_,; ¢j(a}) and (ii)
agent i can achieve V(a*) +>_,; ¢j(a}) exactly by choosing a; and always
announcing his signal truthfully. Since a* is the action profile that maximizes
the social welfare, it is optimal for agent ¢ to play a; and report his signal
truthfully under transfer function t;. Hence social choice rule (a*, fZ.) can be
implemented by mechanism (a*, f.,t). O

If w is not observable ex post, then we may like to find a sufficient condi-

tion on the distribution of signals only. A condition on h?”‘ that is stronger
than the sufficient condition for Proposition 1, hence guarantees efficient im-
plementation, is provided in Corollary 1. The proof is in the appendix.

Corollary 1 Let a* € A be an efficient information acquisition profile for a
mechanism design problem (£2,5%,q,p, X, u,c). Suppose that for everyi € N,

the set of vectors {h;l_7(|SZZ”), sZ ¢ SZ-Z'i} has rank ‘Slzi . Then a* and the ex

post efficient allocation f}. can be implemented.

Remark 1

(i) This mechanism builds on the idea of internalizing externality through
transfers, like many well-known mechanisms such as the VCG mechanism
(Vickrey [27], Clarke [8], Gloves [17] and the expected externality mecha-
nism (d’Aspremont and Gérard-Varet [10], Arrow [2]).

(ii) Proposition 1 holds as stated even if agent i’s utility is directly affected by
his action (u;(x,w,a;)).

(iii) Corollary 1 holds even if private signals are not conditionally independent.
(iv) The model assumes that each agent chooses a set of signals once and
for all simultaneously. We can also think of situations where each agent
chooses signals sequentially. Then an agent may decide which costly signal
he wishes to acquire next based on the realization of signals he has observed
previously without knowing the information acquired by the other agents.
Call this sequential information acquisition within agents. We can define
efficient information acquisition rule within this class of sequential infor-
mation acquisitions. Such sequential information acquisition improves effi-
ciency, but Proposition 1 still extends to this case almost immediately. For
within-agents sequential information acquisition, an efficient information
acquisition rule is defined as a profile of contingent strategies (o7, ...,0%).

Let S;j be the set of all possible signal realizations for agent j given o7.

Proposition 1 holds in this case if we replace s*;" with s”;".
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To understand the condition for Proposition 1, consider the standard model
with no information acquisition (i.e. Z; = {0}). Let 2 = £ x ... x §2,,, where
w; completely determines agent 4’s utility function and the distribution of s; q.
Then the following two familiar conditions imply the condition for Proposi-
tion 1. First, the condition is satisfied with independent private values (i.e.
agent i’s signal s;¢ does not depend on w_; and (wi,...,wy,) are indepen-
dent).'® In this case, Mizf' is a set of [£2_; — 1| vectors that are orthogonal
to agent ¢’s prior about w_;, which is a convex combination of the posteriors
about w_; given the private signals of all the agents other than agent i. Hence
those posteriors and M7 span entire RI*~l. Second, the condition is satisfied
when the information structure satisfies the full-rank condition in Crémer and
McLean [9], which requires {h?’(|szzl), sZi ¢ Sf’} to be independent vec-
tors. As already mentioned, this condition is stronger than the condition for
Proposition 1 as shown in the proof of Corollary 1.16

Efficient implementation result for the independent private value case re-
mains valid even with information acquisition. As long as agent i’s signal is
not informative about w_; given any information acquisition level, the dimen-
sion of MiZ" is |£2_; — 1]. Thus efficient implementation is always possible in
private values models with information acquisition. This replicates the result
of Bergemann and Valiméki [4] in a more general setting.

It is known that, with information acquisition, efficient implementation
is impossible for the case with interdependent value and independent infor-
mation.'” Proposition 1 shows that efficient implementation is possible when
values interdependent and information is correlated.

Neither the VCG mechanism nor the expected externality mechanism guar-
antees efficiency in the standard interdependent value model. This is because
agent i’s true signal needs to be elicited to evaluate the externality of agent
i’s report on the other agents. In our setting, this corresponds to the fact that
> j4i Vi(x,s?) depends on s;. So we cannot internalize such externality for
each realization of s®. However, a crucial observation for our result is that the

expected externality conditional on w_;, which is E [Zj# uj (m(§f, 5, w_i) \w_i] ,

can be evaluated without eliciting agent i’s signal. Although w_; is not avail-
able, we can use the signals of the agents other than agent i to replicate this

), 5" e 8% L forms a basis for RI?=il by

—1

value in expectation. If {d’_i(-\s

themselves, we can in fact replicate these expected values exactly state by

15 The signal s; o is often w; itself in the standard model, including the model of Crémer
and McLean [9].

16 The weaker condition (cone condition) in Crémer and McLean [9] is not directly com-
parable to this condition.

17 This follows from the revenue equivalence theorem and the negative result of [4], as
noted in Bergemann, Shi, and Valiméki [3]. So we need correlation of private signals for our
efficient implementation result when values are interdependent
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state, i.e., there exists ¢; that satisfies, for any w_; and any 5;*,

E[tz‘(?f’ 3 ) w- } =E|-> u(f G, A Wl o
J#i
This is why our mechanism relies on expected externality rather than exact

externality.'®
The condition for Proposition 1 is weaker than this. More generally,

LG8t ), st e s "} does not have to span RI*~il. Notice that agent

i’s transfer does not need to replicate the expected externality state by state
exactly as long as it replicates the expected externality at the interim stage

conditional on i’s signal. This can be done more easily when the size of ’Sf ‘

is relatively small and/or some of agent i’s signals are redundant (i.e. not in-
dependent), in which case Mf7 is large. Thus, the rank of MZ-Z'i also matters
for efficient implementation.

The next proposition makes this observation formal by showing that effi-
cient implementation is possible for a generic choice of (¢,p) under the cor-
responding conditions on the size of signal spaces. Note that the parameter
space of (g, p) is finite dimensional because the number of states and signals
is finite. Let S%, =[], i S be the space of free signals s ,J F .

Proposition 2 Fiz (22,57, X, u,c). If [S%;| > min{|Q2_,], ‘SZZ
i, then efficient implementation is possible for mechanism design problem
(2,5%,q,p, X,u,c) for an open and dense set of (q,p).

Proof: We can restrict our attention to the case where g has full support for
this genericity result.

First, consider the case Where |SO | is larger than or equal to |£2_;|. Con-
sider a set of (¢q,p) where {p% yw_; € £2_ } is linearly independent. In

this set, {p_Z (Jw—s),w_; € £2_; } is hnearly independent whatever the effi-

cient action profile a* ; is, hence Proposition 1 applies at least for player i. We
show that this set is open and dense.

Openness is trivial. To show that this set is dense, take any (¢, p). Take p
such that {p”;(-|w_;),w_; € £2_;} is linearly independent. Define p(t), ¢ € [0, 1]
by p(t)(-|w) := tp(- \w) (1—t)p(-|w) for each w € 2. We have a one-parameter
family of conditionally independent distributions that connect p and p. Then
it can be shown that {p (w=i),w_; € Q_i} is linearly independent for
almost all ¢ (Fudenberg, Levme and Maskin [14]). Hence we can find p ar-
bitrary close to p such that {ﬁ"ii(~\w_¢),w_i € Q_i} is linearly independent.
This proves denseness.

18 In d’Aspremont and Gérard-Varet [10], an externality mechanism provides incentives
for efficient implementation by internalizing the externality; an expected externality mech-
anism delivers budget balance in addition. On the other hand, we need to use an expected
externality mechanism even to internalize the externality.



Mechanism Design with Information Acquisition 17

Slz . Under this
assumption, we can show in a similar way that the rank of {d_;(-|s?,), s%; € 5°,}
is |S9,;| and the rank of MF is at least max{|!2_i| - ‘Slz

Next consider the case where [S%,| < [£2_;| but |S%;| >

,0} for an open

< |59i < |£2_;| by assumption, we have

dense set of (g,p). Since ‘SZZ
|82, + [£2-] —

vectors among {d_;(+|s?,),s%, € S°;} and M/. Hence generically there are

Szz‘ > |£2_;|. Then generically there are |£2_;| independent

a*

|©2_;| independent vectors among §d_;(-|s*7"),s"" € S’if} and M7 what-

—1

ever the efficient action profile ¢* is, thus Proposition 1 applies for player i. 0O

4.2 Semi-Robust Lotteries

Next we turn to a complementary sufficient condition under which efficient im-
plementation is obtained. Our second sufficient condition allows us to enforce
any action and any allocation independent of the shape of utility functions. In
that sense the analysis is very different from that of Section 4.1.

Following Crémer and McLean, it is useful to view transfers as a lottery by
which an agent, based on his information, bets on the announcements of other
agents. A set of lotteries is semi-robust for agent i given a if agent ¢ cannot
make a better choice by acquiring more information than a;. More precisely,
t; : S* — R is semi-robust given a for agent ¢ if

S (s, s (0 s sP) < 3 T R 6 s 7
st

a_j

s_, s

(7)
for any si*, 57" # si* € S and any sl-Zi\ai € SiZi\ai. Thus, if agent 7
takes action a; and observes s;* € S;, then it is optimal for him to choose
t;(s{",-) from the set of lotteries {t;(5;%,-) : §;* € S;*}. Furthermore, this op-
timal choice of lottery would not change even if agent ¢ acquires more infor-
mation.

By using semi-robust lotteries for Bayesian implementation, we can dis-
courage agents from acquiring more information or from acquiring less infor-
mation than the target level. It does not pay for an agent to acquire more
information as it provides no gain in the mechanism and the cost of additional
information is not reimbursed. It does not pay to acquire less information be-
cause then the agent would be likely to make a wrong choice of semi-robust
lottery.

Proposition 3 Consider an information structure (2,57, q,p) and an information-
acquisition decision a = (a1,as,...,a,). Suppose that for each agent i there

exist semi-robust lotteries given a. Then for any mechanism design problem on

this information structure and any social choice function f, the social choice

rule (a, f) can be implemented.
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Proof: Let t; be semi-robust lotteries for agent ¢ given a. We show that if|
for some large A > 0, monetary transfers ¢; = A\t; are used then it is Bayesian
incentive compatible for agent i to acquire information a; and truthfully report
his signal when f is implemented.

PARTICIPATION CONSTRAINTS: We can assume without loss of generality that
t; is non-positive and that agent i’s expected surplus under truthful partici-
pation is non-negative. Hence agent i would accept the mechanism (a, f,t).

DEVIATION TO ACQUIRE MORE INFORMATION: Suppose that a; is a strict
subset of Z; = {—0,...,K;} and agent ¢ chooses information acquisition Z;
and observes siZ'i = (s?i,sizq‘\a"). As t; is semi-robust given a, the expected
amount of transfer from agent ¢ increases strictly by announcing any 3;* #

% whatever agent i's additional information s \ai

X ; may be. Agent ¢ may
gain some payoff by announcing §7* instead of si* through changing the final
allocation f(s*). But because the number of signals is finite we can choose A
large enough so that this effect is outweighed by the expected loss in transfers.
The same reasoning applies to any deviation to a superset of a*. Hence, agent 4
does not gain anything by acquiring more information. In fact agent i is worse

off as he is not reimbursed for the cost of acquiring additional information.

DEVIATION TO ACQUIRE LESS OR DIFFERENT INFORMATION Suppose that
agent i chooses action d; € A; such that a;\a; # 0. Then agent ¢ cannot
announce §;° with probability 1 because of the full-support assumption. Con-
sequently, the expected transfer from agent ¢ would be strictly higher than the
expected transfer under the equilibrium action a;. To see this, observe that
for any s;* € S;"* announced by agent ¢ given action @; and signal realization

SGi _

a;
S; Si s

5 = s“} = E|E|ti(s¥,5%)|3%,57\% | 38 = 52

1 0%

i x0—i\|za; zZi\ai||za; a;
= E|E|t;(s},5°7")|5%,5 \ai | 1585 = g0

1 0% % 7

ca; ~a—in|~a; ~Zi\ai||~a; )
> E|E|t;(5%,5",)[5%,5 \ai | 1505 = g0

i 0% 7 %

where the inequality follows from (7) and Pr[3" # 51|37 = s%1] > 0.

Using this, we can show that it is not profitable for agent ¢ to acquire any
a; # a;. Let s57(s%%) be any reporting strategy by agent i after deviating to
a;. Taking the expectation of the above expression with respect to i’s signal

given a;, we obtain
~a; ~Zi\a;

o]

E [E [ti(s?"(éf"'% 5430

s“” > E[E [ti(ggi,g‘l;)

1) K2

=F {E [ti(g‘.“ 5479
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Hence, agent ¢ loses money from the semi-robust lottery in expectation by
choosing a; rather than a;. Once again, we can choose A large enough so that
this expected loss outweighs any gains in the mechanism or in the cost of
information acquisition. Therefore this deviation is not profitable either. O

Corollary 2 (EFFICIENT IMPLEMENTATION.) Consider a mechanism design
problem (£2,5%,q,p, X, u, c). If for each agent i there exist semi-robust lotteries
given an efficient level of information acquisition a*, then (a*, fi.) can be
implemented.

Remark 2
(i) Proposition 1 and Proposition 3 are complementary. Correlated informa-

tion is necessary for the existence of a semi-robust lottery, hence Propo-
sition 3 does not apply to the case with private value and independent
information. However, Proposition 1 guarantees efficient implementation
for that case. On the other hand, there is a situation to which Proposi-
tion 3 is applicable, but Proposition 1 is not. For example, take Example 2
and suppose that 5; 1,17 = o, 3 is not available. So only additional informa-
tion that is available is the signal that reveals V. Then the assumption for
Proposition 1 is violated given efficient information acquisition.'® However,
it is easy to verify that there exists a semi-robust lottery given efficient in-
formation acquisition in this example because i’s additional signal about
V is not informative about 5; .

(ii) It is easy to show that there does not exist a semi-robust lottery given
efficient information acquisition in Example 1. The assumption for Propo-
sition 1 is not satisfied in Example 1, either.2? However efficient implemen-
tation is trivially possible in this example. So those sufficient conditions
for efficient implementation in Proposition 1 and Proposition 3 are not
necessary.

(iii) We can directly check that there is no semi-robust lottery given efficient
information acquisition in Example 2. For a semi-robust lottery, an agent
must strictly prefers to announce w, (resp. wg) when he believes that the
true state is more likely to be w, (resp. wg). In addition, he must strictly
prefer to announce w, even when s; 9 = w, and s;1 = wg, i.e. he is sure
that the state is wg. This is clearly inconsistent.

(iv) Consider a standard mechanism design problem without information acqui-
sition. In this environment, Condition B of d’Aspremont and Gérard-Varet
[11] is necessary and sufficient for budget-balanced implementation of every
social choice function:

CONDITION B: Jt: S —R" st Z ti(s) = 0, Vs
1€EN

Zti(si,s_i)hi(s_”si) < Zti(§i75—i)hi(5—i|5i)7 Vsi,§i # Si.

19 Note that [S71| = (2] =4 >2=[5""].
20 |SZZ’\ =6>|2=3> |Si7\ = 2 in this example.
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It is well known that the second condition is necessary and sufficient for im-
plementation of every social choice function without budget balance. This
second condition implies that t; is a semi-robust lottery for agent ¢ in an
environment without information acquisition and is equivalent to assuming
that all conditional distributions are distinct, i.e. h;(-|s;) # hq(-|S;) for any
Si,Si # s; (see Aoyagi [1]).

The inequality in condition B is similar to our condition (7), but not di-
rectly applicable to our setting with information acquisition. Introduce
information acquisition and suppose that a = (a;,a—;) is chosen, with
a; C Z;. Then the corresponding condition is that h; ~*(-|s?) are different
for different s7?. If that is the case, then we can find a transfer ¢; that

satisfies
S ORI < D B R ().
ay P
s_; S_;

But this inequality is not enough for efficient implementation with infor-

mation acquisition because agent i’s belief conditional on (s{*, le\a) can

be close to h{ ' (:[5]%) for some 5{* # s!* rather than h{ " (:|s{*) for some

siZi\ai. Then agent i may benefit from acquiring information and report-

ing 5° instead of s{* given additional information.?! Thus we need to
strengthen this condition to (7) to guarantee efficient implementation with
information acquisition.

(v) In Bikhchandani [6], payment schemes called partially-robust lotteries were
used for efficient implementation. A semi-robust lottery is a partially-
robust lottery but not wice versa. A more restrictive payment scheme is
needed in this paper in part because, unlike in [6], the information oppor-

tunities available to an agent cannot be ranked by informativeness.

In our setting with information acquisition, it may not be immediately
clear whether there exist semi-robust lotteries for each agent. Below we pro-
vide a sufficient condition for the existence of semi-robust lotteries and, by
Proposition 3, for efficient implementation.

Fix a € A. Let §Z“’ be any subset of Si'. We say that si* € §f7 can
be separated from :S'\Z“l given a if h{ " (:|s{?) can be represented by a convex
combination of A~ (|§a szi\ai) ROSS Sui g7\ ¢ SiZi\ai only by placing

1 9% 1 9%

zero weight on h; ' ( 571, siZi\ai> for any §7* # s{* and siZi\ai.
Suppose that, given a, we can order Si* as s;(1), 5;(2), ... in such a way that
we can sequentially separate them one by one after eliminating the preceding

elements, i.e., s;(1) is separated from S, s;(2) is separated from S;"*\ {s;(1)}

21 This suggests that information acquisition does not introduce any additional constraint

when implementing the most informative action a; = Z;. This is in fact the case. If
hl(|sZZ’) #+ h1(|§ZZ’) for any SZZ‘,§ZZ‘ # sZZ‘ € SiZi for every 4, then there exist semi-
robust lotteries given a = (Z1,...,Zn) for every i. Hence, any efficient allocation (in fact
any allocation) given a; = Z; is implementable in this case.
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and so on. Then, as shown next, there exist semi-robust lotteries for agent i
given a.

Proposition 4 Suppose that, given action profile a € A, Si' can be or-
dered as s;(1),...,s;(R), where R = |S}"|, so that s;(r) is separated from
{si(r+1),...,8(R)} for eachr =1,2,..., R—1. Then there exist semi-robust
lotteries for agent i given a.

The proof of Proposition 4 is in the appendix.

If there is no information acquisition, then our sequential separability con-
dition is weaker than Crémer and McLean [9]’s necessary and sufficient con-
dition for full surplus extraction. In our terminology, Crémer and McLean’s
condition -- that the belief of any type of an agent should not be a convex
combination of other types of that agent -- is equivalent to saying that every
s{t € S can be separated from S;" simultaneously. On the other hand, we
only require that agent ¢’s signals can be separated sequentially in some order.

5 Full Surplus Extraction

Full surplus extraction occurs in a mechanism design problem if it is Bayesian
incentive compatible and interim individually rational for agents to acquire the
ex ante efficient information level and truthfully report their signals while the
mechanism designer implements the ex post efficient rule and collects transfers
such that each agent’s interim expected utility is always zero. We need to
strengthen the definition of semi-robust lotteries of Section 4 to obtain full
surplus extraction.
A function 7; : S® — R is a robust lottery given (a;,a_;) for agent 4 if
S milse s R (s s TN =0, st e S (8)

st

—1

D (st (s
a_g

i 0%

0, sP0N) > 0, VEN € ST B0 #£ 8L (9)
S_i
If the left-hand side of (7) equals zero, then the semi-robust lotteries t; are
robust.

A comparison of robust lotteries with Crémer-McLean full surplus extrac-
tion lotteries (see (4) for a definition) is useful. A robust lottery given a is
a Crémer-McLean lottery when agents are costlessly endowed with informa-
tion level @ and cannot acquire additional information. If a; = Z; in (8) and
(9), then a Crémer-McLean lottery for agent ¢ at information acquisition level
(Zi,a—;) is arobust lottery given (Z;,a_;) for agent :. If, instead, a; C Z; then
a Crémer-McLean lottery at (a;,a_;) need not be robust for agent i. As Ex-
ample 1 shows, a robust lottery may not exist even though for generic beliefs
the sets of Crémer-McLean lotteries at (G;,a—;) are non-empty for all G; such
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that a; C a,. A sufficient condition for existence of robust lotteries is provided
in Proposition 6 for any social choice rule (a, f).

Next, we show that the existence of robust lotteries is sufficient for full
surplus extraction.

Proposition 5 Consider an information structure (£2,5%,q,p) and an infor-
mation acquisition decision a = (a1, az,...,a,). Suppose that for each agent i
there exist robust lotteries given a. Then for any mechanism design problem on
this information structure and any social choice function f, the social choice
rule (a, f) can be implemented such that each agent’s interim expected surplus
is zero.

Proof: Let f be a social choice function for a mechanism design problem on
this information structure. Let m; be a robust lottery for agent ¢ given a. Define

t:(s%) A (%) + gi(s%), Vs e 8¢,

where A > 0 and

a; a—;
s
K2 —1

a_;
—i

a;
7

) = Vi(fi(si",s23"), (s )) — ci(as).
It is straightforward to check that the mechanism (a, f,t) satisfies (3) with the
left-hand side equal to ¢;(a;).

By choosing A sufficiently large we can ensure that for all sf* € S and

9i(s s

BVi(f(si*, 5557, (7%, 8557)) — ta(si", 8251)[8]" = 5]
= BIVi(f (57,853, (57, 82,)) — galsf, 35150 = 87 = A D milsf,s23)
st
= BIVA(F(s5 555, (s8,55) — (s, 5758 = ]
> E[Vi(f(51,323), (s, 32551) — a(B8, 35|37 = sP] = A mi(5i, 855k
5%
= E[Vi(f(577, 55, (s7%,5%5)) — ta(57", 8251|577 = s,

where the second equality follows from (8) and the inequality from (9). Thus,
if agent ¢ chooses information level a;, he has no incentive to lie or opt out
after any realization of his signal.

Suppose, instead, that agent ¢ chooses information level a; D a;. The use of
robust lotteries ensures that, conditional on selection of a; D a;, the optimal
strategy is to truthfully announce s when s = (s ,s?i\ai) is observed;
announcing §;¢ # s;* results in a large negative expected payoff. Without
taking into account the cost of information acquisition, agent i’s expected

— Qa;

hq‘—q,

3

a_;
[

(s

(s

a_;
—i

a_;
—1

S

3

aj
%

a;

|3

)

)
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3 ~di (3 ~di\a1-
payoff after observing §7* = (57, §;
§qi.

P

) would be the same as after observing

b {E {Vi(f(é“i 3, (00 50V, 5 (3 507

i 07— i 7% —1
~a;

where the equality follows from (1) and (8). Agent ¢ would lose ¢;(a;) —c;(a;) >
0 by deviating to a; D a;, making this deviation unprofitable.

Finally, suppose that agent ¢ chooses information level @; such that a;\a; #
(). Then, an argument similar to that in the last paragraph of the proof of
Proposition 3 implies that if agent ¢ announces any s;* € S7*, then given any

~a; zai\a;

K2

= BB |V 55,505 — )

G _ ai
51 =31,

»S_4 i i 15— |8 15

E [71'1(3? 50

5= 5?} =F E[m(s‘“ 559

=i zZi\a; a
a \a} 3

1 79

§CL1', g z\az:|

—1

=F E{m(s‘;"ﬁai)

59, 5 i\‘“} 5

A i 0%

>FE {m(é‘ji, 50

~a;i _ a4
5; —si]
=0

where the inequality follows from (9) and Pr[5% # s%[3% = s%] > 0. Hence it
is not profitable to deviate from the prescribed level of information acquisition
as shown in the proof of Proposition 3

By choosing A > 0 sufficiently large one can ensure that after choosing a,,
agent 7 is better off not participating, thus yielding a payoff of —c¢;(a;), rather
than participate and lie about observing some s;* which yields a payoff smaller
than —¢;(a;). Hence, it is not profitable to choose a; rather than a;. O

Recall that a* is the ex ante efficient information acquisition level and f;.
is the ex post efficient rule associated with a mechanism design problem. The
following is immediate.

Corollary 3 (FULL SURPLUS EXTRACTION.) Consider a mechanism design
problem (£2,5%,q,p, X,u,c). If for each agent i there ewist robust lotteries
given an efficient level of information acquisition a*, then there exists a mech-
anism (a*, f.,t*) that is incentive compatible, interim indiwvidually rational,
and satisfies

* * * * *

a; a’; _ * a; a_; a; a_;
tf(sz yS_g ) = Vi(fa- (si yS_i )7(51 yS_i ) — ci(ay).
We end this section with a characterization result for robust lotteries. The

necessary and sufficient condition in Proposition A is stronger than the suffi-
cient condition of Proposition 4.
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Proposition A (BIKHCHANDANI [6]). Robust lotteries given (a;,a—;) exist

for agent i iff for each s € S}, the set of linear combinations of beliefs over

S h?’i(~|5‘?i,szi\ai), sZi\ei ¢ SiZi\ai, does not intersect with the convex

—i % % A
hull of beliefs hi~*(-[57), V&% = (§?’,§ZZ\(L) € S such that 3% # s
This leads to a sufficient condition for generic full surplus extraction in

terms of the cardinality of the sets of signals and states of nature.

Proposition 6 Fiz (12,57, X,u,c). If ’SZZ < min{|2_,|, |59i|} for each 1,

then full surplus extraction is possible for mechanism design problem (12, 8% ,q,p, X, u,c)
for an open and dense set of (q,p).

Proof: Proposition A implies that full surplus extraction is possible given
(a,a_;) if hy~"(-]s7),s7 € S7* are linearly independent. This is satisfied if
hf(~|sizi), siZi € SiZ'i are linearly independent. As in the proof of Proposition 2,
we can show that this is the case for a generic choice of (g,p) if ‘SZZ <
min{|2_;|,|S5%;|} for each i. 0

In Example 1, the necessary and sufficient condition of Proposition A is
not satisfied. After agent « acquires perfect information about @, his beliefs
over 33 are the same whether 5, ¢ = ¢ or h.

If, instead of assuming that agents’ signals are distributed independently

conditional of w, we assume that (i, 57 §ZTi) are jointly distributed, then

99 194
the hypothesis of Proposition 6 can be weakened to ‘Slzl < |59i|.

6 Discussion

This paper examines when efficient implementation and full surplus extrac-
tion are Bayesian incentive compatible in a setting with covert information
acquisition by agents. What makes this problem nontrivial is that we need to
implement both efficient allocation and efficient information acquisition. We
illustrate by an example that correlation of agents’ private signals does not
guarantee even efficient implementation.

It is interesting to compare sufficient conditions for efficient implementation
and for full surplus extraction. First, as already noted, the sufficient conditions
for (the existence of) semi-robust lotteries in Proposition 4 are weaker than
the necessary and sufficient conditions for robust lotteries in Proposition A.
Second, Proposition 2 shows that the sufficient condition for efficient imple-
mentation in Proposition 1 is generically satisfied if

} (10)

Proposition 6 establishes that a generic sufficient condition for existence of
robust lotteries is

|73 > min{|Q_4], |57

157 < min{|2_],]5%[} an




Mechanism Design with Information Acquisition 25

If (11) is satisfied then so is (10). It follows from (11) that min{|Q2_;|, |SZ |} is
less than or equal to min{|§2_;],|S%,|}, which is less than or equal to |S°,|. Not
surprisingly, the sufficient conditions for efficient implementation are weaker
than those for full surplus extraction.

We have not pursued the tightness of these conditions. Identifying nec-
essary and sufficient conditions for efficient implementation and full surplus
extraction are left for future research.

We can obtain similar results under much weaker assumptions on the
information structure if we relax exact efficiency/FSE to approximate effi-
ciency/FSE and allow the mechanism to implement random action profiles.
Each agent’s incentive constraints and interim individually rational constraints
are more easily satisfied when the other agents’ signals are more informative,
i.e., the other agents acquire more information. For exact efficiency, the level
of information acquisition must be at the efficient level. For approximate ef-
ficiency, however, we can dispense with this upper bound of information by
letting agents acquire the maximum amount of information with small prob-
ability. In this way, we can exploit the maximum amount of information with
very little reduction in efficiency.??

We noted in Remark 1(v) that Proposition 1 extends to sequential infor-
mation within agents. One can also have sequential information acquisition
across agents, where agents observe their signals sequentially and report them
to the mechanism designer who makes information-acquisition decisions across
agents using realizations of all the signals that have been previously observed
by the agents.? It would be interesting to examine sequential information
acquisition across agents in this model.

22 A similar exercise is done in Obara [23] and Rahman and Obara [25]. Some results in
Fudenberg, Levine and Maskin [14] and Kandori [19] are based on a similar idea.

23 Gershkov and Szentes [15] characterize the optimal voting mechanism with sequential
information acquisition without monetary transfer when agents have identical preferences.
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7 Appendix: Omitted proofs

Proof of Corollary 1: We show that the condition for the corollary implies
the condition for Proposition 1. This condition means that the matrix D;P_;

has rank ‘SIZ 1’ (i.e. full row rank), where D; and P_; are as defined in the

proof of Proposition 1. Then we can obtain a full column rank matrix P’

Z;

by selecting independent rows from P_; such that D;P’, is a regular
matrix. Now we show that M%i and the columns of P’ forms a basis of RI-il,

and the

Suppose not. Note that the number of columns for P’

number of vectors in MZi must be at least |2_;| —

cannot be independent, hence there must exist a nonzero vector z € RIS=
such that P’z is in the null space of D;, which implies D;P’ ,x = 0. This is
a contradiction to D; P’ ; being regular. O

To prove Proposition 4, we first prove a lemma. In the following, we fix an
action profile a € A and denote h{~* by h; to simplify the exposition.
Consider the following condition on the information structure.

Condition 1: If A : S x S/ x S’iZ"\ai — R satisfies

I BNCHEFAD TN CTIEA T 3 Y CIRCR A TR EEIr AR

Z\a 50 $Ziai g%
(12)
and
i Zi\ag i i Zi\a;
A(Ese s ) = 30 oA (sesr s =1 (1)
AT JFiai 50

Zi\ai Zi\a;
for any s7, then A (57,57, s; \%) must be 0 for any s;*, 57" # 7" and s N

The following lemma shows that this condition is equivalent to the existence
of a semi-robust lottery for every s € S".

Lemma 1 Condition 1 is satisﬁed if and only if there exist semi-robust lot-
teries given a, i.e., there exists t; : S x S*7* — R that satisfies

" —i —i Zi\aj i —i i
Z ti(si 2y ) hi(s2y 5§, 87 e ) < Z ti(55, 52 Y ha(sZy' s

—i
s_,; S_;

Z;
: 75z \ab)

for any s{,57" # si' € S and for any sZ i g SZl\al.
Proof: There exists such ¢; : SZ‘-“ X Si;”’ — R if and only if the LP below has
a feasible solution:

mtin 0
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S.t.
Z t(50, 8% hi(s™ s ',sizi\“")—z t(sdt, 84 hi(s™ |s? ',siZi\ai) >1, Vs Zi\ai , Vsl VST £ sl
S‘i:z‘ S‘i:i
Its dual is
i g0i gZi\ai
fgggZ DD M)
500 5 ogs Z\a
s.t.
p Z1 i Z i i PN 7] —i|a Zz i
S a(Essl e (st s s ) = 30 S A (s s e (s s ST
7;Z i\ag élz;éé;"z 1Z i\a; 6177552”
Vsl Vst (14)

The LP has a feasible solution iff every feasible solution to the dual satisfies

)\(’s\fl,sf%,szz \ai) =0 for all 57", for all 57 # s}, for all s; 2% Summing (14)

over s** we have

_- E Z Z (1i7 ;117 ZZ\az) Z Z (:117/\;117512\%) >0, VS(Z-“

Z i\a; 5% ag Z \a; 5% ag
s; i3, #s; s; i35, #s;

Let B be any large enough number so that B > v(s;?) for all si* and select
any A ( i g0 gZi \ai) > 0 for each s;* so that

Z”L’Z

Z A <sf7,sfl,slz \as ) =B —v(s]") > 0.

Z;\a;
i\ag
Si

Then we have

> 3 A(E s s ) = 3 S (A s) = B> 0

gZi\ei 37 Z\a; 2%
i Si st 8

Then (14) is equivalent to

D0 oA (E st s ) e (s s T ) = 3D ZA( o E TN e (5 R T

Z\a ’\a‘l Z\a ’\az

Vsii, Vst

—1

which is (12). Without loss of generality, let B = 1 and the lemma follows. 0O

Proof of Proposition 4: We just need to show that the assumption on S;"
for Proposition 4 implies Condition 1. Suppose that S;'* can be ordered as



28 Sushil Bikhchandani, Ichiro Obara

assumed and that A > 0 satisfies (12) and (13). Then the following equation
holds for s; (1) € S :

Z Z)\( Z\a>hi (|31( 7 ZZ\%) Z Z)‘(Sz ,A;li7 ZZ\ai

Z \a; g% Z i\ag g%i
(15)
We can define g ( 21 (1), siZi\ai) and 17 > 0 so that the following equation is

satisfied for every sz i\,

g(si (1), ZZ\a ) +Z; ( ; i(l),SiZi\ai) _ Py (NZ Aas :87;Zi\ai

si (1))

Add ) z\e; g (sl (1), siZi\ai) h; (|.9z (1) ,sl-Zi\ai> to both sides of (15) as fol-

lows:
) ZA@?W(D, SPN) g (s (1), 570) B (s (1), 57
=2 X A(sar s m ()

$ZiNe By (1)

+ 30 (@m0 g (s ) 5E ) i (s (1 55)

sZi\ai
Divide both sides by 7. Then we obtain

Z Pr (~Z \ai _ siZ'i\ai|5i (1)) hi <|57 (1)’5?\@1)

Sizi\al
= hi (-|si (1))
*Z 2 (st b (R )

Z\%s#s()

3 D000 ) 0.

Z i\a;

~a; _Zi\a;

Since s; (1) is separated from S by assumption, this implies A (sl (1),s7,s;
0 for any 5% # s; (1) and s7*\".
Zi\a;

Note that }° z\e; A (Si( ).si(1), 8" ) = 1 by (13). This in turn implies

A (fsf, si (1) ,siZi\ai) =0 for any 5% # s; (1) and 52"\ by (13) again.
The rest of the proof is by induction. Suppose that for every r = 1,2,...,m
A (sz (r) ,E?'i,siz"\a’) = A <§;“,sl- (r) sZi\ai) = 0 for any s/ # s;(r) and

? %

):
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sZ\% by (13). For s; (m + 1), we get

A (sl’ si(m+1), Sizri\%v) hi ('|5i (m+1) 75iZ¢\ai>
sfi\ai 577€S7 \{s:(1),...,s:(m)}
= E E A (51 (m + 1) s S{i,s?\m) h; ( ’S\gi’SiZi\ai)
SXZi\ai 577€87 \{s:(1),...,s:(m)}

1

Zi\a;

As in the first step, define g (sl (m+1),s; ) and n > 0 that satisfies

Zi\a; ~a; Zi\a;
g (57/ (m + 1) S, \ ) + Zé\jz ES?’L\{Si(l),...,Si(m)} A (Sl 5S4 (m + 1) S, \ )
n
e (70—

7

s; (m+ 1)) .

Since s; (m + 1) is separated from S;*\ {s; (1) ,...,s; (m)}, by exactly the same
~a; Zi\a;

argument, we have A (sz (m+1),87,s; ) = 0forany 57" € S7*\ {s; (1),...,8: (m),s; (m +1)}
and siZi\ai. Thus, Es_zi\ai A (sl (m+1),s; (m+1) ,s.Zi\al) =1land ) (fsf, s;i (m+1) 7S.Z"\ai) =

2 ?

0 for any 5" # s; (m + 1) and sizi\ai by (13). This proves the proposition. 0O
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