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Abstract 

 
Microenvironmental Cues Driving CD44-mediated Glioblastoma Invasion  

through Hyaluronic Acid-rich Matrix 

by 
 

Kayla Janean Wolf 
 

Joint Doctor of Philosophy in Bioengineering 
with University of California, San Francisco 

 
University of California, Berkeley 

 
Professor Sanjay Kumar, Chair 

 
Interactions between tumor cells and the extracellular matrix (ECM) play a critical role in 
tumor invasion. Glioblastoma (GBM) is a highly malignant primary brain cancer 
characterized by diffuse infiltration, with tumor cells invading slowly through the hyaluronic 
acid (HA)-rich parenchyma toward vascular beds and then migrating rapidly along 
microvasculature rich in collagen, fibronectin, and laminin. Nonetheless, little is known 
about how cells navigate nonfibrillar 3D matrices, such as the HA-rich brain parenchyma, 
or how plasticity in cell migration modes between intraparenchymal and perivascular 
spaces influences invasion. Progress in understanding local infiltration, vascular homing, 
and perivascular invasion is further limited by the absence of culture models that 
recapitulate these hallmark processes. The transmembrane receptor CD44 directly 
facilitates tumor cell invasion by engaging HA in brain matrix and is therefore a likely 
candidate for mediating invasive plasticity.  
 
In this dissertation, we investigate how topographical cues in the perivascular niche 
instruct cell invasion modality and how CD44 coordinates with the cytoskeleton to 
facilitate invasion through HA-rich matrices. We first describe the development of a 
platform for GBM invasion consisting of a tumor-like cell reservoir and a parallel open 
channel “vessel” embedded in the 3D HA matrix. We show that this simple paradigm is 
sufficient to capture multi-step invasion as well as transitions in cell morphology and 
speed reminiscent of those in GBM. Tumor cells within the model grow into multicellular 
masses that expand and invade the surrounding HA-rich matrices while extending long 
(10–100 µm), thin protrusions before encountering the open channel. We then assess 
how HA signals arise in vivo and how these signals are generally incorporated into in vitro 
models to mechanistically investigate HA-mediated motility. Finally, we employ our HA 
hydrogel platform to probe the role of CD44 in cytoskeletal motility. We show that 
continuous and patient-derived GBM tumor cells interacting with both 2D and 3D HA 
substrates exploit CD44-based microtentacles (McTNs) to support cell migration. These 
McTNs are stabilized by a balance between microtubule-driven protrusion and 
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actomyosin-driven retraction, which are mechanistically coupled by an IQGAP1-CLIP170 
complex.  Cells approaching vascular structures transition from McTN-based motility to a 
quasi-2D mesenchymal motility involving actomyosin bundles. McTN-driven motility 
and/or the transition to mesenchymal motility may represent an important new target for 
GBM discovery and therapeutics. 
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Chapter 1. Dissecting and rebuilding the glioblastoma microenvironment with 
engineered materials 

 
Parts of this chapter are excerpted with permission from Springer Nature, from the article 
“Dissecting and rebuilding the glioblastoma microenvironment with engineered 
materials,” by Kayla J. Wolf, Joseph Chen, Jason D. Coombes, Manish K. Aghi, and 
Sanjay Kumar in Nature Reviews Materials, 4, 651-668 (2019). 
 
© 2019, Springer Nature 
 

 1.1 Abstract 

 
Glioblastoma (GBM) is the most aggressive and common form of primary brain cancer. 
Several decades of research have provided great insight into GBM progression; however, 
the prognosis remains poor, with a median patient survival time of ~15 months. The tumor 
microenvironment (TME) of GBM plays a crucial role in mediating tumor progression and 
thus is being explored as a therapeutic target. Progress in the development of treatments 
targeting the TME is currently limited by a lack of model systems that can accurately 
recreate the distinct extracellular matrix composition and anatomic features of the brain, 
such as the blood–brain barrier and axonal tracts. Biomaterials can be applied to develop 
synthetic models of the GBM TME to mimic physiological and pathophysiological features 
of the brain, including cellular and extracellular matrix composition, mechanical properties 
and topography. In this Review, we summarize key features of the GBM 
microenvironment and discuss different strategies for the engineering of GBM TME 
models, including 2D and 3D models featuring chemical and mechanical gradients, 
interfaces and fluid flow. Finally, we highlight the potential of engineered TME models as 
platforms for mechanistic discovery and drug screening, as well as preclinical testing and 
precision medicine. 

1.2 Introduction 

 
Glioblastoma (GBM) is the most common and aggressive primary central nervous system 
tumor, with a devastatingly low median patient survival of 15 months1,2. Glioblastoma 
(GBM) comprises 47.7% of all malignant primary central nervous system tumors with a 5 
year patient survival of 5.6%.1 About 95% of patients are diagnosed after age 40 (median 
age = 65), and no genetic predispositions are known.3 GBM driver mutations can be 
traced to astrocyte-like neural stem cells in the subventricular zone4; notably, targeting 
radiotherapy towards the subventricular zone improves patient outcome.5,6 Primary GBM 
tumors arise de novo and account for 90% of cases, whereas secondary tumors arise 
from lower-grade gliomas and account for 10% of cases.7 Secondary tumors are typically 
diagnosed in younger patients (mean age = 45 years) and correlate with longer survival.1,7 
Patients with both primary and secondary tumors typically present symptoms of increased 
intracranial pressure, such as headaches, neurological defects and seizures.8 The 
diagnosis of GBM is based on the presence of several histological features including 
anaplasia, mitotic activity, microvascular proliferation and necrosis.9 Isocitrate 
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dehydrogenase (IDH)-mutant status correlates with secondary GBM and better 
prognosis, possibly because IDH mutation increases genome-wide methylation.10,11 
 
Standard treatment consists of surgical resection, followed by chemotherapy and 
radiotherapy12. Surgical resection provides clinical relief, enables tissue acquisition for 
diagnostic analysis and increases survival.13 However, GBMs exhibit a diffuse invasion 
pattern, in which tumor cells either migrate individually or collectively infiltrate healthy 
tissue beyond the tumor margin14, making complete surgical resection virtually 
impossible13. Surgical resection must be balanced with the need to preserve precious, 
intact tissue. Radiotherapy protocols cover a 2 cm margin beyond the visible tumor 
margin; however, microscopic tumor invasion may spread beyond this distance15. Since 
2005, alkylating-agent temozolomide (TMZ) combined with radiotherapy has become the 
standard-of-care for newly diagnosed GBM.12,16 Methylation of the promoter necessary 
to express O6-methylguanine methyltransferase (MGMT), a DNA excision repair enzyme, 
suppresses reversal of TMZ-induced DNA damage and correlates with increased 
survival.17 Despite initial efficacy, tumors ultimately acquire therapeutic resistance and 
recur.18 Nitrosureas or a combination of procarbazine, lomustine and vincristine are 
second-line treatments owing to their higher toxicity and poorer efficacy compared to 
TMZ.19,20 Bevacizumab, an antibody-based antiangiogenic therapy, which normalizes the 
vasculature, was FDA-approved for recurrent GBM in 2009, but was ultimately ineffective 
at treating GBM in randomized clinical trials.21–24 Steroids, specifically dexamethasone, 
are prescribed throughout treatment to ameliorate peritumoral edema and discomfort.13  
 
Infiltrating tumor cells are enriched with glioblastoma stem cells (GSCs), which are tumor 
cells characterized by their ability to recapitulate the vast heterogeneity of GBM cell 
phenotypes through propagation and differentiation25. GSCs are often highly refractory to 
chemotherapy, driving tumor recurrence and chemoresistance18. The tumor 
microenvironment (TME), which contains extracellular matrix (ECM), interstitial fluid and 
various stromal cells (for example, astrocytes, macrophages and endothelial cells), is a 
key regulator of tumor progression26. Substantial advances have already been made in 
understanding microenvironmental contributions to the progression of other cancers, 
particularly breast cancer27–30  and pancreatic cancer31,32. Therefore, new therapies have 
also been developed to target the GBM TME33,34. 
 
Unique features of the brain TME include the blood–brain barrier (BBB), the presence of 
myelinated and interconnected axon tracts, and a distinct ECM composition, all of which 
pose specific challenges for treatment26,35,36. The BBB, even after losing integrity during 
tumor progression, is impassable for most chemotherapeutics37 and is especially 
impermeable in the actively invading tumor regions, where the BBB is intact38. Haptotactic 
cues from the vascular basement membrane and enrichment of vascular-derived 
chemotactic cues further drive cell invasion and therapeutic resistance of tumor cells in 
the perivascular space35. Interconnected axon tracts also provide haptotactic cues for 
cellular invasion and represent a major barrier to surgical resection39,40. Furthermore, in 
contrast to other solid tissues, brain ECM is particularly soft (300–3,000 kPa)41,42, lacks 
collagen fibers and is rich in hyaluronic acid (HA), tenascins and chondroitin sulfates36. 
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Interestingly, GBMs rarely intravasate and metastasize from the brain, possibly owing to 
early patient mortality or the unique features of the brain TME43. 
 
Investigations of TME–tumor interactions are limited by a lack of model systems that 
accurately represent the human brain microenvironment. Biomaterials and engineered 
devices offer the possibility to recreate brain-like TMEs, enabling mechanistic discovery 
and therapeutic screening in environments that mimic tissue more closely than traditional 
2D culture paradigms. For example, standard tissue culture plastic and reconstituted 
basement membrane preparations lack design flexibility and fail to capture key 
compositional, structural and mechanical features of the brain TME44–46. Furthermore, 
engineered TME models can be tailored to incorporate patient-derived cells and matrix, 
offering a route towards precision medicine. In this Review, we summarize how the TME 
drives GBM progression, describe potential therapeutic targets and investigate designs 
and applications of engineered TME models in research and the clinic. Finally, we outline 
new directions for designing, fabricating and employing engineered models in patient 
care. 
 

1.3.1 Glioblastoma microenvironment 

 
The TME provides a dynamic array of signals that drive proliferation, invasion and 
resistance (Fig. 1). These signals can be broadly categorized into ECM composition, 
ECM mechanics, topographical cues, interstitial fluid and stromal-cell interactions (Table 
1). 
 
TABLE 1. Key signals in the tumor microenvironment. 

Signal type Signal Signalling effects Effect on tumor progression Refs. 

Matrix 
composition 

HA 
GBM cells increase HA 
synthesis and 
degradation 

Low MW HA accumulates 
and promotes GBM cell 
invasion, GSC stemness 
and GSC resistance  

47–56 

 Fibronectin 
GBM cells decrease 
fibronectin expression 
and crosslinking  

Invasion and sensitivity to 
therapy increase 

57–60 

 Tenascin C 
GBM cells express more 
tenascin C 

Tenascin C increases matrix 
stiffness and GBM cell 
invasion and proliferation 

61–63 

 Laminin 
GSCs interact with 
laminin 

GSCs show increased 
stemness, invasion and 
proliferation 

57,64–66 

Matrix 
mechanics 

Elastic modulus 

Elastic modulus 
increases in 
pseudopalisades and 
decreases in necrotic 
core compared to healthy 
tissue 

Increased modulus 
promotes GBM cell 
migration and proliferation in 
vitro 

67–75 

 Density 
GBM cells produce more 
matrix than non-tumor 
cells 

High matrix density 
decreases perfusion and 

76,77 
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increases ECM compaction 
and cell damage 

Topography Microvasculature 

Tumors exhibit 
hypervascularity with loss 
of BBB integrity and 
change in basement 
membrane composition 

Tumor cells invade rapidly 
along vasculature 
 

78,79 

 Myelinated tracts 
GBM cells remodel 
myelin coating 

GBM cells invade rapidly 
along myelinated tracts 

80–84 

Interstitial 
fluid 

Pressure Tumors exhibit edema 
Pressure from edema is a 
barrier to chemotherapy 

85,86 

 Fluid flow 
Convection-enhanced 
therapy increases flow 
rates 

Fluid flow promotes invasion 
and proliferation  

87–92 

Stromal and 
endothelial 
cell 
crosstalk 

TAMs 

GBM-derived osteopontin 
recruits and maintains 
TAM phenotype; 
TAMs secrete complex 
array of cytokines and 
growth factors 

Immune activity (from 
cytotoxic T cells) increases; 
growth factors increase 
GBM proliferation, survival 
and migration 

93,94 
 

 TAAs 

GBM cells activate TAAs; 
TAAs activate tumor cell 
MMP and uPA 
expression 

Intratumoral immune 
response decreases; 
GBM invasion increases and 
cells become more 
chemoresistant  

95 

 
Vascular 
endothelial cells 

Vascular endothelial cells 
secrete IL-8 

GSC migration, proliferation 
and stemness increase 

96 

 Neurons 
Neurons secrete 
neuroligin-3 

GBM proliferation increases 97 

 MSCs 
MSCs provide exosome 
cargo such as miR-1587 
and secrete IL-6 

GSCs proliferation and 
tumor cell survival increase 

98,99 

GBM, glioblastoma; GSC, glioblastoma stem cell; HA, hyaluronic acid; IL, interleukin; miR, microRNA; 
MMP, matrix metalloprotease; MSC, mesenchymal stem cell; MW, molecular weight; TAA, tumor-
associated astrocyte; TAM, tumor-associated macrophage, TME, tumor microenvironment; uPA, 
urokinase-type plasminogen activator; ECM, extracellular matrix. 

 

1.3.2 Extracellular Matrix 

 
Normal brain ECM, in contrast to the ECM of other solid tissues, is enriched in 
glycoproteins, such as tenascins and link proteins, glycosaminoglycans (GAGs), such as 
HA, and proteoglycans, such as aggrecan, neurocan, versican and phosphacan100. 
Conversely, fibrillar proteins, such as collagen and fibronectin, are relatively sparse47. In 
tumors, the abundance of ECM components is altered; in particular, the level of GAGs is 
increased by 3–4-fold101. Astrocytes and oligodendrocytes produce the majority of brain 
ECM in normal tissue, but GBM cells also express their own pro-invasive matrix35,102. 
GBM cells can also induce stromal cells to express specific ECM components. In highly 
angiogenic tumors, tumor cells overexpress tenascins and vitronectin, and stromal cells 
produce excess laminin, fibronectin and collagen IV103. 
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HA, a polyanionic GAG localized primarily in the intraparenchymal region, is the most 
abundant component of brain ECM47. Expressed as a megadalton linear chain in healthy 
tissue, HA regulates tissue mechanics, organization and hydration. HA also activates 
cellular signalling through surface receptors such as CD44 and receptor for hyaluronan-
mediated motility (RHAMM)104,105. The differential signal transduction and functional 
contributions of CD44 and RHAMM remain incompletely understood; however, it is known 
that both receptors can drive invasion48,49,54. Both tumor and stromal cells produce HA in 
high-grade gliomas and GBMs overexpress hyaluronan synthase 2 (HAS2)50,51,55. 
Whether downstream signals arising from HA–receptor interactions are pathologic is 
determined by the molecular weight of HA; low-molecular-weight HA provides pro-
invasive cues and high-molecular-weight HA reduces tumor invasion52,53. Accordingly, 
GBM spheroids are less invasive in 3D matrices crosslinked with 500 kDa HA than with 
60 kDa or 10 kDa HA56. The crucial role of HA in GBM progression motivates the 
investigation of the effects of the molecular weight, mechanical properties and signalling 
of HA in engineered TME models. 
 
Laminin, fibronectin and collagen IV are mainly localized in vascular basement 
membranes36,106. Laminin has been shown to be particularly potent in driving GBM 
progression; however, downstream signalling mechanisms may be isoform specific107. 
For example, in a zebrafish model, laminin α5 increases the formation of blood-vessel-
dependent tumors but reduces the migration speed of GBM cells64. In human cell culture 
models, laminin α2 supports GSC growth66 . Interestingly, GSCs are often propagated on 
laminin-coated culture dishes, and laminin-binding integrin α6 is necessary for GSC 
renewal, proliferation and tumor formation65. By contrast, fibronectin expression is often 
decreased in GBMs57. Fibronectin assembly reduces GBM cell migration and fibronectin 
depletion increases migration58,59. Pharmacological disruption of fibronectin assembly in 
orthotopic mouse models also sensitizes tumors to chemotherapy60. Thus, assembled 
fibronectin may inhibit GBM cell invasion but may also reduce the efficacy of 
chemotherapy. Whether targeted disruption of fibronectin would advance or counteract 
therapeutic goals remains unclear. Fibrillar collagens, such as collagen I, are not 
abundant in normal brain tissue; however, non-fibrillar collagen IV is present in basement 
membranes of the brain vasculature108,109. Despite widespread use in engineered TME 
models44,46, the role of parenchymal collagen in GBMs in vivo is unclear. Evidence 
suggests that the structural organization of collagen has an influence on GBMs; 
accumulation of punctate or non-fibrillar collagen can be correlated with a more invasive 
phenotype than accumulation of organized fibrillar collagen, which may structurally 
impede parenchymal invasion110. 
 
The brain also contains matricellular proteins, which regulate tissue structure and tumor 
invasion100. Tenascin C, which is a large (180–250 kDa) glycoprotein that crosslinks 
matrix, is particularly important in GBM progression111,112. Aggressive gliomas are 
enriched in tenascin C, which correlates with poorer patient prognosis63. Interestingly, 
glioma ECM stiffness also corresponds with levels of tenascin C but not with levels of 
type I collagen abundance, vascularity or tumor cell density63. Tenascin C further 
participates in cell–cell crosstalk. Tumor-cell-derived tenascin C interacts with α5β1 and 
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αvβ6 integrins on T lymphocytes, resulting in reduced mTOR signalling and 
immunosuppression62. Additionally, the presence of tenascin C in collagen I matrices 
leads to an increase in matrix metalloproteinase (MMP)-12-mediated GBM invasion61. 
Other matricellular proteins, notably agrin, insulin-like growth factor-binding protein 
(IGFBP) 7 and secreted protein acidic and rich in cysteine (SPARC), are dysregulated in 
GBM vascular basement membranes, which may contribute to the disruption of the BBB 
and angiogenesis78,79. The matricellular protein osteopontin (Spp1) is further implicated 
in promoting GBM therapeutic resistance. Osteopontin affects the permissiveness of the 
TME and maintains the stemness of GSCs through CD44-dependent signalling in the 
perivascular space113–115. 
 
The expression of these different ECM components is highly intertwined. For example, 
silencing uridine diphosphate-glucose 6-dehydrogenase (UGDH), which is an enzyme 
required for GAG monomer synthesis, results in decreased GAG production and 
abundance of tenascin C and brevican, leading to a reduction of tumor growth and 
migration in animal models116. Therefore, dissecting the complexity of matrix composition 
in engineered TME models may uncover targetable drivers of GBM progression. 
 
The mechanical properties of the tumor ECM, for example, matrix density and bulk 
storage modulus, also play an important role in GBM progression. Like most tumors, 
GBMs also exhibit an elastic modulus almost twice that of normal tissue, possibly owing 
to changes in ECM expression and increased compaction67,68. However, the elastic 
modulus varies strongly by region, with a lower modulus observed in necrotic regions 
(~0.1 kPa) than in the hypercellular core (~10 kPa) and a higher modulus observed in the 
hypercellular core compared with healthy tissue (1 kPa)69. Notably, GBM cell proliferation 
and migration is mechanosensitive70,75, although the degree of mechanosensitivity varies 
between patients71. The mechanosensitivity also differs between tumor cell 
subpopulations, and some GSCs lack mechanosensitivity72,117. High matrix modulus 
(6.9 kPa compared with 0.15 kPa) induces CD44-dependent cell migration and spreading 
on HA74. High matrix modulus (119 kPa compared with 0.08 kPa) also amplifies epidermal 
growth factor receptor (EGFR) signalling, promoting proliferation73. Matrix density is also 
higher in GBMs than in healthy brain tissue, perhaps owing to compaction caused by 
matrix overexpression and high cell density. Compaction of GBM cells in vitro further 
induces expression of collagen IV and VI, vascular endothelial growth factor (VEGF) and 
the collagen-crosslinking enzyme lysyl oxidase, which is associated with an increase in 
angiogenesis and matrix elastic modulus77. The growing tumor mechanically compresses 
tissue, damaging neurons and restricting vascular perfusion76. GBM ECM remodelling 
progresses as a positive feedback loop in which tumor cell proliferation and ECM 
production cause an increase in elastic modulus, which, in turn, further promotes tumor 
cell proliferation and invasion. 
 

1.3.3 Tumor-stroma interactions 

 
GBM cells most rapidly invade along anatomical tracks, such as the vasculature and 
myelinated axons36,40 (Fig. 1c,d,e). As GBM cells invade through the perivascular space 
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along the vascular basement membrane, they disrupt astrocytic end feet contacts with 
endothelial cells and weaken the BBB118 (Fig. 1e). A combination of haptotactic, 
chemotactic and topographic cues are likely responsible for this pattern of invasion. Many 
integrin-binding matrix proteins, such as laminin, collagen and fibronectin, are localized 
at the vascular basement membrane and are relatively sparse in other brain regions36,106. 
Basement membranes have a higher elastic modulus than the surrounding matrix, which 
may promote a mechanosensitive, integrin-mediated migration119. The perivascular 
space is also rich in paracrine signals from perivascular support cells, as well as nutrients 
crossing the BBB120. The detailed mechanisms of invasion along myelinated axon tracts 
remain elusive thus far; however, MMP-mediated remodelling of myelin from a non-
adhesive to an adhesive substrate is likely involved81–83,121. GSCs that migrate along 
remodelled or deteriorating white-matter tracts gain access to the Notch ligand Jagged1 
on exposed nerve fibers, which further promotes invasive growth84. Culturing GBM cells 
on engineered surfaces with linear topographies shows that linear presentation of ECM 
cues strongly affects migration speed. The resulting constraint and alignment of actin 
bundles, as well as cytoskeletal polymerization, coordinate rapid, persistent 
migration122,123. 
 
Solid tumors exhibit an abnormally high interstitial fluid pressure and volume, mainly 
owing to leaky vasculature85,86. Interstitial fluid flow is most rapid along axon tracts and in 
perivascular spaces, promoting the distribution of soluble cues, for example, pro-
angiogenic factors87. Rapid flow in parallel with white-matter tracts leads to an increase 
in the invasion speed of tumor cells, possibly owing to shear stress or to effects on soluble 
cue gradients88. In vitro and in vivo studies show that interstitial fluid flow promotes 
migration mediated by the C-X-C chemokine receptor type 4 (CXCR4) receptor and, to a 
lesser degree, by CD44–HA interactions89,91,92. The composition of interstitial fluid 
substantially varies by tumor region. Lack of dissolved oxygen (hypoxia) and low pH are 
characteristic of interstitial fluid in the tumor core, which perpetuates necrosis and drives 
tumor cells towards invasive and pro-angiogenic phenotypes124. The high interstitial fluid 
pressure (IFP) in solid tumors is a major barrier to chemotherapeutic delivery because it 
prevents the transport of small molecules into the tumor core86. Some therapeutic 
treatments cause a decrease in IFP, which could improve the therapeutic efficacy and 
reduce oedema. In particular, treatment with bevacizumab in orthotopic GBM models 
causes a reduction in IFP by ~73%, likely owing to a normalization of the vascularity24 
(Box 1). The importance of interstitial fluid in GBM is well established; however, 
therapeutic interventions to target interstitial fluid are limited. 
 
Tumor cells and stromal cells in the TME co-evolve during tumor progression. Immune 
and inflammatory cells, such as infiltrating monocytes and fibroblasts, endothelial cells 
and glioma-associated mesenchymal stem cells (MSCs), which are located throughout 
the tumor and in the intraparenchymal region, interact with tumor cells, driving disease 
progression (Fig. 1). Tumor cells also interact with other intraparenchymal stromal cells, 
such as astrocytes, pericytes, oligodendrocytes and neurons. A common and crucial 
function of these non-tumor cells is to secrete signals that modulate tumor cell survival, 
proliferation and migration. For example, MSCs secrete exosomes and soluble cytokines, 
such as interleukin-6 (IL-6), which interact with GSCs, increasing their proliferation and 
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stemness98,99. Tumor-associated astrocytes (TAAs) release secreted factors that support 
tumor cell survival and proliferation, modulate the intratumoral immune response and 
promote invasion by activating tumor-derived matrix-remodelling enzymes, including 
MMPs and urokinase-type plasminogen activator (uPA)95. GBM cells also extensively 
interact with microglia and infiltrating tumor-associated macrophages (TAMs) to suppress 
an antitumor immune response93,94,114. Neurons promote proliferation of GBM cells 
through secretion of soluble factors such as neuroligin-397. Tumor cells also closely 
interact with vascular endothelial cells (Fig. 1c,e). For example, endothelial cells secrete 
IL-8 and GSCs upregulate IL-8 receptors, which stimulates migration, growth and 
stemness96. Tumor cells can further directly participate in vessel mimicry by aligning with 
endothelial cells to form vascular walls or by transdifferentiating into endothelial 
cells125,126. Therefore, the incorporation of the stromal secretome in engineered TMEs is 
important, owing to its crucial role in regulating tumor cell behaviour, particularly in the 
context of immunotherapy. 
 

1.4.1 Targeting the microenvironment 

 
The TME substantially changes over time and in the different microregions, particularly 
during therapeutic treatment. Magnetic resonance imaging (MRI) scans of newly 
diagnosed patients typically reveal a contrast-enhancing, irregularly shaped GBM tumor 
border with pseudopalisades or regions of high cell density, surrounding a hypointense 
region of necrosis8  (Fig. 1a,b). Necrotic cores are thought to arise once the tumor cell 
density exceeds a certain threshold at which the cells can no longer be supported by 
diffusion-based transport of nutrients, gases and metabolites from deteriorating or 
occluded vasculature. As cells migrate away from hypoxic regions, pseudopalisades form 
and recruit new vasculature127 (Fig. 1b,c). As the tumor grows and invades, the adjacent 
tissue deteriorates (Fig. 1d,e). Neurodegeneration is caused not only by mechanical 
stresses76 but also by aberrant levels of tumor-secreted soluble factors, such as the 
extracellular domain of CD44128. Surgical resection of >98% of the gross tumor, including 
necrotic and pseudopalisading regions, increases overall patient survival129. Metabolic, 
fluorescent dyes can be employed during surgery to improve the identification of the 
tumor edge, although the clinical benefit is not yet clear130. Carmustine-releasing Gliadel 
wafers can be implanted following surgical resection and may especially benefit patients 
for whom gross resection is unfeasible; however, the efficacy and safety of this approach 
remain controversial131,132. Tumor-treating fields (alternating electric fields) that disrupt 
mitosis may also improve patient survival133,134. 
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Figure 1. Schematic of gliobastoma (GBM) regions. This GBM schematic illustrates 
changes during tumor progression in the different microenvironmental regions. a) The 
necrotic core is softer than surrounding tissue and is thought to form after increases in 
cell density beyond a certain threshold or vaso-occlusive events result in hypoxia. b) 
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Psuedopalisades are regions of high cell density thought to form as cells migrate away 
from hypoxic regions. These zones have an increased elastic modulus and matrix 
production compared to healthy tissue and necrotic regions. GBM cells invade from the 
outer edge of the cell-dense tumor into healthy tissue at the infiltrating rim. c) GBM tumors 
show hypervascularity with increased angiogenesis compared to healthy brain tissue. 
Tumor-associated vasculature is poorly formed, leaky and leads to an increase in 
interstitial fluid pressure. d) Tumor cells invading through the parenchyma often follow 
and remodel the surface of myelinated tracts – a region in which high interstitial fluid flow 
may also drive invasion. e) Tumor cells rapidly invade the vasculature, where they are 
exposed to nutrients, high interstitial fluid flow and haptotactic cues in basement 
membranes. The perivascular niche also supports stemness and survival of glioblastoma 
stem cells (GSCs). TAM, tumor-associated macrophage; ECM, extracellular matrix; BBB, 
blood-brain barrier. 
 
 

1.4.2 Glioblastoma stem cell niches 

 
The resection of diffusely invading cells beyond the gross tumor edge poses risks of 
destroying functional tissue. Even if resection is performed beyond the tumor edge, there 
is no assurance that all tumor cells can be located and resected5. The clinical need for 
therapies targeting the remaining tumor cell population has motivated the investigation of 
how the TME promotes survival, invasion and proliferation of diffusely infiltrating tumor 
cells. GSCs are especially adept at invading healthy tissue and resisting chemotherapy 
and radiotherapy, which makes them a key candidate for targeted adjuvant therapies. 
GSCs reside within specific anatomic niches, which are specialized microenvironments 
that regulate GSC stemness, proliferation and apoptosis resistance, analogous to tissue 
stem cell niches120,135–137. Importantly, these niches shield GSCs from anticancer 
therapies by providing pro-survival cues and by anatomically blocking them from therapy 
exposure138. Four unique zones (subarachnoid, perineuronal, perivascular and 
perinecrotic) have, thus far, been identified that support GSC self-renewal and 
proliferation137. Each zone has a distinct TME composition with niche-specific 
transcriptional and epigenetic signatures136,137. 
 
The contributions of the perivascular niche to therapy resistance, infiltration spread and 
disease progression are perhaps best understood120,135,139–141. In the perivascular niche, 
GSCs and the TME engage in cooperative signalling, promoting neovascularization and 
GSC maintenance. The leaky vasculature provides access to nutrients, and the 
endothelium activates Notch-dependent pathways that promote GSC self-renewal and 
therapy resistance142. In turn, GSCs support neovascularization by secreting angiogenic 
factors such as VEGF143. Interestingly, endothelial-derived nitric oxide increases the 
tumor-initiating capacity of the platelet-derived growth factor receptor (PDGFR)-
expressing subset of GSCs144. Matrix composition and mechanics of the perivascular 
niche also drive GSC tumorgenicity120. In particular, HA regulates GSC stemness by 
engaging the HA-specific cell surface receptors RHAMM145 and CD44 and by activating 
the transcription of stemness modulators146. HA also activates the Toll-like receptor (TLR) 
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4–nuclear factor (NF)κB pathway to promote stemness; the expression of TLR4 receptors 
is upregulated during GSC differentiation along with HA synthesis, which increases NFκB 
activity and suppresses terminal GSC differentiation147. Furthermore, altered 
mechanotransduction caused by niche remodelling stimulates GSC tumorgenicity148. For 
example, a pro-tumorigenic glycocalyx–integrin feedforward loop, in which ECM stiffening 
induces a mesenchymal transition in GSCs, drives GBM progression correlated with poor 
prognosis149–152. In a brain-mimetic biomaterial platform for the 3D culturing of patient-
derived GBM cells, the modulation of both the HA content and of the mechanical 
properties of the biomaterial are required to recreate the known resistance of GBM cells 
to the EGFR inhibitor erlotinib, highlighting that the TME can diminish therapeutic 
efficacy153. 
 
Although less understood, hypoxic GSC niches also substantially contribute to the 
maintenance of GSC populations124,154,155. Hypoxic niches arise when defective vessels 
are obstructed or collapse, which leads to a reduction in oxygenation155. Cells adapt to 
low oxygenation by activating hypoxia-inducible factors (HIFs)124. Activation of HIF-1α 
promotes GSC self-renewal and growth and causes pro-invasive protein expression 
through upregulation of CXCR4, which is a chemokine receptor related to increased 
migration154. Similarly, HIF-2α promotes the expression of Oct4, which is a stem cell 
marker strongly associated with stemness156. Interestingly, HIF-2α is specifically 
expressed by GSCs and, thus, may serve as a potential GSC-specific marker156. Hypoxia 
may even promote the reprogramming of non-stem GBM cells towards a GSC-like 
phenotype156. Therefore, TME niches play a multifaceted role in regulating GSCs, 
motivating their investigation in engineered TME models. 
 

1.4.3 Microenvironmental changes 

 
Radiotherapy increases overall patient survival by reducing tumor burden and by 
improving BBB permeability for chemotherapeutics; however, radiotherapy also triggers 
the remodelling of the TME, which increases the aggressiveness of tumors at 
recurrence157. In response to radiation, TAMs infiltrate the tumor through the defective 
BBB and astrocytes adopt a reactive phenotype, which induces tissue inflammation157. 
Moreover, in contrast to bulk tumor cells, GSCs are particularly efficient at evading 
radiotherapy by activating DNA damage checkpoints to repair DNA damage158. The TME 
promotes tumor cell survival during radiation treatment; for example, in a co-culture of 
GSCs with astrocytes, signal transducer and activator of transcription 3 (STAT3), 
signalling is activated in GSCs in response to astrocyte-secreted factors, which increases 
GSC radiation resistance159. Radiation further temporarily induces senescence in GBM 
cells by triggering a ‘senescence-associated secretory phenotype’, which leads to 
upregulation of ECM expression, proteolytic enzymes and pro-inflammatory signalling 
molecules157. After exiting senescence, these cells and their microenvironments are 
primed for invasion and proliferation. GBM cells increase HA production in response to 
radiation by increasing the expression of HAS2, which correlates with increased 
invasion41. Senescence also occurs in stromal cells157 and tumor cells can compensate 
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for endothelial cell senescence by transdifferentiating into endothelial cells, enabling 
angiogenesis160. 
 
The chemotherapeutic temozolomide (TMZ) increases patient survival but can trigger 
TME remodelling that promotes a resistant, pro-invasive tumor phenotype. Treatment of 
cultured GBM cells with radiation and TMZ induces an increase in MMP-2 secretion and 
abundance of matrix-degrading invadopodia161. TMZ treatment also alters proteoglycan 
and GAG composition, with the combination of TMZ and dexamethasone resulting in 
deterioration of proteoglycan and GAG content162. Other agents promote TME 
remodelling that slows tumor progression. Microtubule inhibitors target cell division, but 
they can also reduce the invasive capacity of tumor cells by reducing MMP-2 
expression163. Dexamethasone, which is a steroid traditionally applied for its ability to 
reduce oedema rather than for its chemotherapeutic properties, also activates fibronectin 
matrix assembly, resulting in increased cell–cell and cell–matrix adhesions that may slow 
invasion57. However, the role of dexamethasone and other steroids in tumor progression 
and their interactions with therapeutic interventions are largely unknown. The 
investigation of treatment-induced TME remodelling in engineered models could unravel 
these interactions to improve therapeutic strategies. 
 

1.4.4 Targeted therapeutic agents 

 
Targeting therapeutics to the tumor and the TME offer promise to improve patient survival 
and quality of life164,165. Successful clinical treatment of chronic myeloid leukaemia and 
gastrointestinal stromal tumors with the small-molecule inhibitor imatinib mesylate 
(Gleevec) targeting mutated kinases demonstrated the potential of targeted therapies164. 
Targeted therapies have also been clinically successful in breast cancer treatment, 
particularly for the human epidermal growth factor receptor 2 (HER2)-amplified subset165. 
Unfortunately, most of the clinically tested GBM-targeted therapies have shown little 
efficacy thus far, such as erlotinib targeting the often overexpressed EGFR or PLX3397 
targeting colony-stimulating factor 1 receptor (CSF1R) to modulate TAM activity33,166,167. 
Inhibitors targeting the hypervascularity of GBM tumors have come closest to realization 
and remain a promising strategy (Table 2). The anti-VEGFA therapeutic bevacizumab is 
currently the only drug approved by the US Food and Drug Administration (FDA) targeting 
the GBM TME21–23. Bevacizumab treatment initially causes a decrease in tumor volume 
and vascularity, but tumors ultimately adapt with revascularization and increased 
invasiveness168. A more potent pan-VEGF family inhibitor, tivozanib, reduces proliferation 
and invasion, and is currently undergoing clinical evaluation169. Similarly, inhibitors of 
VEGF receptor tyrosine kinases, such as cediranib and sunitinib, show promise in 
reducing angiogenesis and normalizing vascularization170–172. Other angiogenic targets 
are also under investigation; for example, the angiopoietin inhibitor AMG 386 reduces 
vascular permeability and angiogenesis173,174. The potential of antiangiogenic therapies 
motivates the investigation of vascular–tumor interactions in engineered TME models. 
 
TABLE 2. Selected therapeutics targeting the tumor microenvironment in clinical trials. 

Therapeutic 
agent 

Target Effect on tumor progression in 
preclinical models 

Refs. 
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Microglia and TAMs 

PLX3397 CSF1R inhibitor ↓Microglia, ↓tumor burden, ↓invasion  167 

Cell receptor–ECM interactions 

Cilengitide Pentapeptide that blocks 
activation of αvβ3 and αvβ5 
integrins 

↓Angiogenesis and tumor growth by 
blocking of integrins on vascular 
endothelial and tumor cells 

175 

Hypoxia 

AQ4N Bioreductive prodrug targeting 
topoisomerase II in hypoxic cells 

↓Hypoxic cells  
 

176 

Microvascular-related pathways 

Tivozanib Pan-VEGFR tyrosine kinase 
inhibitor 

↓Proliferation, ↓expression of VCAM-1 
and ICAM-1 mediated cell-cell adhesion, 
and ↓MMP-2-mediated invasion 

169 

Sunitinib PDGFR and VEGFR inhibitor ↓Angiogenesis, ↓proliferation 172 

Cediranib Pan-VEGFR tyrosine kinase 
inhibitor 

↓Angiogenesis, normalization of 
vasculature 

170,171 

AMG 386 Angiopoietin-1/-2-neutralizing 
peptibody  

↓Vessel permeability, ↓angiogenesis 173,174 

CSF1R, colony stimulating factor 1 receptor; ICAM-1, intercellular adhesion molecule 1; MMP-2, matrix 
metalloproteinase 2; PDGFR, platelet-derived growth factor receptor; TAM, tumor-associated 
macrophage; TME, tumor microenvironment; VCAM-1, vascular cell adhesion molecule 1; VEGFR, 
vascular endothelial growth factor receptor; ECM, extracellular matrix. 

 
 
Several other TME features are also explored as targets (Table 2). Efforts to eradicate 
hypoxic cells within the TME have, overall, been positive in clinical trials in patients with 
advanced solid tumors176–179. Bioreductive prodrugs can be enzymatically reduced in 
hypoxic regions into cytotoxic products. AQ4N is a bioreductive prodrug targeting 
topoisomerase II and it has shown promise as an adjuvant therapy in preclinical trials of 
several cancers, including GBM179. Importantly, AQ4N can cross the BBB and was well 
tolerated in all patients in a phase I study in GBM176. Cell–matrix interactions represent 
another key target for therapies175,180,181. Cilengitide is the first integrin inhibitor 
undergoing clinical testing and initially showed promise for modestly improving survival in 
both newly diagnosed and recurrent GBM with tolerable toxicity175. Cilengitide inhibits 
integrins αvβ3 and αvβ5, which are overexpressed on GBM cells and vascular endothelial 
cells. This inhibition disrupts angiogenesis and tumor–matrix interactions needed for 
migration. However, cilengitide was eventually shown to be ineffective in phase III clinical 
trials182, which may be related to poor bioavailability; thus, cilengitide may warrant further 
investigation183. Careful consideration of how the TME influences tumor mechanics and 
transport can be leveraged to improve drug-delivery methods180. For example, 
convection-enhanced delivery involves catheter insertion directly into the tumor core to 
continuously deliver a chemotherapy, avoiding perfusion across the BBB and 
counteracting resistance from increased interstitial pressure90. Moreover, a poliovirus-
based immunotherapy designed to activate oncolytic T cells has shown promise in 
improving GBM patient survival and may be combined with molecularly targeted 
therapeutic strategies184,185. 
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1.5.1 Engineering microenvironment models 

 
Experimental models for GBMs range in complexity from 2D cultures on glass or plastic 
to orthotopic xenografts and genetically engineered mouse models46. Traditional 2D 
models have proven invaluable for investigating some molecular mechanisms governing 
GBM progression, such as early studies elucidating how MMPs and soluble factors 
contribute to tumor initiation, invasion and propagation186. However, 2D models lack the 
ECM stiffness and composition, topographical guidance cues and dimensionality of 
human tissue needed to fully investigate the role of the TME. Orthotopic xenografts of 
patient-derived GBM cell lines in immunodeficient murine models are commonly used to 
fully recapitulate the in vivo TME. Orthotopic xenograft models better mimic tumor 
heterogeneity than in vitro models, with different levels of tumor heterogeneity, depending 
on the model187,188. However, orthotopic xenograft models lack a normal immune 
response, which is a key parameter in regulating tumor progression and full retention of 
tumor heterogeneity45,189. Furthermore, animal models are more expensive and less 
scalable than in vitro models, and are often impractical for detailed mechanistic dissection 
of human pathobiology190. The GBM TME substantially affects tumor progression and, 
thus, engineered TME models offer a valid alternative as experimental GBM models with 
the potential to overcome the limitations related to animal models191. Specific parameters 
(ECM composition, mechanics, topography and stromal cells) can be incorporated into 
engineered models to recreate the GBM TME for more precise hypothesis testing (Table 
3). 
 
TABLE 3. Engineered glioblastoma models. 

Model  Key findings Refs. 

2D matrix models 

PA Spreading, migration and proliferation increases with matrix 
stiffness, depending on tumor cell subpopulation and patient 

70–73,192 

Silicone rubber Spreading increases with elastic modulus 75 

Collagen Matrix biophysical properties affect phenotype 193,194 

HA CD44 is mechanosensitive; elastic modulus affects miRNA 
expression  

74,195,196 

3D matrix models 

Collagen Dimensionality determines drug resistance; 
Porosity and density affect invasion speed 

194,197 
198,199 

Collagen-agarose Cell spreading and motility in collagen requires local matrix 
stiffening 

200,201 

HA Cell invasion through HA mimics invasion in the brain and is 
slow relative to invasion in highly porous matrices 

140,196 

Matrigel Stromal cells in 3D matrix affect GBM phenotype 119,167,16 

PEG MMP degradability enhances cell spreading 202  

PNJ Scaffolds increase stemness of GSCs 203 

PCL-HA HA maintains stemness of GSCs 204 

Alginate-chitosan Scaffolds increased stemness marker expression 205 

HA-collagen HA upregulates invasion 206 

HA-gelatin HA upregulates matrix remodeling 56,207 

HA-PEG Matrix elastic modulus affects ECM deposition 208 

Brain-derived ECM Cells exhibit brain-like invasion in matrix 209,210 
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Models of heterogeneity 

Elastic modulus 
patterning 

Higher modulus increases cell spreading in 2D and 3D 211,212 

Orthogonal parameter 
patterning 

Composition and stiffness have non-linear effects on 
phenotype 

195,213 

Soluble cue gradient Reduced nutrient and oxygen transport increases secretion of 
angiogenic factors 

214 

Topographical models 

ECM interface Interface properties drive invasive morphology 215,216 

Open channels Stiffness and pore size have combined effect on invasion 192 

Electrospun fibers Linear topographic cues drive rapid invasion 217–223 

Encapsulated fibers or 
channels 

Cells transition to rapid invasion when encountering linear 
topographic cues in 3D matrix 

140,206 

Interstitial fluid models 

Flow in Boyden 
chamber 

Interstitial flow drives CXCR4-dependent invasion 89,91,92 

Multi-parameter microfluidic system 

Pseudopalisade 
model 

Vaso-occlusion drives migration and psuedopalisade formation 224 

PVN models Stromal-cell crosstalk affects invasive phenotype 210,225–227 

Mini-brain with 
macrophages 

GBM cells recruit and influence macrophage polarization 1. 228 

Organoid 

Tumor organoid 
culture 

Tumor organoids maintain heterogeneity and hypoxic gradient 229 

Stem-cell derived 
tissue 

Engineered neural tissue supports brain-like GBM invasion 230 

CXCR4, C-X-C chemokine receptor type 4; ECM, extracellular matrix; GBM, glioblastoma; HA, hyaluronic 
acid; miRNA, microRNA; PA, polyacrylamide; PCL, polycaprolactone; PEG, polyethylene glycol; PNJ, 
poly(N-isopropylacrylamide-co-Jeffamine M-1000® acrylamide); PVN, perivascular niche; GSC, 
glioblastoma stem cell.  

 
 
 

1.5.2 2D matrix models 

 
A simple approach to incorporating TME components into engineered models is to 
fabricate 2D substrates featuring ECM ligands and mechanical properties normally 
present in brain matrix. These modified 2D substrates can be used to explore how matrix 
mechanics and ECM components affect cell morphology, proliferation and migration (Fig. 
2a). The mechanical properties of synthetic substrates, such as polyacrylamide (PA)70–

73,192 and silicone rubber75, can be well controlled in a physiologically relevant range and 
coated or conjugated with cell-adhesive matrix proteins, such as laminin or fibronectin. 
Natural or semi-synthetic polymer matrices, such as collagen193,194 and HA74,195,196, 
typically contain some adhesive ECM cues, but they can also be further modified with 
ligands. HA gels are particularly advantageous for recapitulating the HA richness of brain 
ECM. A diverse array of chemistries can be applied in HA gels, such as the addition of 
methacrylate or thiol groups, to facilitate crosslinking and modification with 
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peptides196,231,232. Synthetic and natural 2D substrates have been applied to demonstrate 
that GBM cells are mechanoresponsive and that the mechanical response varies between 
patients and between subpopulations of cells71,72. For example, our laboratory has 
employed 2D HA hydrogels to show that CD44 can transduce mechanical signals from 
HA to regulate GBM adhesion and invasion74. 
 

 
Figure 2. Engineered glioblastoma models. a) 2D models often include a matrix layer 
with tunable mechanical properties and composition. b) In 3D matrices, cells can be 
encapsulated as spheroids or as single cells. c) Cells can be cultured between 
extracellular matrix (ECM) layers of distinct composition and mechanics to model cell 
migration at the interface of the vascular basement membrane and the intraparenchymal 
matrix. d) Nanofibers with ECM coatings are often used to mimic linear, white matter 
tracts. e) Media height in a Boyden chamber can be used to generate interstitial flow 
through matrix-encapsulated cells. f) A microfluidic device with an open (nutrient-rich) and 
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closed (occluded) channel surrounding matrix-encapsulated cells can be used to test how 
psuedopalisades form. g) A microfluidic model of the perivascular niche (PVN) containing 
a glioblastoma stem cell (GSC)-rich tumor reservoir, an intraparenchymal region with 
stromal matrix and a region of matrix-encapsulated endothelial networks can be used to 
investigate the role of the PVN in GSC tumorigenicity. h) A bioprinted microfluidic model 
with a matrix-encapsulated endothelial network arranged concentrically around patient-
derived tumor cells can be applied for the development of patient-specific engineered 
tumor microenvironments (TMEs). Panel f adapted from REF. 223. Panel g adapted from 
REF. 224. Panel h adapted from REF. 195. 
 
 
 

1.5.3 3D matrix models 

 
2D platforms can be rapidly fabricated, are parallelizable and amenable to imaging and 
culture manipulations; however, owing to their 2D nature, they cannot fully capture brain 
architecture. By contrast, 3D matrices offer the possibility to incorporate soluble cue 
gradients, such as an oxygen gradient, and confinement of invading cells, which alters 
cell morphology and requires the cells to degrade or squeeze through the matrix — as is 
the case in an in vivo TME. Interestingly, dimensionality alone can profoundly affect cell 
responses to chemotherapeutics, independent of matrix stiffness or composition194. 
Materials used for 2D substrates, such as collagen194,197–201 and HA140,196, can also be 
employed as 3D scaffolds. However, materials such as PA or polycaprolactone (PCL) 
requiring harsh solvents or crosslinking reagents during gelation cannot be easily seeded 
with cells unless they are made highly porous, such that cells can be incorporated into 
the matrix after gelation. Matrigel, which is a reconstituted basement membrane 
harvested from mouse sarcoma, is commonly used as 3D matrix because of its rapid, 
temperature-based gelation, abundance of adhesive sites and compositional 
complexity135,233,234. Collagen and Matrigel are simple to use relative to materials requiring 
complex synthesis, compatible with 3D cell encapsulation and contain various adhesive 
sites; however, the collagen-rich composition of both matrices and the fibrous architecture 
of collagen do not resemble the HA-rich, nanoporous brain matrix. Additionally, Matrigel 
composition is poorly defined chemically and exhibits batch-to-batch variability. 
Alternatively, synthetic polyethylene glycol (PEG) gels can be decorated with adhesive 
peptides and crosslinked with cleavable linkers, enabling precise control over matrix 
mechanics and composition for GBM modelling. Incorporation of degradability into 3D 
PEG matrices is not required for GBM cell viability and colony expansion but is essential 
for mesenchymal-like cell spreading202. 3D scaffolds, including electrospun polystyrene 
(PS) coated with laminin221, porous PCL scaffolds with incorporated HA204, poly(N-
isopropylacrylamide-co-Jeffamine M-1000 acrylamide) (PNJ) copolymer scaffolds203 and 
electrolyte complexes of alginate and chitosan205, have been applied to demonstrate that 
dimensionality and matrix cues synergistically support maintenance of GSC stemness. 
More complex matrices can be fabricated by combining decellularized porcine or patient-
derived brain matrix with low amounts of collagen, which better mimics the compositional 
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complexity of the brain209,210. However, these matrices are limited by sample size and 
require processing steps that destroy the native protein structure. 
 
Cells can be embedded into 3D hydrogels as tumorspheres or as homogeneously 
dispersed single cells (Fig. 2b). Spheroids recapitulate the soluble cue gradients present 
in tumors, and spheroids with large diameters (>500 µm) exhibit a hypoxic and sometimes 
necrotic core235. GSCs cultured as tumorspheres in serum-free medium better maintain 
stemness and heterogeneity than GSCs cultured as single cells in serum-containing 
medium, and they can be directly encapsulated into matrices236. Adherent cells can be 
grown as tumorspheres using a hanging drop culture237 or microwells238 to aggregate 
cells into spheroids. Homogeneous dispersion of single cells, which are typically 
encapsulated during matrix gelation, enables evaluation of single-cell morphology, 
proliferation and colony growth202,239. In matrices with large pores, liquid cell suspensions 
can be dropped onto dehydrated, hydrophilic scaffolds; the cells are then drawn into the 
bulk 3D matrix after rapid absorption. This approach allows the incorporation of cells into 
matrices with harsh fabrication chemistries, such as electrospun PS or porous PCL204,221. 
Stromal cells can also be integrated into 3D matrices together with tumor cells but with 
limited possibilities to control their spatial organization. Stromal cells strongly influence 
GBM cell behavior; for example, GBM cells cultured with astrocytes and endothelial 
precursors in 3D HA–collagen matrices exhibit increased migration speed and resistance 
to STAT3 inhibition as compared to GBM cell culture alone240. 
 
HA-containing matrices can be fabricated by directly crosslinking the HA backbone153,196, 
by complexing HA with polycations such as chitosan241 or by mixing or conjugating HA 
into hydrogel networks with collagen206, gelatin56,207 or PEG208. The nanoporosity (~100–
200 nm mesh size) of crosslinked HA gels impedes cell squeezing, necessitates more 
cell-mediated matrix degradation and leads to slower invasion than matrices with large 
pores, such as collagen196,199,231. HA can also be mechanically incorporated into gelatin 
matrices with variable elastic moduli and growth factor concentrations. The specific 
combinations of modulus and growth factor differentially affect proliferation and 
invasion242. Using high-molecular-weight HA, as compared with low-molecular-weight 
HA, in gelatin matrices leads to an increase in HA production by GBM cells and a 
decrease in cellular invasion, without changes in HA synthase or hyaluronidase protein 
expression56. The presence of HA in 3D models further induces resistance to the EGFR 
inhibitor erlotinib, mediated by CD44243, as well as altered RHAMM, HAS1 and HAS2 
gene expression141. The effect of HA on resistance to erlotinib depends on the mutant 
status of EGFR, which can vary between patient-derived lines244. Thus, the incorporation 
of HA into engineered TME models has revealed key mechanisms by which HA drives 
GBM progression. 
 

1.5.4 Engineering gradients 

 
Mechanical and biochemical ECM cues in the brain are often spatially organized, for 
example, as gradients or localized hotspots. Spatial organization can be recreated by 2D 
substrate patterning using photolithographic and microfabrication techniques in 
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combination with aqueous photochemistries245,246. For example, polydimethylsiloxane 
(PDMS) substrates can be patterned with different stiffnesses by generating stiff posts of 
defined shapes and sizes, which can be attached to the underside of a thin PDMS 
membrane. Fibroblasts and myoblasts cultured directly opposite the pillars on the flat 
upper side of the membrane experience the highest stiffness and show a haptotactic 
response by migrating towards or along stiff features211. Patterning substrates with ECM 
or mechanical gradients can be used for high-throughput parameter space testing or to 
examine cell responses to brain-like haptotactic cues. For example, orthogonal patterning 
of a fibronectin and elastic modulus gradient on an HA hydrogel revealed that GBM cells 
spread and express oncogenic microRNA in a non-linear manner across the range of the 
gel195. Patterning of 3D substrates is limited by the available patterning method. For 
example, microfluidic mixing of HA and gelatin precursor solutions with different 
concentrations results in 3D gelatin–HA gels with gradients of crosslinking density, in HA 
content and, subsequently, in cell density213. Interestingly, cells in these gels showed a 
biphasic MMP9 expression profile with increasing HA concentration. 3D gels can also be 
attached to a glass surface, resulting in a non-linear stiffness gradient along the z-axis. 
Cells encapsulated less than 25 µm from the glass surface spread more and migrate 
faster than cells located >500 µm from the glass surface independent of matrix density, 
demonstrating that distance from the glass substrate to the cells within the gel could be 
used to investigate mechanical effects on GBM212. Soluble cue gradients, including 
oxygen gradients and hypoxia, arise naturally in bulk 3D gels submerged in medium as a 
function of gel thickness. Cells seeded in 2-mm-thick gelatin hydrogels are exposed to 
lower rates of nutrient transport and show a pro-angiogenic phenotype with increased 
VEGF and HIF-1 expression, as compared with cells cultured in 1-mm-thick gelatin 
hydrogels214. Therefore, these TME models can be applied to elucidate the mechanisms 
by which spatial variation in mechanics, ECM composition and soluble cues influence 
tumor progression. 
 

1.5.5 Engineering interfaces and topography 

 
Semi-3D materials, often referred to as 2.5D materials, are characterized by a 3D 
topology arising from multiple 2D topologies. 2.5D systems combine the practicality of 
fabricating 2D features or patterns with the possibility to incorporate 3D-like constraints. 
In certain cases, these systems more faithfully recapitulate tissue architecture than ‘true’ 
3D matrices. For example, the interface between the vascular basement membrane and 
the intraparenchymal ECM has been modelled by consecutively layering materials that 
are representative of the two regions (Fig. 2c). The bottom layer fabricated from Matrigel 
is analogous to the vascular membrane and the top layer of viscous, soluble HA is 
analogous to the parnechyma215. GBM spheroids seeded at the interface of the two layers 
show rapid, collective cell migration along the interface when the top layer includes highly 
viscous HA or viscous methylcellulose, as compared with little invasion when the top layer 
does not include viscous HA or methylcellulose. Thus, the presence of an interface 
between a matrix layer and highly viscous solution is sufficient to guide cell invasion along 
vascular membranes. The migration speed of cells seeded between fibronectin-coated 
PA and crosslinked HA or crosslinked HA conjugated with the integrin-binding peptide 
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RGD depends on the degree of ligand–receptor interactions between the cells and the 
interface, with more interactions slowing invasive migration speed216. Semi-3D substrates 
resembling the brain intraparenchymal region can also be fabricated by layering ECM-
producing astrocytes onto plastic to form a parenchyma-like substrate215. GBM invasion 
speed on astrocyte layers inversely correlates with the culture time of astrocytes, which 
may be a result of ECM accumulation or changes in astrocyte phenotype. 
 
GBM cells rapidly invade along anatomical tracks, specifically in the perivascular space 
or on myelinated axons35. Engineering models of anatomical tracks typically include a 
linear, topographical feature fabricated on a 2D surface or encapsulated in a 3D matrix. 
Confinement imposed by microchannels can recapitulate the linear migration and 
squeezing that cells exhibit when invading tight spaces along anatomical tracks. PA 
microchannels can be employed to independently modulate pore size and modulus, and 
have been used in our laboratory to show that matrix modulus and confinement synergize 
to promote rapid invasion192. Alternatively, nanofibers can be applied to study the effects 
of aligned topographical cues resembling the orientation of white-matter tracts. 
Interestingly, aligned fibers strongly promote rapid, linear migration217–220,222,223 (Fig. 2d). 
To decouple the surface chemistry from the fiber mechanics, electrospun fibers with a 
‘core’ material surrounded by a ‘shell’ of a different material were fabricated. The core 
material determined the modulus, while the shell material determined the surface 
chemistry. Varying material combinations for the shell and core were employed to 
demonstrate that GBM cell migration and morphology are sensitive to both nanofiber 
modulus and ECM coating223. The basement membrane composition and topographical 
features can be recreated within a 3D matrix by coating microfibers with Matrigel and 
embedding them in 3D matrices. Invading cells that encounter microfibers switch to an 
invasive mode and rapidly migrate along the fibers206. ECM-coated nanofibers also 
modulate GSC stemness, with laminin-isoform-specific effects221. Thus, topographical 
cues strongly drive invasion, proliferation and resistance, which can be enhanced by other 
TME signals, such as ECM composition and increasing stiffness. 
 

1.5.6 Interstitial fluid in engineered models 

 
Little is known about how interstitial fluid flow and pressure direct GBM invasion. 
Interstitial fluid flow can be modelled by seeding hydrogel-encapsulated cells in a Boyden 
chamber. The top chamber is then filled with excess medium, which creates pressure-
driven fluid flow through the membrane pores in parallel to cell migration (Fig. 2e). Using 
such a model, it could be demonstrated that the interstitial fluid flow activates CXCR4-
dependent polarized cell migration in multiple GBM cell lines, including GSCs91,92. This 
CXCR4-dependent invasion was confirmed in a mouse model, in which convection-
enhanced therapy was applied to control interstitial flow89, highlighting the clinical 
importance of fluid flow for tumor progression and convection-enhanced therapy89,90. 
 

1.5.7 Microfluidic models with multiple cues 
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Adding more complexity to TME models improves physiological relevance but, typically, 
increases the required labor and sacrifices throughput46. Microfluidic models can be made 
complex enough to facilitate construction of TME models with fluid flow, 3D ECM, spatial 
organization and stromal cell co-culture in a single platform, while allowing imaging, 
control of parameters and high-throughput screening247, as well as achieving cost-
effectiveness, compared with in vivo models. For example, a device with three parallel, 
adjacent channels has been developed to test the hypothesis that pseudopalisades form 
as migrating cells accumulate after a vaso-occlusive event224 (Fig. 2f) . The outside 
channels contain flowing medium and the center channel contains a 3D matrix with 
homogeneously encapsulated cells. Vaso-occlusion can be mimicked by stopping the 
flow through one channel, which results in a hypoxic gradient. GBM tumor cells migrate 
away from the occluded channel and form pseudopalisades, supporting the mechanistic 
hypothesis. 
 
The versatility of microfluidic devices also allows the reconstruction of TME niches. In 
particular, perivascular niche models can be constructed using parallel, interconnected 
channels to spatially organize niche layers. GSCs incorporated into such a microfluidic 
perivascular niche model featuring endothelial cells and the spatial organization of a GBM 
tumor exhibit morphologies, stemness markers and CXCR4-dependent invasion similar 
to those observed in vivo225 (Fig. 2g) . Similarly, in a three-channel device with a tumor 
reservoir separated by a collagen matrix from an endothelialized, vascular-like reservoir, 
GSCs are known to precede their differentiated counterparts in invasion. Moreover, GBM 
pro-invasive genes, including integrins α2 and β3, are upregulated in the presence of 
endothelial cells226. Vascular homing can be studied using a microfluidic device, in which 
GSCs are encapsulated in a 3D microvascular network227. GSCs derived from the 
subtype of GBM tumors with high PDGFRA expression are particularly prone to vascular 
homing. 
 
Microfluidic devices have also been developed for preclinical screening. Numerous wells 
can be included in a single device, seeded with tumorspheres and exposed to orthogonal 
gradients of chemotherapeutics and nutrients. These devices can serve as platforms for 
the optimization of drug efficacy and to predict therapeutic resistance248–250. However, 
how these results would translate to decisions for patient care remains unclear, given the 
difficulty in validating in vitro results with patient outcomes. The efficacy and toxicity of 
chemotherapeutics are significantly influenced by multiple organ system functions, 
particularly by the liver metabolism. Intestine and liver models can be added to a GBM 
model in a microfluidic device to allow chemotherapeutic screening, while considering 
pro-drug absorption by an intestine-like lumen, as well as metabolism by liver cells251. 
 

1.5.8 Bioprinting 

 
Bioprinting, or 3D printing of biomatrices and/or cells, can be applied to organize and 
fabricate 3D matrices and microfluidic models252,253. For example, patient-specific GBM 
models can be bioprinted using concentric rings of endothelial and patient-derived tumor 
cells encapsulated in a porcine-brain-derived matrix210 (Fig. 2h). Key tumor features, such 
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as the hypoxia-induced necrotic core surrounded by pseudopalisades, were observed 
within the model. Importantly, printed tumors recapitulate clinically observed patterns of 
tumor resistance to standard therapeutic treatments. The printing of patient-specific tumor 
models is limited by the sample size of the resected tumor; however, these results 
demonstrate the feasibility of incorporating a brain-derived matrix into printable bioinks in 
combination with patient-derived cell lines to test therapeutic responses. Similarly, 
bioprinted ‘mini-brains’ comprising a tumor-like, cell-dense region surrounded by a brain-
shaped, macrophage-laden gel mimic the spatial organization of TAMs. The GBM cells 
in this model recruit macrophages and influence macrophage polarization; in turn, 
macrophages induce GBM invasion228. 
 

1.5.9 Organoid models of growth and invasion 

 
Instead of recapitulating the complex brain matrix by controlled fabrication, cells can also 
be seeded into a matrix and stimulated to spontaneously develop into an organoid. To 
generate GSC organoids, patient tumor samples can be seeded directly into Matrigel 
suspended in medium. The suspended tumor cells grow into ‘tumors’ with diameters of 
5–10 mm over 5–6 months229. In contrast to cell-isolation methods, in which the matrix is 
degraded and cells are disassociated, this method better preserves patient cell–matrix 
interactions and tumor heterogeneity, including the proportion of GSCs relative to 
differentiated cells found in the original patient tumor. During organoid growth, a GSC-
rich hypoxic niche is formed at the center of the organoid, which is surrounded by more 
rapidly dividing cells. Compared with cells cultured in spheroids, cells in organoids better 
mimic patient tumor phenotype and heterogeneity in orthotopic xenograft models, as well 
as therapeutic resistance in vitro. Similarly, cerebral organoids with organized, 
differentiated brain features have been developed for other disease models254. These 
approaches could also be combined to study GBMs. For example, in GSCs seeded in 
engineered human nervous tissue generated from pluripotent stem cells, the expression 
of more than 100 genes was upregulated by interactions of GBM cells with stromal cells, 
many of which relate to ECM remodeling230. Therefore, organoid models and engineered 
tissue can be applied to capture the complexity of tumor TMEs; however, their fabrication 
is time-intensive, and they are difficult to reproduce. The benefits of complexity often do 
not outweigh the costs. 
 

1.6 Opportunities for engineered models 

 
Engineered GBM TME models have already provided a wealth of information about the 
function of the TME in GBM progression, including context-dependent mechanisms of 
GBM invasion and therapeutic resistance. With improved accuracy and 
(patho)physiological relevance, GBM TME models will play an important role in the 
preclinical and clinical pipeline (Fig. 3); for example, platforms incorporating patient-
specific tumor samples may eventually aid in predicting therapeutic response and for the 
tailoring of treatments224,229,248,255. Drug responses are currently just as or more robustly 
predicted by molecular subtype, DNA methylation status and patient age than by in vitro 
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testing. Furthermore, the limited treatment options in GBM arguably do not yet 
necessitate complex optimization strategies1,256,257. However, validated and reliable 
engineered models could greatly improve preclinical drug testing. Established mouse 
models for in vivo screening have already been incorporated as secondary endpoints in 
GBM clinical trials258; however, the time required for model development hinders timely 
translation into personalized therapies. Engineered TME models would allow therapy 
screening at shorter timescales. Furthermore, the development of microfluidic models of 
drug permeability across the BBB could be very valuable for evaluating drug delivery to 
the central nervous system259. Such models are already being developed, but require 
additional validation and standardization260. 
 

 
Figure 3. Glioblastoma microenvironment models in the preclinical and clinical 
pipeline. Red dashed lines indicate stages at which engineered models are or could be 
used. a) Engineered tumor microenvironments (TMEs) have been widely employed as 
research platforms to investigate the TME and they can be used to identify therapeutic 
targets. b) With refinement, these platforms can serve as a basis for precision medicine 
using patient-specific cells and/or matrices. c) Images of tumors from patients can be 
used to generate mechanically-matched patient-specific models of the tumor and brain 
anatomy for surgical planning and training. d) After surgical resection, engineered TMEs 
can aid in maintaining heterogeneity during culture for patient-specific treatment 
validation. The cells can be selected by molecular profiling and histological analysis.  
 
The translation of patient-specific anatomy to engineered models is also becoming 
achievable, owing to advances in 3D printing technologies252. Full-scale brain models can 
be generated from patient MRI scans and have proven to be useful in pre-surgical 
planning, teaching and training261. For example, gelatin-based brain models have realistic 
mechanical properties and can be used for practicing gross resection without damaging 
intact tissue262. Further inclusion of a 3D-printed skull enables surgeons to practice cutting 
the skull and accessing the tumor site without unnecessarily damaging tissue263. Printing 
of patient-specific anatomical features combined with patient-derived cells and matrix 
may better recapitulate the gross tumor, facilitating at-scale studies of the TME. Such 
models could be useful for studying the influence of interstitial fluid on therapeutic 



 24 

 
 

delivery, for example, on drug release from Gliadel wafers or convection-enhanced 
delivery90,131. 
 
Machine-learning strategies can also be applied to GBM research. For example, 
algorithms can be used to extract functionally predictive information about the TME from 
MRI images. In particular, machine-learning-based parameterization of contrast 
enhancement in MRI images correlates with gene expression of distinct biological 
processes, such hypoxia, starvation, matrix remodeling and endothelial permeability264. 
Furthermore, image features can be correlated with tumor subtype and patient 
survival265,266. Patient-specific MRI data can then be combined with other patient 
characteristics, such as age and Karnofsky Performance Score, to improve diagnosis 
before surgical resection is performed267. Machine learning has also been explored to 
improve tumor segmentation268. This is particularly important for surgical planning but 
could also be applied for early diagnosis and therapy selection. The information derived 
from machine-learning algorithms could be combined with other TME modelling 
technologies to improve their accuracy. 
 

1.7 Perspective and conclusions 

The TME has demonstrated potential as a therapeutic target for GBM treatment, owing 
to its impact on tumor progression. Engineered microenvironments allow the investigation 
of cell responses in the context of the TME and, thus, facilitate rapid hypothesis testing 
and screening. However, challenges remain. In particular, the minimal model components 
necessary to accurately recapitulate in vivo mechanisms need to be determined and the 
accuracy of models needs to be validated. It remains unclear which of the numerous ECM 
formulations used in engineered models meet these minimal requirements. A reductionist 
approach in developing TME models is useful to mimic in vivo GBM cell behavior while 
avoiding unnecessary costs and complexity. Validation ensures that in vitro discoveries 
generate useful predictions of clinical relevance. Validation strategies have not yet been 
fully standardized but generally fall into two categories. First, it must be demonstrated 
that the physical parameters of the model, such as composition and mechanics, closely 
match those of brain, to make the model predictive of in vivo behavior. Second, as a 
measure of model accuracy, cell phenotypes, such as migration, morphology, relative 
gene expression and chemosensitivity, should be similar to the in vivo phenotype. Ideally, 
it should further be verified that tumor progression in engineered models is driven by 
similar biochemical mechanisms as in vivo (for example, signaling pathways governing 
drug resistance), although this is currently rarely done. An iterative design cycle could be 
created, in which TME models are systematically tested, and the mechanistic and 
phenotypic predictions are checked against the in vivo response to refine the model and 
improve its predictive power. 
 
Practical challenges that limit customizability and complexity include limited throughput 
and the need for composite fabrication techniques. Co-culture of GBM cells and stromal 
cells poses particular challenges, such as medium incompatibility, unmatched 
proliferation rates and long-term viability of primary stromal cells. Similarly, the inclusion 
of patient-derived cells or matrix in engineered models faces several challenges. Tumor 
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matrix is difficult to obtain in large quantities and the acclimation of tumor cells to cell 
culture can alter their phenotype. However, these challenges can certainly be addressed 
in the future and engineered models offer the opportunity to rapidly and precisely dissect 
mechanisms of GBM progression, accelerate clinical testing and provide a platform for 
precision medicine. 
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Chapter 2. A 3D topographical model of parenchymal infiltration and perivascular 
invasion in glioblastoma 

 
Parts of this chapter are excerpted with permission from Elsevier, from the article “A 3D 
topographical model of parenchymal infiltration and perivascular invasion in 
glioblastoma”, by Kayla J. Wolf, Stacey Lee, and Sanjay Kumar in Applied Physics Letters 
Bioengineering, 2, 031903 (2018). 
 
© 2018, AIP Publishing 
 

2.1 Abstract 

 
Glioblastoma (GBM) is the most common and invasive primary brain cancer. GBM tumors 
are characterized by diffuse infiltration, with tumor cells invading slowly through the 
hyaluronic acid (HA)-rich parenchyma toward vascular beds and then migrating rapidly 
along microvasculature. Progress in understanding local infiltration, vascular homing, and 
perivascular invasion is limited by the absence of culture models that recapitulate these 
hallmark processes. Here, we introduce a platform for GBM invasion consisting of a 
tumor-like cell reservoir and a parallel open channel “vessel” embedded in the 3D HA-
RGD matrix. We show that this simple paradigm is sufficient to capture multi-step invasion 
and transitions in cell morphology and speed reminiscent of those seen in GBM. 
Specifically, seeded tumor cells grow into multicellular masses that expand and invade 
the surrounding HA-RGD matrices while extending long (10–100 µm), thin protrusions 
resembling those observed for GBM in vivo. Upon encountering the channel, cells orient 
along the channel wall, adopt a 2D-like morphology, and migrate rapidly along the 
channel. Structured illumination microscopy reveals distinct cytoskeletal architectures for 
cells invading through the HA matrix versus those migrating along the vascular channel. 
Substitution of collagen I in place of HA-RGD supports the same sequence of events but 
with faster local invasion and a more mesenchymal morphology. These results indicate 
that topographical effects are generalizable across matrix formulations, but the 
mechanisms underlying invasion are matrix-dependent. We anticipate that our 
reductionist paradigm should speed the development of mechanistic hypotheses that 
could be tested in more complex tumor models. 
 

2.2 Introduction 

 
Glioblastoma (GBM) is the most common and malignant primary brain tumor, with a 
median survival time of 14months and comparatively little improvement in clinical 
outcome over the past few decades.269 GBM is characterized by a diffuse, infiltrative 
pattern of spread in which tumor cells evade surgical resection by migrating away from 
the tumor mass and resist chemotherapy and radiation.12,270 Cell interactions with the 
extracellular matrix (ECM) represent a relatively unexplored potential therapeutic target. 
Tumor cells hijack ECM to promote survival and invasion, and disruption of cell-ECM 
interactions shows promise for sensitizing cells to therapeutic intervention.181 An 
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important detail of brain ECM is that its composition varies dramatically by region. The 
ECM surrounding microvasculature is rich in collagen, fibronectin, and laminin, while the 
parenchymal space is generally devoid of these proteins and instead rich in hyaluronic 
acid (HA), which supports direct cell adhesion and organizes other matrix components 
such as tenascin.36,47,106 Tumor cells invade slowly through the HA-rich parenchyma and 
then rapidly along vascular tracks, analogous to cars moving on a highway.35,118,271–273 
Chemotactic signals from endothelial and other stromal cells and haptotactic signals from 
the vascular ECM comprise a perivascular niche (PVN) that promotes invasion and 
resistance to therapy.106,113,120,135,138,143  
 
Despite the established role of the PVN in driving rapid dissemination, mechanisms 
governing the transition from intraparenchymal to perivascular invasion are not well 
understood. Investigation of local infiltration, vascular homing, and perivascular invasion 
is made challenging by the absence of advanced culture models.186,247,274  Most studies 
are performed in vitro using rigid, 2D culture dishes. While these simplified paradigms 
have high scalability and throughput, they do not allow one to control functionally 
important properties of the brain microenvironment such as stiffness, microarchitecture, 
dimensionality, and microregional heterogeneity. For example, GBM cells in vivo form 
microtubes that can signal through interpenetrating networks which are not observed in 
2D culture.275 Animal models offer a fully integrated system but are not amenable to 
parallelized discovery and screening and lack the tunability needed to quantitatively 
dissect invasion mechanisms.190,247,276   
 
3D culture models derived from natural or synthetic ECM components offer a 
compromise, in that these systems capture structural aspects of matrix relevant to 
invasion while retaining some tunability and scalability. For example, implantation of 
tumorspheres into 3D hydrogels enables integrated investigation of how dimensionality, 
stiffness, and microarchitecture control invasion.277  With these concepts in mind, our 
laboratory has explored the utility of 3D HA hydrogels for investigating GBM invasion. The 
nanoporous microarchitecture of HA is reminiscent of brain parenchyma, and the elastic 
modulus is similar to that of brain tissue (300–3000Pa).41,42  Moreover, morphologic 
hallmarks of GBM intraparenchymal invasion seen in brain can be recapitulated in 3D 
HA-RGD gels.74,196 Still, 3D tumorsphere assays are spatially uniform and thus do not 
capture the structurally heterogeneous tracks that are closely associated with invasion in 
vivo. 
 
Early efforts to build microstructural cues into culture models of tumors including GBM 
have shown great promise in elucidating mechanisms of invasion. For example, confined 
microchannels have been used to investigate regulation of nuclear squeezing during 3D 
invasion.192,278–281 The heterogeneity between the vascular basement membrane and 
parenchyma has been modeled by layering matrix types, revealing distinct differences in 
migration depending on the composition of each layer.215,216 Cells also rapidly follow 
anatomical tracks, modeled by micropatterned adhesive ligands and electrospun 
fibers.223,282  For perivascular invasion specifically, microfluidic devices have been 
developed to investigate vascular homing and intravasation using separate chambers for 
endothelial cells, a 3D matrix, and a cell reservoir.274,283–287 The devices do not 
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incorporate the cylindrical geometry of vasculature embedded within the 3D matrix, which 
is vital to understanding how GBM interacts with anatomical tracks. Furthermore, the 3D 
matrices applied in these systems are often based on fibrillar collagens, which tend not 
to be abundant in brain outside of vascular compartments. Finally, the chambers are not 
typically embedded in the matrix, which in principle could allow some cells to invade along 
the matrix-wall interface instead of invading in 3D until reaching the matrix-vasculature 
interface. A model of invasion, therefore, should include both a 3D HA-rich matrix to 
capture aspects of vascular homing and topographical cues to investigate migration along 
anatomical tracks. 
 
Here, we develop a simple 3D topographical model that enables us to recapitulate 
multiple stages and features of GBM progression during vascular homing and subsequent 
migration. Specifically, we find that the incorporation of an open channel as a vessel 
mimic parallel to a cell reservoir enables imaging of mass expansion, slow invasion 
through the 3D matrix, and rapid invasion along the channel wall. In a proof-of-principle 
demonstration, we show that arrival at the vascular channel is accompanied by a 
transition in tumor cell morphology and invasion speed that is broadly reminiscent of 
perivascular homing and invasion in GBM. Furthermore, we find that while the overall cell 
speeds and actin cytoskeletal morphologies underlying the transition are dependent on 
the matrix type, the relative transition in speed is generalizable across matrices. Thus, 
while matrix formulation influences mechanisms of invasion, topography can influence 
invasion within a particular matrix type. 
 

2.3 Methods 

 
HA matrix synthesis 
 
HA hydrogels were synthesized as previously described.196 Briefly, methacrylic anhydride 
(Sigma-Aldrich, 94%) was used to functionalize sodium hyaluronate (Lifecore Biomedical, 
Research Grade, 66 kDa–99 kDa) with methacrylate groups (Me-HA). The extent of 
methacrylation per disaccharide was quantified by 1H nuclear magnetic resonance 
spectroscopy (NMR) as detailed previously288 and found to be  85% for materials used in 
this study. To add integrin-adhesive functionality, Me-HA was conjugated via Michael 
Addition with the cysteine-containing RGD peptide Ac-GCGYGRGDSPG-NH2 (Anaspec) 
at a concentration of 0.5mmol/l. Finally, 3wt. % Me-HA was crosslinked in phenol-free 
Dulbecco’s Modified Eagle’s Medium (DMEM) (Invitrogen) with bifunctional thiol 
dithiothreitol (DTT, Sigma-Aldrich). A concentration of 19mmol/l DTT was selected to yield 
a shear modulus of  300 Pa. After 1 h of crosslinking, the hydrogels were rinsed and 
soaked in room temperature phosphate-buffered saline (PBS) for 1 h before cell seeding. 
 
Rheology characterization 
 
The shear modulus of hydrogel formulations was measured using oscillatory rheometry 
(Anton Parr Physica MCR 310) as described previously.196 Briefly, hydrogels were first 
crosslinked by incubation for 1h in a humidified 37 °C chamber. Rheological testing 
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consisted of frequency sweeps ranging from 100 to 0.1Hz at an amplitude of 0.5% also 
in a humidified 37 °C chamber. Shear modulus was reported as the average storage 
modulus for 3 tests per type of matrix composition at an oscillation frequency of 0.5 Hz. 
 
Collagen matrix synthesis 
 
Rat tail collagen I (BD Biosciences) was used to form hydrogels according to the 
manufacturer’s instructions. Briefly, a solution of 1v/v% 1 N NaOH (Carolina Biological 
Supply), 10v/v% 10  PBS (Fisher BioReagent), and 50 v/v% of 3.84 mg/ml cold collagen 
I in sterile distilled water was mixed thoroughly on ice. The solution was then pipetted into 
the desired mold and incubated for 30 min at 37 °C. Finally, solutions were rinsed and 
soaked for 1 h in room temperature PBS before cell seeding. 
 
Cell culture 
 
U87-MG human glioblastoma cells were obtained from the University of California, 
Berkeley Tissue Culture Facility, which sources its cultures directly from the ATCC. Cells 
were cultured in DMEM (Invitrogen) supplemented with 10% calf serum (JR Scientific), 
1% penicillin-streptomycin, Minimal Essential Medium (MEM) nonessential amino acids, 
and sodium pyruvate (Invitrogen). Cells were harvested using 0.25% trypsin-
ethylenediaminetetraacetic acid (EDTA) (Thermo Fisher Scientific). Cells were screened 
bimonthly for mycoplasma and authenticated annually via short tandem repeat analysis. 
For invasion in PVN model devices, 0.2ll of cells at 5 106 cells/ml were injected. Devices 
were cultured in 6-well plates with medium being changed every 3–4 days. In devices 
treated with blebbistatin, medium containing 10 µM blebbistatin was added to the entire 
well at day 1 and exchanged every 3 days. In other devices, recombinant human epithelial 
growth factor (EGF) (R&D Systems) at a concentration of 2 µg/ml in 10% serum-
containing medium was added to the vessel-like channel and exchanged every 3 days. 
 
Device fabrication 
 
First, the PDMS support was fabricated by mixing a 10:1 mass to mass ratio of Sylgard 
184 elastomer with the initiator (Dow Corning). The mixture was pipetted into the desired 
mold and cured at 80 C for 2h. Horizontal PDMS spacers were first created to separate 
wires (167 µm diameter, Hamilton) by 500 µm using 500 µm outer diameter glass 
capillaries (CTech Glass) without attention to height in the z direction, then sliced, and 
used to space the wires for all subsequent fabrication. The PDMS supports for hydrogels 
were fabricated by aligning wires with prefabricated horizontal spacers to separate the 
parallel wires at each end. The wires were spaced between glass coverslips and 
suspended using 170 µm PDMS strips as vertical spacers. After curing, a 3 mm hole 
punch and razor blade was used to cut the center of the PDMS support and create space 
for the hydrogel. The PDMS support was assembled between two 18 mm #1 glass 
coverslips (VWR) and fastened with a drop of 5-min epoxy (ITW Devcon) at two corners. 
 
To cast the gel, the wires were first reinserted into the assembled device to create a mold. 
Next, the hydrogel matrix was inserted in the side of the device. Wires were removed 
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after the hydrogel solution had solidified leaving two open channels. After rinsing and 
soaking the hydrogels, cells were inserted into the freshly fabricated device using a 
syringe (Hamilton). Cut wires were used to plug each end of the cell reservoir, and the 
entire device was placed into the bottom of a 6-well plate and bathed in 3 ml of medium. 
Cells and gels were equilibrated in medium overnight before imaging. Medium was 
changed every 3–4days. To introduce diffusible soluble factors into the vessel-like 
channel, a 33-gauge syringe needle (Jensen Global) was pre-loaded with growth factor 
and medium of interest and was then inserted into the PDMS support. The opposite end 
of the open channel was plugged with an additional wire. Diffusion between the open 
channel and the surrounding bath of medium was blocked in some devices by inserting 
wires into the PDMS support, fully occluding the channel. 
 
Invasion analysis 
 
For area analysis in HA PVN devices, cells in devices were imaged once every 3days 
using an Eclipse TE2000 Nikon Microscope with a Plan Fluor Ph1 10  objective. Images 
were acquired, and large images were stitched using NIS-Elements Software. For each 
device, the cell reservoir and area of invasion were outlined in ImageJ and normalized to 
the total cell area from day 1, assumed to be reservoir only. Migration assays were 
performed by imaging at 15 min intervals for 6 h. ImageJ plugin Manual Tracking was 
used to track cell movements in each frame and calculate an average cell speed. To 
analyze single-cell speed transitions, cells were tracked for at least 6 h until a transition 
event was observed. Only 3 h prior to and directly after a transition, cells were analyzed. 
The transition point was defined as the time in which the entire nucleus had exited the 3D 
matrix. Average speed was calculated for cells before and after the transition. All cell 
motility imaging was performed at least 1 day after seeding in collagen gels and at least 
10 days after seeding in HA-RGD gels. 
 
Cell labeling and confocal fluorescence microscopy 
 
Cells in 3D matrices were fixed with a 4 w/v% paraformaldehyde solution (PFA, Alfa 
Aesar) for 4 h and then permeabilized with 0.5 v/v% Triton-X (Thomas Scientific) solution 
for 1h. Cells were labeled with 1lg/ml 40,6-diamidino-2-phenylindole (DAPI, Sigma-
Aldrich) and 488-labeled phalloidin (Cytoskeleton) by soaking overnight and then washed 
with PBS thoroughly overnight. After fixation and immunostaining, confocal images were 
acquired on a Zeiss LSM 780 NLO Axioexaminer upright microscope equipped with a 32-
channel GaAsP detector and 2 photomultiplier tubes (PMTs) using a PlanApo Chromat 
20 /1.0 water-dipping objective. Samples were illuminated using an Argon multiline laser 
for excitation at 488 nm and a 405 nm diode laser. Zen 2010 acquisition software was 
used. Finally, z slices separated by 5 µm were projected in ImageJ using 3D volume 
viewer. For investigation of cell division within the tumor reservoir, devices that had been 
cultured for>16days were disassembled and fixed with 4 w/ v% PFA in PBS. The HA 
matrix was treated with 2500 U/ml hyaluronidase from bovine testes (Sigma) overnight to 
improve antibody diffusion into the fixed sample. Cells were then labeled with 1lg/ml 40,6-
diamidino-2-phenylindole (DAPI, Sigma-Aldrich), Alexa Fluor 546-phalloidin (Thermo-
Fisher), monoclonal rabbit anti-Ki-67 primary antibody (Abcam, clone SP6), and Alexa 
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Fluor-647 polyclonal goat anti-rabbit secondary antibody (Abcam). Stacked confocal 
images of Ki-67 labeled cells were obtained using a swept-field confocal microscope 
(Prairie Technologies) with an Olympus LUM Plan FL 60  water immersion objective. 
 
Live/dead cell viability assay 
 
To perform a cell viability assay (Invitrogen), devices that had been cultured for >16 days 
were disassembled, and cells in 3D matrices were washed with PBS at 37 C for 10min. 
Gels with cells were then incubated in 2 µM calcein AM and 1 µM ethidium homodimer-1 
in PBS for 20min with gentle rocking. Finally, gels were rinsed for 5min with PBS prior to 
imaging using an Eclipse TE2000 Nikon Microscope with a Plan Fluor Ph1 10  objective. 
 
Structured illumination microscopy (SIM) 
 
For SIM imaging, devices were disassembled by removing the top coverslip and placing 
the sample face-down onto a #0 coverslip dish (MatTek). To image cells within channels, 
gels were trimmed with a scalpel and then placed into the dish with PBS for imaging. Cells 
were imaged directly using an Elyra structured illumination microscope (Zeiss) and a 
Plan-Apochromat 63 /1.4 Oil DIC M27 objective (Zeiss). Samples were illuminated using 
an Argon multiline laser for excitation at 488 nm and a 405 nm diode laser. Zen 2010 
software was used for image acquisition. For z-stack images, slices were 1µm apart. 
Finally, z-projections were formed in ImageJ with 2   2 binning using the 3D project. 
Artifacts caused by imaging deep with 3D HA were minimized by filtering the Fourier 
transform for images of cells within the HA channel. 
 
3.3.10 Statistical analysis 
 
The sample numbers necessary to obtain a power of 0.8 were estimated prior to 
experimentation based on estimates from previous studies (G* Power).289  Each device 
was fabricated and seeded independently. GraphPad Prism 7 software was used to graph 
data and perform statistical analysis. Reservoir and invasion areas in each device over 
time were compared using the Friedman test followed by Dunn’s multiple comparison 
test. Bias in the area of invasion was compared using a paired t-test. Migration speeds 
within the matrix and the channel were compared as the average of 5 cells in 3 
independent devices for each condition to give n1⁄415 where variability is primarily from 
cell to cell. Several exclusion criteria were applied when selecting cells for analysis: cells 
must be clearly visible in all frames of imaging; cells must be leading invasion in the 3D 
matrix or actively moving in the open channel; and cells must not undergo division during 
the imaging interval. Data were compared using a student’s t-test. For single cell 
transitions, 2–3 cells were measured in 3 independent devices to give a total of n 1⁄4 7. 
Data were compared using a paired t-test. 
 
Approvals  
 
This study did not involve human subject research, and so no ethics approval was 
required. 
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2.4.1 Results and Discussion 

 

2.4.2 Mimicking vascular tracks embedded within an HA matrix with a simple 
device 

 
GBM invasion is characterized by tumor expansion, slow invasion through the HA-rich 
parenchyma, and rapid invasion along vascular tracks (Fig. 1a). During this process, cells 
transition from a 3D migration mode to a 2D-like migration mode as they follow the 
interface between the basement membrane and surrounding parenchyma.118,215,271 We 
hypothesized that a simple topographic model of the PVN composed of a cell reservoir 
parallel to an open channel would induce similar progression in invasion (Fig. 1b). 
Specifically, we hypothesized that by restricting cell invasion to the 3D matrix until cells 
encountered the open channel, cells would transition from slow migration through the 3D 
matrix to more rapid migration along the 2D wall of the open channel, analogous to GBM 
invasion kinetics in vivo. 
 
 

 
Figure 1. A topographical model of the perivascular niche. (a) Schematic of GBM 
progression representing (1) tumor expansion, (2) slow invasion through the HA-rich 
parenchyma, and (3) rapid migration along vascular tracks. (b) GBM progression can be 
modeled using a simple 3D topographical model of a vessel. (c) Device schematic. The 
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hydrogel matrix is cast over a mold within a PDMS support and sandwiched between two 
coverslips to form two open channels. One channel is filled with densely packed cells and 
plugged to create a tumor-like cell reservoir. White arrows indicate the diffusion of 
nutrients from surrounding medium to the cell reservoir. The magnified view shows 
invasion from the cell reservoir to the open channel. 
 
We fabricated a simple device to mimic topographical features of the perivascular niche 
(Fig. 1c). The device consisted of a tumor-like cell reservoir adjacent to a parallel open 
channel, both of which were embedded in the 3D matrix. To form the device, we first 
fabricated two spacers to control the distance between channels and the vertical distance 
at which the channels were suspended. First, we fabricated a horizontal spacer to control 
the distance between the parallel channels (Fig. 2a). Vertical spacers consisted of a thin 
layer of polydimethylsiloxane (PDMS). We then combined horizontal and vertical spacers 
to mold a PDMS holder with parallel, suspended channels (Figs. 2b and 3a), which was 
then sandwiched between two glass coverslips which were fastened together (Fig. 3b). 
The PDMS holder was used to support wires as a mold upon which hydrogel was cast 
(Fig. 3c). Removal of the wires resulted in two 170 µm diameter parallel channels 
embedded within the 500 µm thick 3D matrix. We fabricated gels with a shear modulus 
of 300 Pa. This modulus is both within the range of values typically reported for brain 
tissue (300–3000 Pa)41,42  and conducive to maintaining channel integrity during 
fabrication. One channel was seeded with cells at high density and then plugged on each 
end to restrict cell migration to the hydrogel only (Fig. 3d). The entire device was then 
bathed in cell medium, and the other channel was left open to allow passive filling. The 
cell reservoir and vessel mimic were separated by 500 µm of the 3D matrix through which 
cells invaded to reach the open channel. Nutrients from medium could diffuse to the cell 
reservoir either through the open channel or at the sides of the device through the 3D 
hydrogel. 
 

 
Figure 2. Spacer fabrication to align parallel channels suspended in PDMS. Glass 
capillaries of known diameter are used to control spacing between microwires during 
horizontal spacer fabrication. Horizontal spacers are cut from PDMS and then used to 
control wire-to-wire spacing during PDMS support fabrication. Vertical spacers are used 
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to suspend microwires. (a) Macro view showing the glass slide and wire alignment. (b) 
Close-up view of the cross-section of spacer alignment showing control over vertical and 
horizontal dimensions. 
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Figure 3. Device fabrication. (a) PDMS supports are fabricated by casting PDMS over a 
wire mold, curing, and cutting the mold. Scale = 200 µm. (b) PDMS supports are placed 
between coverslips and fastened with epoxy. (c) Wires are inserted into the device to 
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mold hydrogel, and the matrix is cast over the wires. Wires are removed leaving open 
channels. Scale = 500 µm. (d) Cells are injected into the reservoir channel, and plugs are 
added to prevent cells from migrating out of the channel. 
 

2.4.3 3D topographical model promotes tumor expansion, invasion in masses, 
and invasion along the channel 

To test whether GBM cells would indeed undergo multi-step invasion and follow 
topographical features within the matrix, we seeded U87-MG human GBM cells into 
seven devices and tracked invasion for 2–3 weeks. Based on our previous studies, we 
selected the 3wt. % HA matrix functionalized with 0.5mmol/l RGD as our matrix74,196 and 
then tracked tumor expansion and invasion for 2–3 weeks. We chose a 3 wt. % HA 
concentration to facilitate fabrication of gels with the desired shear modulus of 300 Pa 
with low enough matrix density to enable cell invasion. We have previously observed in 
2D studies that an RGD concentration of 0.5mmol/l promotes cell spreading and 
formation of broad lamellopodia.74 Cells began to invade the matrix approximately 4 days 
after seeding (Fig. 4a) and continued to invade in multicellular masses over the next 
several days, tunneling through the matrix toward the open channel. Cells began to reach 
the channel around day 13 and reoriented to follow the channel wall (Fig. 4a). Within the 
channel, cells generally adopted a linear morphology and were spaced further apart than 
cells packed densely in invading masses. 
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Figure 4. Tumor expansion, 3D invasion, and track-based invasion within the PVN model. 
(a) Time series for cell expansion and invasion in HA-RGD. Scale = 200 µm. (b) 
Schematic of the region of interest within gel for z-stack (240 µm, 5 µm slices) 
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demonstrating that cells generally migrate in the xy plane and that the cells begin to follow 
the channel after entering. The slice in the xz plane shows migration along the x axis 
within the channel, and the slice in the yz plane shows minimal migration in the z direction. 
Scale = 100 µm. (c) Calcein AM to stain viable cells and EthD-1 to stain apoptotic cells 
demonstrate cell viability within the tumor reservoir. Scale = 100 µm. (d) Z-stack (56 µm 
in height) of invading cells demonstrating relatively few Ki-67 positive nuclei (indicated by 
arrowheads). Scale = 20 µm. 
 
Cells invading from the reservoir to the channel were primarily coplanar in xy, tunneling 
directly toward the open channel, and then migrating along the channel wall (Fig. 4b). 
This highly anisotropic migration suggests the presence of strong, diffusive chemotactic 
gradients between the reservoir and the channel. While the lack of migration in z may 
initially seem surprising, solute diffusion is strongly promoted in the xy plane due to the 
device being covered on top and bottom by coverslips but being open to the medium in 
all lateral aspects (xy plane). Passive filling of the open channel with medium likely 
facilitates steeper chemotactic gradients of some medium components due to close 
proximity to the cell reservoir, further inducing cells to invade directly toward the channel. 
 
To determine whether cells remained viable within the tumor reservoir, we performed a 
cell viability assay after 16 days in culture and found that most cells stained positive for 
calcein AM, but not ethidium homodimer (EthD-1) (Fig. 4c). Cells that did stain positive 
for EthD-1 were not localized to any particular region of the tumor reservoir. We did not 
observe a necrotic core, which has been observed in larger tumorsphere models (>500 
µm diameter).235 Rather, the cells in the core of the 170 µm diameter reservoirs remain 
viable despite the high cell density. This is consistent with our observation that the 
majority of cells within the tumor reservoir are mobile during live imaging experiments. 
Despite high cell viability, we observed relatively few Ki-67 positive cell nuclei (Fig. 4d). 
Cells with nuclei positive for Ki-67 did not appear to be localized to any particular region 
of the device; however, more rigorous testing is required to conclusively determine 
whether any patterns exist. While a number of variables in culture conditions could be 
responsible, the observed low number of proliferating cells may support the “go or grow” 
hypothesis. This hypothesis suggests that cells upregulate either invasive mechanisms 
or proliferative mechanisms, but not both.40,290 Our platform should be useful for future 
investigation of the effects of the topographical microenvironment, matrix composition, 
and culture conditions or drug-treatment on proliferative and invasive phenotypes. 
 
We next sought to observe both expansion and invasion within the model. Invasion in the 
HA-RGD matrix was visually distinct from expansion of the reservoir mass in phase 
contrast appearing as a dark region of high cell density (Fig. 5a). Because invasion 
occurred mostly in the xy plane, we used the area as an approximate measure of 
expansion and invasion (Fig. 5a). We tracked reservoir growth and cell invasion for 16 
days until the first device was fixed for further analysis, normalizing the areas to the total 
area on day 1 to account for any variance in cell seeding and channel length. 
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Figure 5. Cell expansion and invasion. (a) Example of invasion quantification showing 
the area of invasion (blue) as compared to the center mass of cells. Scale = 200 µm. (b) 
Mass area and tunneling/invading area normalized to the initial area for n1⁄47 devices 
over the first 16 days after seeding. *, p<0.05; **, p<0.01; ***, p<0.001; ****,p<0.0001 by 
Friedman’s test followed by Dunn’s test for multiple comparisons. The center line 
represents the median, boxes represent the 25th and 75th percentiles, and whiskers 
represent the min and max. (c) Device schematic for EGF diffusion into the channel and 
the plugged channel to prevent diffusion. (d) The total area of invading and tunneling cells 
is higher in the EGF condition compared to that in the plugged channel condition. *, 
p<0.05 by analysis of variance (ANOVA) followed by Tukey’s test for multiple 
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comparisons, boxes represent the 25th and 75th percentiles, and whiskers represent the 
min and max. (e) Invading area (blue) on the side nearest the channel compared to the 
opposite side on day 10 normalized to the total initial area for each device. Each of the 
lines represents the results obtained with a different device. Significantly more cellular 
expansion and infiltration are observed on the channel side in devices containing an open 
channel and EGF diffusion within the channel, but not with a plugged channel (n = 5–7). 
*, p < 0.05 by the paired t-test of the average difference between the channel side and 
the opposite. 
 
Both the reservoir area and the area of invasion grew over 16 days (Fig. 5b). The 
reservoir area began to expand earlier than the invaded area in most devices, beginning 
around day 4 and expanding more rapidly around day 13. The area of invasion did not 
begin to increase until around day 7 but then expanded more rapidly than the reservoir 
area. By day 16, the increase in the area was due largely to invasion as opposed to 
reservoir expansion. These data suggest that some threshold, possibly time or a certain 
degree of confinement, is required for cells to upregulate invasive mechanisms. Once 
invasion begins, it proceeds more rapidly than reservoir expansion. 
 
We also observed that invasion was generally biased toward the open channel, despite 
the fact that the cell mass was surrounded on all sides by an HA matrix bathed in culture 
medium. We hypothesized that this may be due to a chemotactic effect arising from more 
rapid diffusion of serum medium components into the open channel. The cell reservoir 
was much closer to the open channel (500 µm) than to the gel-bath interface at the sides 
of the device (4 mm). The open channel in close proximity to the reservoir may allow for 
increased diffusion of some medium components and serve as a chemoattractant. To 
further investigate the effects of chemotactic gradients within the matrix, we set up two 
additional conditions. First, we sequestered epithelial growth factor (EGF)-containing 
medium within the channel (Fig. 5c) to allow for EGF diffusion into the channel but not 
into the surrounding medium. We also set up a control experiment in which we used 
another wire to plug the open channel on each end, preventing medium component 
diffusion into the open channel (Fig. 5c). First, we quantified the total area of cell invasion 
after ten days and found that cells invaded significantly more area in devices treated with 
EGF compared to those with plugged channels (Fig. 5d). We then quantified and 
compared the invasion area on the side of the reservoir nearest the open channel with 
the invasion area opposite. In both the open channel condition and the EGF perfusion 
condition, we observed significantly more invasion toward the parallel channel compared 
to the opposite side (Fig. 5e). Together, these results suggest that serum can induce both 
chemotaxis and chemokinesis, with EGF further enhancing chemokinesis. This also 
demonstrates that the PVN model can serve as a platform for investigating the effects of 
other soluble factors within the context of matrix and topographical features. 
 

2.4.4 Cell morphologies in the PVN model resemble tumor cell invasion toward 

and along vascular tracks 
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Cell morphology is one indicator of whether cells are interacting with the 
microenvironment in a manner that captures important features of GBM. We investigated 
cell morphology in different stages of invasion and locations in the gel (Fig. 6a). Long, 
thin protrusions generally preceded 3D invasion (Fig. 6b). These protrusions varied in 
thickness and length. While most protrusions extended between 10 and 50 µm, 
protrusions occasionally reached>100 µm in length (Fig. 6c). The number, length, and 
thickness of the protrusions more closely resembled dendritic processes similar to those 
that have been observed in vivo.215,271,275  This cell morphology contrasts with elongated 
cells exhibiting a few short protrusions that can be observed in fibrillar matrices.291 
Together, these results suggest that the HA matrix supports cell invasion that is 
morphologically similar to that observed in brain parenchyma. 
 

 
Figure 6. Cell morphologies during invasion. (a) Schematic representing the variety of 
invasion morphologies depending on the location and stage of invasion. Letters 
correspond to subsequent figure parts. (b) Invasion is usually preceded by the extension 
of long protrusions. Scale = 20 µm. (c) Protrusions occasionally reach lengths >100 µm, 
and the end of protrusion is marked by the arrow. Scale =100 µm. (d) Occasionally single 
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cells are observed invading the 3D matrix (arrows). Scale = 100 µm. (e) Most cells invade 
in multicellular “tunnels.” Scale = 20 µm. 
 
We also investigated how cells move at a collective level. GBM cells in vivo move 
collectively as multicellular strands and less frequently as single cells.215,271,291–293  While 
single cells occasionally invaded the 3D matrix (Fig. 6d), invasion was most commonly 
observed as multicellular masses or “tunnels,” with protrusions extending from the end 
and sides of these masses (Fig. 6e). This dynamic is consistent with a mechanism in 
which cells degrade and/or tunnel through the dense 3D matrix during migration. After 
reaching the open channel, cells changed direction and morphology (Fig. 6f). Cells in the 
open channel were less rounded and more elongated, aligning parallel to the length of 
the channel. Thus, an embedded, open channel serving as a topographical model of the 
PVN is sufficient to recapitulate changes in cell morphology during invasion. 
 

2.4.5 Topographical transitions are observed in multiple 3D matrix types 

 
One of the key features of GBM invasion in vivo that we aimed to recapitulate in this 
model is rapid migration of cells along vascular tracks relative to the slow interstitial 
invasion. Having established that cells change the morphology and direction to follow the 
vessel-mimetic open channel, we investigated whether cells in channels migrated more 
rapidly than cells in the 3D matrix. Furthermore, we asked whether transitions were 
induced only by the HA matrix, known to promote cell invasion in the PVN. 294–296 We thus 
compared HA with collagen I, a fibrous matrix not normally abundant in brain ECM. 
Choosing a collagen matrix also enabled us to investigate the degree to which the 
migration mode is dependent on the matrix structure and to explore the versatility of our 
device in supporting the use of other matrix types. 
 
We observed cell invasion through the 3D matrix and channels in both HA-RGD and 
collagen I hydrogels and compared cell speeds in these two regions of interest for both 
matrix types [Fig 7(a)]. Overall, cells in collagen I were more elongated with a more 
mesenchymal morphology and migrated more rapidly than cells in HA-RGD by 
approximately a factor of four. In contrast, cells in HA-RGD were more round with 
numerous dendritic protrusions. Despite the contrast in morphology and overall speed, 
cells invaded more rapidly (approximately twice the speed) in channels than in the 3D 
matrix for both matrix types. While the overall speed of invasion is dependent on the 
matrix type, the topographical cues from the channel drive a change in cell speed that is 
independent of the matrix composition. 
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Figure 7. Transitions in the direction, speed, and morphology as cells encounter the open 
channel. (a) Cell speeds in the 3D matrix are slower than those in channels, ***, p < 0.001 
by student’s t-test. The center line represents the median, boxes represent the 25th and 
75th percentiles, and whiskers represent the min and max. (b) Single cell speeds increase 
after the transition, **, p < 0.01 by the paired t-test of average difference between speed 
before transition and speed after transition. (c) In both HA-RGD and collagen I matrices, 
cells change the direction to align with the channel. Arrows point to the cell nucleus. 
Frames at 0 min and 90 min are before the transition of the entire nucleus out of the 3D 
matrix, while subsequent frames occur after the transition. Scale = 20 µm. 
 

2.4.6 Topography-driven changes in migration speed are instructive rather than 
selective 

 
The degree to which increased speed exhibited by cells within channels was due to cell- 
ECM interactions as opposed to cell-cell interactions remained unclear. For example, 
tumor cells often invade in a communal fashion, with leader cells remodeling the matrix 
to enable rapid migration of follower cells.297  It is possible that the difference in migration 
speed in each topology is driven not by cell-instructive cues but rather by different 
subpopulations of cells, with one subset more adept at 3D invasion and another more 
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adept at perivascular invasion. Furthermore, the cell-ECM and cell-cell interactions that 
underlie single and collective cell migration could depend on the matrix type. Cells in the 
collagen matrix were more frequently observed moving as single cells and did not invade 
in the multicellular masses as in HA-RGD. It is likely that the increased pore size and the 
fibrous structure of collagen were more permissive of cell invasion, either changing or 
eliminating the role of leader cells. 
 
To begin assessing the relative role of single cells in the transition to perivascular 
invasion, we quantified the invasion of cells crossing from the 3D matrix to the open 
channel [Fig. 7(b)]. A transition was defined as the time at which the nucleus fully exited 
the 3D matrix into the channel. We measured cell speed for a total of 6 h with a transition 
occurring between the first 3h and the second 3h. Migration speeds before and after the 
transition were compared [Figs. 7(b) and 7(c)]. Again, cells in the collagen I matrix 
migrated rapidly compared to HA-RGD. However, in both matrices, individual cells 
increased their speed after the transition. The speeds before and after the transition were 
similar to those measured when tracking cells in the 3D matrix or the channel only. We 
concluded that single cells responded to the open channel topography by increasing 
speed, leading to overall more rapid invasion along the channel. 
 

2.4.7 Cytoskeletal architecture varies by the location and matrix type 

 
While the increase in cell speed was observed in both matrix types, phase imaging 
suggested vastly different cell morphologies (Fig. 7c). Specifically, we observed that cells 
in collagen I or in channels tended to have more linear morphologies in contrast to the 
rounded, dendritic morphologies seen in HA-RGD. Cytoskeletal architecture, particularly 
that of the actin cytoskeleton, can reflect mechanisms underlying invasion.291  We asked 
whether distinct cytoskeletal architectures were correlated with specific invasion patterns 
seen in our various matrix formulations (HA, collagen I) and topographies (3D, channel). 
Following previous studies, we reasoned that actin bundles and stress fibers are more 
likely to accompany the fast mesenchymal-like migration observed in the open channels 
and in collagen.298–300  In contrast, more diffuse cortical actin would be expected within 
HA-RGD. We therefore applied structured illumination microscopy (SIM) to characterize 
actin cytoskeletal architecture in each of these scenarios (Fig. 8). 
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Figure 8. SIM imaging of fixed cells revealing distinct actin architectures. Cells in 3D 
collagen I gels show evidence of membrane blebbing (white arrows) and nuclear 
squeezing and also express more numerous short filopodia (blue arrow, inset) than cells 
in the collagen I channel. Cells in the 3D HA-RGD matrix are densely packed and rounded 
and express numerous long, thin filopodia. Cells in HA-RGD channels express actin 
filament bundles and protrusions aligning with the channel wall. Scale = 10 µm; inset 
scale = 2 µm. Z stacks were 20 µm (top left), 11 µm (top right), 23 µm (bottom left), and 
11 µm (bottom right) with 1 µm spacing between slices. 
 
As we anticipated, cells in 3D collagen I assembled long actin filament bundles that align 
with the direction of migration. This was not the exclusive phenotype, as some cells 
exhibited an elongated nucleus with membrane blebs, suggesting confined, amoeboid 
migration. Compared to cells in collagen I channels, cells in 3D collagen expressed short 
and more numerous filopodia. In contrast to cells in collagen, cells in 3D HA were almost 
exclusively rounded and had numerous single actin filaments with relatively thin and few 
filament bundles. Cells in HA-RGD channels were elongated with fewer and longer actin 
filament-based invasive protrusions. As with collagen I, this was accompanied by 
assembly of actin bundles aligned in parallel with the channel. Overall, the morphology of 
cells in 3D was distinct from those in the channel, and the contrast was much greater in 
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HA-RGD gels. These results explain the hierarchy of migration speeds (channel 
collagen>3D collagen>channel HA>3D HA). Migration speed is tied to the propensity of 
the matrix to support actin bundle-driven mesenchymal migration: fastest in a fibrous 
matrix arranged in a linear channel and slowest in a non-fibrous matrix in 3D. These 
results also underscore that the migration mode is dependent on the matrix type and that 
cell morphologies in the HA-RGD matrix compared to collagen I are more similar to those 
observed in vivo. Still, topography influences the migration mode and speed in a similar 
fashion within a particular matrix type. While we observed an analogous increase in speed 
and change in morphology within HA-RGD and collagen I matrices, it is possible that 
changing cell types or matrix compositions will result in an altogether different type of 
response to topographical cues. Future investigation of other matrix compositions, 
possibly with spatial organization of ligands or modulus, may uncover potentially 
synergistic roles of topography and matrix in promoting invasion. 
 

2.4.8 Integrin engagement and cell contractility promote cell invasion in HA 
matrices 

 
We then investigated whether integrin engagement and cell contractility were necessary 
to support invasion into HA-based matrices. While cells are capable of binding to HA-
based matrices independent of integrin adhesions, we hypothesized that integrin binding 
and contractility allow cells to squeeze through the matrix while forming reinforced 
adhesions that facilitate cell invasion. We compared mass expansion and invasion areas 
in devices with or without RGD in the matrix and with or without myosin II inhibition 
through blebbistatin treatment. Blebbistatin treatment significantly reduced the mass 
expansion of the reservoir (Fig. 9a). Cells in devices lacking RGD or treated with 
blebbistatin exhibited significantly less invasion and tunneling into the surrounding matrix 
(Figs. 9b and 9c). Furthermore, we observed different cell morphologies in matrices with 
or without RGD. Cells invading HA-RGD exhibited long, thin protrusions preceding 
invasion, while cells in the HA matrix remained largely rounded (Fig. 9d). Thus, cells 
appeared to transition from a slow, more amoeboidal mode of migration with no RGD and 
low contractility to a more rapid, mesenchymal mode of migration with RGD in the matrix 
and uninhibited contractility. 
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Figure 9. Cell invasion is dependent on integrin engagement and cell contractility. (a) 
Mass area and (b) tunneling/invading area of cells in HA-RGD and HA matrices treated 
with or without 10 µM blebbistatin normalized to the initial area on day 1 for n=6 devices 
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per condition 16 days after seeding. **, p<0.01; ***, p<0.001; ****, p<0.0001 by ANOVA 
followed by Tukey’s test for multiple comparisons. The center line represents the median, 
boxes represent the 25th and 75th percentiles, and whiskers represent the min and max. 
(c) Tunneling and invading morphology is decreased with blebbistatin treatment and 
without the RGD ligand in the matrix. Scale = 100 µm. (d) Invasion in the HA-RGD matrix 
occurs preceded by thin protrusion extension, while invasion in the HA matrix is not. The 
arrow indicates protrusion dynamically extending and retracting, and the asterisk 
indicates the cell shifting toward protrusions. 
 
Compared to our previous results in collagen I matrices, these data suggest that our 
matrices promote a range of migratory phenotypes with more mesenchymal behavior 
(collagen I > HA-RGD > HA). These results may also reflect the role of the pore size in 
regulating invasion. We have previously demonstrated that our HA gels are nanoporous 
(average mesh size  100–150 nm).196 Thus, cells are likely to rely on matrix degradation 
to invade into the gel, resulting in more amoeboidal invasion. Collagen gels, however, 
have pore sizes on the scale of microns, which enable cell migration without degradation, 
resulting in faster invasion speeds.201 As a whole, these experiments demonstrate the 
possibility of using our platform to investigate the effects of the matrix composition and 
treatment, which in the future could be leveraged to perform deeper mechanistic studies 
or conduct screening. 
 

2.5 Conclusions 

 
We have developed a topographical culture model that is sufficient to recapitulate and 
observe multiple stages of invasion (expansion, matrix infiltration, and invasion along 
anatomical tracks) with a distinct transition in cell morphology and speed resembling GBM 
invasion toward and along the PVN. We have demonstrated that the increased speed 
and the change in the direction are generalizable across matrix types and that distinct 
actin architectures support these transitions. This work underscores the utility of 
incorporating topographical cues into 3D invasion models to study multiple modes of 
invasion relevant to clinical GBM progression. While this study is focused on 
topographical effects on speed and cell morphology, the platform could be used to 
conduct screening and investigate cell signaling and mechanistic pathways underlying 
invasion. 
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Chapter 3: Hyaluronic Acid: Incorporating the Bio into the Material  

 
Parts of this chapter are excerpted with permission from Springer Nature, from the article 
“Hyaluronic Acid: Incorporating the Bio into the Material,” by Kayla J. Wolf and Sanjay 
Kumar in American Chemical Society Biomaterials Science and Engineering, 5 (8), 3753-
3765 (2019). 
 
© 2019, American Chemical Society 
 
3.1 Abstract  
 
In the last few decades, hyaluronic acid (HA) has become increasingly employed as a 
biomaterial in both clinical and research applications. The abundance of HA in many 
tissues, together with its amenability to chemical modification, has made HA an attractive 
material platform for a wide range of applications including regenerative medicine, drug 
delivery, and scaffolds for cell culture. HA has traditionally been appreciated to modulate 
tissue mechanics and remodeling through its distinctive biophysical properties and ability 
to organize other matrix proteins. However, HA can influence cell behavior in much more 
direct and specific ways by engaging cellular HA receptors, which can trigger signals that 
influence cell survival, proliferation, adhesion, and migration. In turn, cells modify HA by 
regulating synthesis and degradation through a dedicated arsenal of enzymes. Optimal 
design of HA-based biomaterials demands full consideration of these diverse modes of 
regulation. This review summarizes how HA-based signaling regulates cell behavior and 
discusses how these signals can be leveraged to create cell-instructive biomaterials. 
 
3.2 Introduction 
 
Hyaluronic acid (HA, also called hyaluronan) is a linear polysaccharide expressed in 
almost all bodily tissues and fluids at a concentration and molecular weight (MW) that 
varies by tissue type.104 The nearly ubiquitous expression of HA is suggestive of both its 
biological importance as well as its potential for clinical application. HA is amenable to a 
variety of chemical modifications through three orthogonal functional moieties (hydroxyl, 
carboxyl, and amide), facilitating its use for numerous applications requiring conjugation 
or crosslinking.232,301 While often incorrectly portrayed as an inert or non-adhesive 
scaffold, HA actually provides a rich abundance of mechanical and biological signals to 
surrounding cells and tissues.105,302 Cell surface receptors specific for HA enable cells to 
respond to the biophysical properties of HA, which can be modulated in vivo by controlling 
HA abundance, MW, and other factors.303,304 Cues from HA within the extracellular matrix 
(ECM) influence cell adhesion, migration, and downstream cell signaling (Fig. 1). In turn, 
cells modify and regulate the HA in the ECM through synthesis, degradation, and 
organization.305,306 HA-based signaling is especially important in development, wound 
healing, and metastatic disease.53,307–309 Resultant biological signals are critically 
dependent on the biophysical properties of HA, and thus require consideration in 
biomaterial design.  
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Cells bind to HA directly through membrane receptors resulting in transduction of 
biochemical signals and reinforcement of mechanical linkages that directly mediate 
adhesion and motility.49,303 The most studied of these HA cell receptors are CD44 and the 
Receptor for HA-Mediated Motility (RHAMM) (Fig. 1). CD44 is a transmembrane receptor 
that binds to extracellular HA through a single binding domain and links indirectly to the 
actin cytoskeleton by way of ezrin, moesin, or radixin (ERM) family proteins or to the 
spectrin cytoskeleton through ankyrin proteins.49 RHAMM contains two HA-binding 
domains in which HA is bound less tightly than in the HA-binding domain of CD44.310,311 
RHAMM is not a transmembrane receptor, and can exist intracellularly or on the 
extracellular cell surface in complex with other receptors such as CD44.311 The reported 
relationship between RHAMM and CD44 in mediating cell adhesion to HA has been 
somewhat contradictory and may be context dependent. For example, Lokeshwar and 
colleagues found RHAMM to be the main mediator of HA binding in primary human 
endothelial cells.312 In contrast, Savani and colleagues found that anti-CD44 but not anti-
RHAMM antibodies inhibited adhesion of endothelial cells to HA.313 Similarly conflicting 
observations have been reported in glioblastomas (GBMs).54,74 These findings may 
potentially be reconciled by the fact that RHAMM modifies signaling through CD44, with 
the degree of modification depending strongly on context. For example, studies of 
invasive breast cancer cells demonstrate that CD44 and RHAMM coordinate to regulate 
ERK1/2 signaling and cell motility.314 Overall, the role of RHAMM and CD44 interactions 
in cell motility and dependence on the microenvironment remains an open question. 

 
Figure 1. Cells sense biophysical properties of extracellular HA (adhesivity, mechanical 
properties, and degradability) through surface receptors such as CD44 and RHAMM. 
These biophysical properties influence cell adhesion, migration, and proliferation through 
cytoskeletal interactions, transcription, and receptor crosstalk. In turn, cells remodel 
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extracellular HA through synthesis by hyaluronan synthases and degradation by 
hyaluronidases. 
 
Independent of its relationship with RHAMM, CD44 plays a critical role in cell motility.49 
For example, CD44 protein expression is increased in highly invasive and/or metastatic 
cells.296,315  In GBMs, high CD44 protein levels correlate with the most rapidly invading 
cell populations,294 and neutralization or knockdown of CD44 significantly impairs GBM 
invasion in animal models.48 CD44 can directly support adhesion and migration, likely 
through its intracellular cytoskeletal linkages. For example, human prostate cancer cells 
expressing CD44 mutants lacking the ankyrin binding domain do not adhere to HA.316 
However, the relative contributions of ERM and ankyrin binding to CD44-dependent 
signaling remains poorly understood and are likely to be context-dependent. CD44 can 
also complement and potentiate signaling from other surface receptors; for example, 
Chopra and colleagues found that HA-CD44 binding can increase integrin signaling 
resulting in cell spreading.317 
 
Growing evidence demonstrates that CD44, like integrins, is involved in sensing 
mechanical signals from the HA matrix. Our laboratory demonstrated that CD44-mediated 
adhesion and migration depend on the storage modulus of crosslinked HA hydrogels.74 
One possible mechanism governing CD44-mediated mechanosensitivity is that CD44 can 
undergo force-dependent switching between low affinity and high affinity HA-binding 
states. The crystal structure of the CD44-HA complex supports this idea, revealing that 
there are at least two binding conformations.318 Similarly, molecular dynamics simulations 
suggest that HA can bind to CD44 in three different conformations, two of which are 
metastable states that enable low affinity binding.319 DeGrendele et al. demonstrated that 
leukocytes adopt a high-affinity state for HA binding during rolling, when adhesive tethers 
are stressed.320 Suzuki et al. showed that force experienced by leukocytes during rolling 
could convert HA-CD44 binding from a low affinity to high affinity state.321 While these 
studies differ on the number of proposed binding states, they together strongly suggest 
that CD44 exhibits force-dependent changes in HA-binding affinity and therefore 
mechanosensitivity. Shedding of CD44 is also important for CD44-mediated functions, 
but the role in mechanosensitivity is poorly understood.322 While there are still numerous 
open questions regarding CD44-mediated mechanosensitivity and motility, these findings 
underscore the biological importance of HA mechanics within the ECM.   
 
Several other cell receptors have been reported to bind to HA, although the relative 
affinities for HA, mechanical roles, and resulting downstream signaling are incompletely 
understood. Lymphatic Vessel Endothelial Hyaluronan Receptor 1 (LYVE-1) is a 
lymphatic-specific HA receptor that may play an important immunological function.323,324 
Layilin is a transmembrane protein reported to bind to HA extracellularly and to radixin 
and merlin proteins intracellularly, but the function is poorly understood.325,326 HA 
signaling can also be mediated by Toll like receptors 2 and 4 (TLR2/4),327–329 but more 
recent evidence suggests that the signaling effects may not act through a direct ligand-
receptor interaction.330 Finally, tumor necrosis factor-stimulated gene 6 (TSG-6), is a 
signaling factor that can bind with HA and may enhance CD44-based signaling.331,332 
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Elevated levels of TSG-6 have been observed in the central nervous system following 
injury.333  
 
The biophysical properties of HA can greatly impact the nature of HA-induced cell 
signaling such that optimized biomaterial design is necessary for appropriate downstream 
effects. In this review, we begin by discussing key biophysical properties of HA most 
pertinent to biomaterial design, broadly defined as mechanics, adhesivity, and 
degradability. We focus on how HA mechanics vary by tissue type and state, and how 
adhesivity and degradability relate to mechanics. These properties can profoundly 
influence cell and tissue homeostasis and disease, and we present selected examples 
from development, wound healing, and tumor progression. Within a biomaterial, the 
biophysical properties of HA are critically dependent on fabrication methods.  Thus, in the 
second part we discuss how these biophysical properties can be incorporated in 
biomaterial design, along with the benefits and limitations of various strategies for doing 
so. As a whole, this review should provide guidance in selecting and achieving optimal 
biophysical design criteria for a given application. 
 
3.3.1 HA Biophysical Regulation of Cell Behavior within Tissue 
 
HA is a critical driver of a variety of normal and disease processes, including 
development, wound healing, tissue maintenance, inflammation, and metastasis.53,105,306–

309,334 HA properties, particularly MW and abundance, undergo characteristic changes 
that support and drive tissue remodeling and homeostasis.104,305,335 For example, HA 
levels in tissue tend to be higher during development and play a particularly prominent 
role in the hematopoietic stem cell niche and central nervous system.307,336,337 HA is 
dynamically activated in the early stages of wound healing during which it may promote 
matrix organization, fibroblast migration, or tissue hydration.308,334 HA and associated 
regulatory enzymes are abnormally overexpressed in a variety of tumor types.53,309 This 
section will cover the biophysical properties of HA pertaining to adhesivity, organization, 
and mechanics with a discussion of their interdependency and select examples of 
biological impact. 
 
3.3.2 HA Adhesivity and Organization Influences Mechanics 
 
HA is a linear and negatively charged polysaccharide composed of disaccharide repeats 
of D-glucuronic acid and N-acetyl-D-glucosamine (Fig. 2).338 It is unique among 
glycosaminoglycans in that it is not a proteoglycan, is synthesized at the plasma 
membrane instead of the Golgi apparatus, and remains unsulfated and as an unbranched 
structure within the ECM.339 Each monomer contains one carboxylic acid, one primary 
alcohol, and one amide moiety, which are important for biological function and available 
for chemical modification. The carboxylic acid of the glucuronic acid subunit is effectively 
deprotonated at physiological pH, giving rise to a polyanionic character.340  
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Figure 2. Chemical structure of HA. The carboxylic acid (blue) and primary alcohol 
(green) are important for both recognition by hyaladherins and for chemical modification. 
The amide (yellow) also supports adhesion but is less commonly modified.  
The mass of an average human adult consists of ~15 g of HA throughout the body, with 
~30% of this total turned over daily.305,339 While some HA is found in virtually all tissue 
ECMs in the body, the abundance, organization, and MW of HA are strongly tissue-
dependent.104 Solid tissues in rabbit have been reported to have a range from 1 – 500 µg 
HA /g of wet tissue, while human cartilage contains as much as 2500 µg HA /g of wet 
tissue.341,342 While the concentration of HA in most fluids is in the ng/mL to low µg/mL 
range, the concentration of the vitreous humor is as much as 200 µg/mL343 and that of 
the synovial joint is as much as 2-3 mg/mL.344 HA is traditionally regarded as an 
extracellular polymer; very little is understood about the intracellular role of HA.306,345 We 
focus exclusively on extracellular HA in this review based on its relevance for biomaterial 
design.  
 
In fluids, HA does not exhibit a well-defined network structure but instead forms entangled 
networks that contribute to fluid viscosity particularly at high molecular weight (HMW) or 
with light crosslinking.346,347 The persistence length of HMW hyaluronan has been 
estimated to be ~10 nm, approximately 10 monomers, which is around the same length 
of HA that can bind to a single HA-binding domain.348 Proteins with HA-binding domains 
(hyaladherins) contribute to non-covalent assembly of HA in vivo, and aspects of this 
assembly can be mimicked in vitro. In the presence of aggrecan, HA forms more ordered 
structures in solution with higher packing densities. leading to an increase in viscosity.349 
In synovial joint fluid, assembly of these dense, viscous complexes are widely regarded 
as important for maintaining shear flow while resisting osmotic compression and 
absorbing compressive force.349–351 
 
In solid tissues, HA is non-covalently assembled into a network by a subset of 
proteoglycans with HA binding domains.111,309,339 The organization varies by tissue type 
as well as the local cellular microenvironment (Fig. 3). In the brain, tenascins organize 
with link proteins and chondroitin sulfate (CS) proteoglycans such as versican, neurocan, 
and aggrecan to stabilize entangled networks of HA.111,112 These networks can form 
perineuronal nets that surround the cell membrane.352 HA-matrix organization dominates 
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the intraparenchymal space of brain ECM, which is particularly high in HA content and 
low in fibrous proteins such as collagen I.47 In cartilage, HA is also bound and organized 
by proteoglycans but assembles into an interpenetrating network with collagen 
fibrils.353,354 HA-CS binding is mechanically reinforced by complexation with link proteins, 
which contain binding domains for both HA and CS.355 The organization and mechanical 
reinforcement of HA with other proteins is thus important for the mechanical properties of 
the overall matrix. 

 
Figure 3. Matrix organization of HA varies by tissue type and cell microenvironment. A) 
HA organizes as an interpenetrating network that interacts with mechanically-reinforcing 
collagen fibers in cartilage tissue. B) In contrast, intraparenchymal regions of brain tissue 
are generally devoid of collagen fibers and HA organizes primarily with chondroitin 
sulfates. 
 
Hyaladherin-HA binding is generally based on a conserved mechanism involving 
electrostatic interactions. HA-binding domains, both in matrix proteins and cell receptors, 
contain positively-charged lysine and arginine residues, which coordinate with the 
negatively-charged HA backbone and bind 3-6 monomers depending on the hyaladherin 
type.356,357 Bano and colleagues investigated hyaladherin-HA affinity by measuring the 
rupture forces of HA and various hyaladherin binding domains using atomic force 
microscopy.358 The rupture force roughly correlated with the number of HA monomers 
bound by the hyaladherin and ranged from 24-52 pN. Remarkably, reinforcing aggrecan-
HA binding by complexing with cartilage link protein effectively increased the binding force 
above that measured for streptavidin-biotin bonds. This result further supports the idea 
that HA-binding affinity depends on the length of the HA segment bound as well as 
underscores the role of HA in supporting ECM mechanical integrity. 
  
3.3.3 Remodeling of HA Alters Mechanics 
 
The MW of HA in the human body varies widely, from tetramers of around 1 kDa to HMW 
species of around 2 MDa.335 Changes in MW distribution affect both the physical 
properties of HA within the ECM as well as cellular biochemical signaling. The effects of 
MW on the physical properties of ECM stem largely from its contributions to mechanics. 
Within solutions, increasing MW greatly increases viscosity of HA, reflective of greater 
entanglement.359 The mechanical properties of HMW HA are key to the proper function 
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of synovial joint fluid by resisting compressive forces while allowing shear thinning.360,361 
Increases in low molecular weight (LMW) HA are associated with pathological conditions; 
for example, osteoarthritis patients exhibit a higher ratio of LMW to HMW HA in synovial 
fluid compared to healthy patients.362 Similarly, LMW HA is not commonly found in solid 
tissue unless the tissue is undergoing either a physiological or pathological remodeling 
process.104,305,335 Elevations and other alterations in LMW HA species have been 
observed in cartilage during aging,363 as well as in a variety of tumors.364–366 Broadly, 
these studies suggest that a shift from HMW to LMW species is associated with plasticity 
in ECM mechanics and potentially loss of structural integrity. 
 
HA MW can also influence biological processes through biochemical signaling. LMW HA 
generally stimulates an inflammatory response while HMW HA induces an anti-
inflammatory response.335 In macrophages, LMW HA fragments upregulate inflammatory 
gene expression contributing to polarization toward a tissue-destructive state.367 Later 
work showed that while LMW and HMW HA both activate macrophages, LMW HA 
induces a pro-inflammatory gene expression profile whereas HMW induces a pro-healing 
gene expression profile.368 The mechanisms by which cells sense and respond to MW of 
HA remain unclear, but experimental studies support several possibilities. It is possible 
that HA MW may affect cell signaling indirectly through changes in matrix mechanical 
properties such as increased viscous behavior resulting from increased chain 
entanglement, but the relative importance of this effect has not been directly 
demonstrated in vivo. More directly, HMW HA can induce multivalent binding and receptor 
clustering. Yang et al. showed that HMW HA induces CD44 clustering while HA oligomers 
of 3 – 10 monosaccharides inhibit clustering, with each reagent exerting differential 
effects on downstream ERK signaling.369 From a physical perspective, higher MWs 
stabilize binding to CD44 such that LMW HA binding is reversible while HMW binding is 
essentially irreversible.370 The cumulative effects of binding time and stability could have 
a range of effects on cell motility and downstream signaling. MW may also affect cellular 
uptake and downstream intracellular signaling, but this process and mechanistic effects 
are not well understood.371  
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Figure 4. The regulation and role of HA MW in biophysical signaling. A) MW is dependent 
on expression and activity of hyaluronan synthases and hyaluronidases. HMW HA is 
synthesized at lengths dependent on the hyaluronan synthase. HMW HA is degraded by 
HYAL2 to form ~20 kDa fragments which are then further degraded by other 
hyaluronidases, primarily HYAL1, into tetramer units. B) Human HA is present in a 
distribution of MWs varying from about 0.1 kDa to 2 MDa. LMW HA elicits a tissue 
remodeling response, while HMW promotes tissue maintenance. A shift from HMW 
species to LMW species can be induced by increased synthesis (HAS2) followed by 
greatly increased degradation (HYAL2) leading to the accumulation of HA 
fragments.365,366 
 
The MW and abundance of HA are mediated by the activity of hyaluronan synthases and 
hyaluronidases (Fig. 4A). There are three hyaluronan synthases (HAS1, HAS2, HAS3), 
all of which are multifold transmembrane receptors that vary in expression, rate, and MW 
of the HA produced. HAS1 has a slower rate of synthesis than HAS2 and HAS3. HAS1 
and HAS3 produce lower MW species, while HAS2 can produce very HMW species.372,373 
HAS2 seems to play a particularly significant role in cell invasion and cancer progression. 
Its expression is elevated in diffusely infiltrating astrocytomas and serves as a prognostic 
factor.55 Elevated HAS2 correlates with lower survival in breast cancer365 and primary 
brain cancers.55 
 
Five hyaluronidases are encoded in the human genome (HYAL1, HYAL2, HYAL3, 
HYAL4, PH-20/SPAM1), and their expression and function differ by tissue type.374 
Notably, PH-20/SPAM1 is expressed only in testes, while the rest of the hyaluronidases 
are expressed more broadly. Structures of human HYAL1 show that hyaluronidases bind 
tetrasaccharides, and the enrichment of arginine residues in the binding cleft suggest the 
importance of the carboxylic acid on HA for proper recognition.375 The hyaluronidases 
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differ in the MW of HA they recognize as well as the MW of their cleavage products. 
Notably, HYAL2 cleaves HMW HA to ~20 kDa fragments, while other hyaluronidases 
cleave ~20 kDa fragments to tetrasaccharide products.374   
 
Differential expression of enzymes with varying substrates, rates, and products provides 
a means by which cells can regulate the MW of HA within their environment and resulting 
shift between inflammatory/pro-metastatic and anti-inflammatory/anti-metastatic signals 
(Fig. 4B). While this balance remains poorly understood, recent studies are revealing the 
biological function of this balance. As previously described, tumors are often HA-rich. In 
vitro models suggest that glioblastoma cells upregulate HA synthesis if HA is lacking in 
the surrounding matrix,376 and that incorporation of HA into gelatin matrices alters inhibitor 
sensitivity and upregulates malignancy.207,243 Interestingly, both HYAL2 and HAS2 gene 
expression are increased in mesenchymal subtype tumors, and inhibition of HAS2 gene 
expression results in more dependence on focal adhesion-mediated invasion.377 A similar 
pattern of expression is observed in highly invasive breast cancers, which express 
abnormally high amounts of both HYAL2 and HAS2.378 This somewhat paradoxical 
increase in expression of both synthases and hyaluronidases enriches the 
microenvironment in short, loosely bound, HA fragments.366 Consistent with this finding, 
Wu and colleagues observed that LMW HA, but not total HA, correlated with lymph node 
metastasis and cell invasiveness, and that both hyaluronidases and hyaluronan 
synthases were overexpressed.365 Similarly, accumulation of LMW HA and the shift 
toward a metastatic phenotype results from upregulation of HA synthesis and degradation 
in prostate cancer.379,380  
 
A notable recent study by Tian and colleagues demonstrated the relationship between 
very HMW HA (10 MDa) and cancer incidence in the naked mole rat, a species in which 
cancer is rarely observed.52 By perturbing the abundance of the HMW HA either through 
HAS2 knockdown or HYAL2 overexpression, naked mole rat cells became highly 
susceptible to malignant transformation. These results clearly demonstrate the important 
biological role of HA MW regulation and its therapeutic potential. 
 
3.4.1 Incorporation of HA Biophysical Properties into Biomaterial Design 
 
While HA provides a rich set of biological cues in vivo, the biophysical signals arising from 
HA in biomaterials may dramatically differ depending on the fabrication method. We 
consider these biophysical properties categorically as relating to either mechanics, 
adhesivity, or degradability (Table 1). We then discuss strategies to achieve these 
properties in various biomaterial applications with the potential advantages or 
disadvantages of each strategy. 
 
3.4.2 Applications of HA-based biomaterials 
 
One of the earliest clinical applications of HA was to restore lubrication and enhance 
stress dissipation (viscosupplementation) in joints as a therapeutic treatment for 
osteoarthritis.381 Not long after, HA became more widely used for viscosupplementation 
in ophthalmology, and eventually otology.381,382 Early work in these applications revealed 
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that a main limitation of viscosupplementation was the rapid degradation (<1 day) of the 
injected HA, thereby reducing the therapeutic benefit.383 Chemical modification and 
crosslinking of HA was explored as a means to reduce degradation rates and extend 
treatment.384 As methods to chemically modify HA developed, the use of HA has 
expanded to dermal fillers, tissue regeneration, and drug delivery.385–389 In many of these 
applications, the anti-inflammatory, anti-tumorigenic properties of HMW HA have proven 
attractive. As a drug delivery vehicle, HA can be used to protect peptide or nucleotide 
therapeutics from rapid degradation or to target cells or tissues with high HA uptake.390 A 
number of excellent reviews have been written about the clinical applications of HA 
matrices.391–393  
 
A developing application of HA is for tissue engineering.394 HA-mediated signaling, 
particularly that arising from HMW HA, supports survival, proliferation, and stemness. 
Thus, HA-based biomaterials show promise for encapsulating stem cells and supporting 
their directed differentiation. As an example, Gerecht and colleagues demonstrated that 
HA-based hydrogels can maintain stemness of human embryonic stem cells, but that the 
addition of soluble factors could still induce differentiation in a controllable manner.395 We 
have demonstrated that HA-based scaffolds support viability of implanted human 
pluripotent stem cell-derived dopaminergic neurons and neural progenitor cells for 
treatment of Parkinson’s disease.396,397 HA-based hydrogels have also been explored as 
scaffolds for adipose tissue398,399, cartilage400, and bone engineering.401 Because HA is a 
major component of endogenous ECM and the mechanics of HA can be tuned through a 
variety of parameters, HA-based biomaterials with controllable mechanics are also used 
as a research platform in mechanobiology.186,402–404 
 
Central to the development of HA-based biomaterials is the presence of three functional 
moieties (primary alcohol, carboxylic acid, and amide) that can chemically and 
orthogonally modified, facilitating control of biophysical properties for the desired 
application.195,232,301,405,406 Most modifications are made to the carboxylic acid and the 
primary alcohol, but modifications can also be made to the amide.232 These modifications 
support a large backbone diversity, which can then be crosslinked to form a gel or 
conjugated with peptides, growth factors, or other matrix proteins.301 HA can also be 
crosslinked with other polymer backbones to form semi-interpenetrating networks.407–409 
Several excellent reviews have detailed the various chemistries and methodologies used 
for HA modification.232,301,405  
 
3.4.3 Incorporating HA Mechanics into Biomaterial Design 
 
To control mechanical properties of HA-abundant fluids for applications such as 
viscosupplementation, the concentration and MW of HA are the most important 
parameters.346,347 Thus, the viscosity of soluble HA may be easily modulated simply by 
choosing an appropriate MW range and concentration. For applications requiring solid 
rather than fluid biomaterials, gelation must be induced through some form of 
crosslinking. In this case, the backbone MW, the degree of crosslinking, the chemistry of 
the modification and crosslinker, and the matrix density can all contribute to the bulk 
matrix properties. Bulk matrix properties can be engineered by tuning any of the 
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aforementioned parameters, but some strategies may reduce cell viability or motility. 
Several studies have noted that high density HA matrices restrict cell migration and 
diffusion of biomacromolecules.196,410 
 
One commonly used mechanical parameter of HA and other biological materials is the 
bulk storage modulus, which is widely understood to be an important effector of cell 
spreading and motility.192,411,412 The storage modulus varies widely by tissue type, from a 
few hundred Pa in soft tissues such as fat, marrow, and brain to tens of MPa in bone.413 
HA materials are most easily fabricated with elastic moduli in the hundreds of Pa to tens 
of kPa, a range which encompasses most soft tissues.414 HA hydrogels are often limited 
for applications in regenerating hard tissues such as cartilage or bone regeneration due 
to the comparatively low elastic modulus of these materials. One strategy for augmenting 
the elasticity of HA matrices is to assemble composite polymer networks with stiffer 
materials. For example, Tavsanli and colleagues used an HA and poly(N,N-
dimethylacrylamide) (PDMA) to create hydrogels with high strength and high compressive 
modulus (in the MPa range) necessary for load-bearing tissues.415 As described below, a 
number of investigators have also exploited mixed stiff HA/collagen and HA/gelatin 
scaffolds for cell culture applications.  
 
While mechanical characterization of solid biomaterials often tends to focus on bulk 
storage modulus, tissues are typically viscoelastic rather than purely elastic, and this 
mixed character can greatly influence cell morphology and signaling. Dense HA networks 
crosslinked with covalent bonds typically exhibit high elasticity with very little viscosity. 
However, incorporating crosslinks that can dynamically switch between bound and 
unbound states over experimental time scales results in an increased viscous component. 
For example, HA viscoelastic properties may be controlled by conjugating cyclodextrins 
to the HA backbone, which enables supramolecular assembly into structures capable of 
both storing and dissipating mechanical stresses.416 Variation of viscoelastic properties 
in this way influences mesenchymal stem cell (MSC) viability.403 More recently, Lou et al. 
employed a dynamic hydrazone bond to crosslink HA polymers within an interpenetrating 
network of HA and collagen I in order to confer stress relaxation to the hydrogel. Varying 
the crosslinker affinity, MW of HA, and concentration of HA allowed for tuning of the 
relaxation time, with faster relaxation times promoting MSC spreading and focal adhesion 
formation.417 
 
Tissue ECM is not spatially homogeneous but rather exhibits temporal and spatial 
variation in mechanics and composition. Efforts to recapitulate these variations for tissue 
engineering or mechanobiology research have focused on biomaterial patterning. 
Because HA modification and crosslinking chemistries are compatible with 
photoactivation, recent work has focused on developing HA biomaterials with 
photoresponsive patterned properties. Marklein and Burdick used photoactivated 
crosslinking to pattern the bulk modulus of a gel from 3 kPa to 100 kPa, a range over 
which human MSC spreading and proliferation was found to vary.418 Our own laboratory 
used orthogonal photoresponsive chemistries to pattern perpendicular gradients of 
adhesive peptide and increasing modulus into a single gel for a high-resolution 
investigation of cell response to microenvironment variation.195 Rosales and colleagues 
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incorporated a photoswitchable azobenzene moiety that was capable of forming a 
complex with cyclodextrin in the trans conformation and not in the cis conformation, 
allowing for photo-reversible control over the viscoelastic properties of HA.419 Ongoing 
work involves investigating the role of dynamic mechanics on cell morphology.  
Thin film HA hydrogels (<100 µm) offer the opportunity to apply these materials as 
interfacial coatings, which may be necessary when a different material is needed to 
provide basal structural or mechanical properties (e.g. orthopedic implants). For example, 
HA conjugated with immobilized arginine-glycine-aspartic acid-containing peptides can 
be coated onto titanium in a polyelectrolyte film with chitosan to improve osteoblast 
adhesion and reduce bacterial fouling.420 A number of groups have generated thin films 
through layer-by-layer deposition with HA and cationic polyelectrolytes such as chitosan 
and polylysine.421,422 The storage modulus of the films can be controlled over several 
orders of magnitude by secondary crosslinking in order to probe cell adhesion and 
mechanotransduction.423 For example, Richert et al. showed that the storage modulus of 
a film could increase from 20 kPa before additional crosslinking to 800 kPa after additional 
chemical crosslinking.424 Schneider et al. reported a similar magnitude of change in HA-
chitosan films from an initial modulus of 15 kPa to 150 kPa after additional crosslinking, 
subsequently leading to more fibroblast spreading and adhesion.425  
 
As previously mentioned, HA scaffolds within tissue are typically composed of very long 
HA chains, and use of HMW HA in biomaterials applications strongly influences HA-
dependent adhesive signaling and can induce anti-inflammatory effects. However, the 
high viscosity of HMW HA solutions can make handling and mixing such solutions 
challenging, particularly in fabrication processes such as micromolding and 3D printing. 
To this end, supramolecular assembly of HA-based hydrogels has been exploited to 
enhance shear-thinning.416,426 Ouyang and colleagues utilized the orthogonal 
modification of the HA backbone to synthesize a gel that would undergo shear thinning 
to facilitate 3D printing but could subsequently be stabilized by covalent fixation.426 With 
this technology, higher MWs of HA can be incorporated into 3D printed scaffolds as well 
as other applications requiring rapid mixing or manipulation. Continued consideration of 
MW should enhance efforts to model tissue using HA-based biomaterials. At least one 
recent study has successfully incorporated HMW (500 – 750 kDa) HA into culture 
scaffolds to emulate the MW present in brain matix.153 
 
3.4.4 Incorporating Adhesivity and Biodegradability into Biomaterial Design  
 
As previously described, cells express HA-specific receptors that can bind directly to the 
HA backbone. Given that most solid HA-based biomaterials require modification of the 
HA backbone, an important question is how chemical modification alters adhesion and 
adhesion-dependent signaling. The adhesivity of the HA may be dependent on the type 
and degree of modification and seems to differentially affect specific receptors. For 
example, since receptor binding pockets typically accommodate around 4-6 HA 
monomers, it is likely that modifications on a low percentage of monomers (<15%) would 
only minimally affect HA adhesivity.  As an example, modest aldehyde (10% of 
monomers) or thiol (25% of monomers) backbone modifications do not appear to 
significantly affect either aggrecan binding to the HA backbone or cell spreading and 
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adhesion.427 However, increasing thiol functionalization of the carboxylic acid (from 20% 
to 40% of monomers) has been reported to reduce biodegradability and neurite extension 
of encapsulated cortical neurons.428 Bencherif and colleagues found that degree of 
methacrylation correlated inversely with cell adhesion and degradation.429  The 
sulfonation of hydroxyl groups on the HA backbone also leads to a decrease of platelet 
adhesion, suggesting the importance of the hydroxyl moiety for some functions.430 Thus, 
the changes in HA adhesivity due to backbone modification are nuanced and depend on 
the degree, type, and site of modification. 
 
The chemistry of the modification may also have specific, context-dependent effects. 
Increasing divinyl sulfone crosslinking can induce a subcutaneous inflammatory response 
in vivo, apparently offsetting the anti-inflammatory properties of HMW HA.431 Both 
deacetylation of the amide moiety and sulfation of the alcohol moiety of HA can reduce 
CD44-mediated adhesion to HA, with dual modification further reducing adhesion.432 
While the degree to which modification of the carboxylic acid moiety affects CD44 
adhesion is not well known, crystallographic studies suggest that the negative charge and 
orientation of the carboxylic acid is important for binding to CD44.318 Modification would 
likely disrupt rather than enhance this binding. In a similar manner, Lord et al. found that 
serum proteins were more loosely bound on sulfated photoreactive HA versus non-
sulfated HA, and that fibronectin orientation changed with sulfation to affect the degree of 
cell adhesion.433  
 
While the HA backbone can intrinsically support cell adhesion, engagement of integrins 
is often an important biomaterial design goal, e.g. to promote cell spreading.434,435 To 
include these functionalities, peptides or recombinant proteins can be conjugated to the 
HA backbone which in turn affect cell morphology.436,437 However, protein conjugation 
generally requires backbone modification which reduces hyaladherin adhesivity based on 
the aforementioned studies. Alternatively, other matrix factors can be incorporated into 
HA-based materials as interpenetrating networks, particularly collagen, Matrigel, and 
gelatin.198,400,409,438 The inclusion of other matrix factors adds other types of adhesivity, 
but can lead to steric hindrance or matrix interactions that change other material 
properties of the hydrogel.409 
A variety of studies suggest that while some degree of hyaluronidase recognition and 
degradation of HA is retained after backbone modification and gelation, these rates are 
reduced in a manner that depends on the modification site, the degree of modification, 
and the chemistry of the new functional moiety.439,440 Acrylation of the primary alcohol of 
HA has been reported to reduce hyaluronidase-mediated digestion of HA in solution by 
~70%, implying that the modification interferes with enzyme binding or activity.437 While 
these studies clear indicate that hyaluronidase degradation of matrices is possible, the 
mechanism by which cells degrade HA-based biomaterials and the relationship with HA 
MW is poorly understood. 
 
Because the carboxylic acid moiety on HA is important for hyaluronidase recognition, 
carboxylic acid modifications would be expected to inhibit HA degradation. To this end, 
complete esterification of the carboxylic group has been observed to prevent degradation 
by hyaluronidase, while partial esterification of the backbone reduced degradation rate.441 



 63 

 
 

In one study, HA degradation rate was observed to depend critically on the degree of 
adipic dihydrazide modification of HA, with 65% modification reducing the rate nearly ten-
fold.442 In another study, a high degree of biotinylation of HA and other chondroitin sulfates 
at the carboxylic acid disrupted degradation by hyaluronidases, but partial biotinylation 
enabled some hyaluronidase-based degradation.443 Furthermore, increasing crosslink 
hydrophobicity via the use of hydrazide chemistry reduces hyaluronidase degradation 
rate.444 These results together suggest that degradability by hyaluronidase is subject to 
the modification and crosslinking chemistry, and thus should be a key consideration when 
designing biomaterials for tissue regeneration or engineering as well as for research 
platforms in mechanistic studies.  
 
While most modification strategies can be used to reduce HA-based biomaterial 
degradation, it may be more challenging to retain degradability in applications where both 
robust mechanics and degradability are desirable. Both properties are valuable in tissue 
engineering scaffolds and HA-based research platforms in which cells may need to be 
robustly organized but also be able to modify the microenvironment. The simplest strategy 
is to minimize the degree of modification to only modestly reduce HA bioactivity. To this 
end, the degree of modification is controllable to some degree by tailoring reaction 
conditions.445  Alternatively, the degradability can be incorporated in the crosslinks 
through some non-hyaluronidase based degradation mechanism. For example, Sahoo 
and colleagues used a crosslinking strategy to form an ester linkage with HA  that could 
be rapidly hydrolyzed to yield the native HA backbone structure.446 Further work showed 
that the degradation rate could be extended by using a more hydrophobic 
polycaprolactone-based crosslinker.447 Several groups have also used matrix 
metalloproteases (MMP)-degradable peptide crosslinkers.435,448 MSCs cultured in HA 
with MMP-sensitive crosslinkers exhibit more rapid sprouting and matrix deposition.436 
 
Another option is to not modify the HA backbone at all, but instead rely on non-covalent 
methods for gelation. For example, HA can be incorporated into an interpenetrating 
network with collagen in which electrostatic forces result in an HA coating over collagen 
fibrils.398 An alternative option that has yet to be explored in great depth is to use native 
CS or CS mimics to assemble HA matrices. As one example of this possibility, Bernhard 
and Panitch developed an aggrecan-mimetic peptide that increased the storage modulus 
of gels for cartilage engineering applications.449 While the high bond strength between 
HA and the CS-link protein complex suggests such binding is possible, it is unclear 
whether this means of crosslinking would be practical for any of the current applications. 
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Table 1: Potential Advantages and Disadvantages of Strategies Used to Incorporate Key Biophysical 
Properties of HA into Biomaterial Design.  

biophysical 
property of HA in 
ECM 

strategy for 
incorporating property 
into HA biomaterials 

potential advantages and disadvantages of strategy 

mechanics   
 change HA density ● higher HA density increases both storage and loss 

modulus196,346,423 
 

● higher density increases cell confinement and reduces 
spreading in 3D196,410,438 

 change molecular 
weight 

● HMW HA offers higher modulus, increased entanglement, and 
immunosuppressive signaling335,346,348,359 

 
● LMW HA offers low viscosities and can induce 

inflammation335,431 
 

 HA backbone 
modification and cross-
linking 

● enables tunable control of cross-linking232,301,418,419 
 

● can change viscosity depending on modification403,416 
 
● can affect hydrophobicity of hydrogel444,447 
 

 incorporate 
interpenetrating / semi-
interpenetrating 
networks 

● network can be used to tune mechanical properties415,422 
 
● HA can interact with networking polymers198,409,437 
 
● may avoid HA backbone modification398,449 
 

adhesivity   

of HA backbone HA backbone 
modification 

● modification, especially of carboxylic acid and primary alcohol, 
reduces adhesivity of hyaladherins (cell receptors and 
ECM)428–430,432,433 

 
● modifications can cause immunogenic response431 
 

of other ECM 
components  

peptide conjugation ● requires backbone modification, which affects HA adhesivity 

 form interpenetrating 
network with other 
ECM components  

● networks may interact with HA backbone198,334,398,409 

degradability   
of HA backbone backbone modification ● backbone modification generally reduces degradability437,439–443 

 
 cross-linking ● cross-linker can affect degradability386,447 

of cross-linkers MMP-cleavable cross-
links 

● MMP cleavable linkages can enhance 3D cell spreading436 
 

● relative role of hyaluronidases is unknown 
 

 cross-links degrade by 
hydrolysis (i.e. esters) 

● rates can be controlled by cross-linker type446,447 
 

● native HA backbone is a product of hydrolysis allowing for 
hyaluronidase-based degradation446,447 
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3.5 Conclusions and Future Outlook 
Based on its bioactivity and versatility, HA is an attractive material platform for a variety 
of research and technological applications. By carefully considering how HA signaling 
influences cells and tissues, researchers and engineers can create HA formulations to 
meet a wide range of design requirements. Central to HA biophysical signaling is its 
mechanical properties, adhesivity, and degradability. In addition, HA MW has key 
implications for biophysical signaling, with HMW HA being associated with homeostasis 
and LMW HA being associated with tissue remodeling.  
 
Various strategies exist for modifying the biophysical cues of HA, each with advantages 
and limitations that depend on the application. Modification of the HA backbone is a 
powerful and the most common way to control mechanics, conjugate adhesive ligands, 
or control degradability. However, backbone modification or crosslinking can reduce the 
adhesivity of the HA to HA-specific receptors such as CD44 or hamper degradation by 
hyaluronidases. The degree of modification is still difficult to precisely control using 
current synthetic methods. Even with these modifications, no strategies to date have 
captured the complexities of HA organization with other matrix factors and resulting 
mechanics observed in vivo. As a whole, HA is not well suited to applications requiring 
truly inert or non-degradable biomaterials due to its significant influence on cell signaling 
and matrix remodeling. 
 
As the field’s understanding and appreciation of HA biology continues to expand, future 
work on HA-based biomaterials should focus on incorporating critical features of HA into 
biomaterial design and thorough characterization of the downstream effects. First, more 
attention to HA MW is warranted, given the importance of this parameter to both HA 
viscoelastic properties and biological effects. Second, the biological importance of HA 
organization within the ECM remains an open question in the field. As new studies seek 
to the address this question, chemistries and methodologies should expand to emulate 
key features of HA organization within biomaterial design. Third, the role of HA 
degradation in biomaterial performance remains understudied and needs to be addressed 
for both clinical and research applications. In each of these key areas, the biological 
effects of HA must be validated to ensure that HA is serving the expected or desired role 
within the context of the specific biomaterial formulation. With continued progress in all of 
these areas, the field will be poised to precisely tailor HA formulation for specific 
applications and better predict how these manipulations influence biological function. 
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Chapter 4. A mode of cell adhesion and migration facilitated by CD44-dependent 
microtentacles 

 
Parts of this chapter are excerpted with permission from , from the article “A mode of cell 
adhesion and migration facilitated by CD44-dependent microtentacles,” by Kayla J. Wolf, 
Poojan Shukla, Kelsey Springer, Stacey Lee, Jason D. Coombes, Caleb J. Choy, Samuel 
J. Kenny, Ke Xu, and Sanjay Kumar in Proceedings of the National Academy of Sciences, 
In press (2020). 
 
© 2020, National Academy of Sciences 
 

4.1 Abstract 

 
The structure and mechanics of many connective tissues are dictated by a collagen-rich 
extracellular matrix (ECM), where collagen fibers provide topological cues that direct cell 
migration.  However, comparatively little is known about how cells navigate the hyaluronic 
acid (HA)-rich, nanoporous ECM of brain, a problem with fundamental implications for 
development, inflammation and tumor invasion. Here, we demonstrate that glioblastoma 
cells adhere to and invade HA-rich matrix using microtentacles (McTNs), which extend 
tens of microns from the cell body and are distinct from filopodia.  We observe these 
structures in continuous culture models and primary patient-derived tumor cells, as well 
as in synthetic HA and organotypic brain slices.  High-magnification and super-resolution 
imaging reveals McTNs are dynamic, CD44-coated tubular protrusions containing 
microtubules and actin filaments, which respectively drive McTN extension and retraction. 
Molecular mechanistic studies reveal that McTNs are stabilized by an interplay between 
microtubule-driven protrusion, actomyosin-driven retraction, and CD44-mediated 
adhesion, where adhesive and cytoskeletal components are mechanistically coupled by 
an IQGAP1-CLIP170 complex. McTNs represent a previously unappreciated mechanism 
through which cells engage nanoporous HA and may represent an important molecular 
target in physiology and disease. 

4.2 Significance 

 
We identify a new mechanism used by tumor cells to adhere to and migrate through 
nanoporous, three-dimensional extracellular matrix characteristic of brain tissue. In this 
mechanism, cells engage hyaluronic acid, a key component within brain matrix, by 
assembling “microtentacles” that can extend tens of microns from the cell body and 
adhere to the matrix via the CD44 receptor. We also elucidate a molecular mechanism 
through which these structures can support motility based on the interplay of actin, 
microtubules, IQGAP1 and CLIP170. Analogous structures have previously been 
observed in circulating tumor cells and hypothesized to facilitate endothelial attachment 
and extravasation. Our studies strongly support this concept and further indicate that 
microtentacles can facilitate adhesion and invasion into tissue. 



 67 

 
 

4.3 Introduction 

 
Tumor cell invasion is critically dependent on interactions with extracellular matrix (ECM) 
450. Glioblastoma (GBM) is the most common and aggressive form of primary brain 
cancer, with outcomes improving only marginally over the last several decades 12,269.  
GBMs are characterized by diffuse infiltration of tumor cells into surrounding healthy 
tissue, allowing cells to escape surgical resection and engage pro-survival 
microenvironmental cues that foster resistance to therapy 40. Targeting cell-ECM 
interactions in combination with conventional therapies therefore has potential to improve 
therapeutic outcome 181. The spatially heterogeneous composition and structure of brain 
ECM modulates invasion patterns 106. While the brain is generally richer in hyaluronic acid 
(HA) than other tissues, the intraparenchymal region is particularly HA-rich and generally 
lacking in fibrillar contact guidance cues associated with collagen, fibronectin, and laminin 
normally found in connective tissue 36. GBMs are more enriched in HA than lower-grade 
astrocytomas 50, and HA is a potent effector of aggressive invasion in GBM 207,295,451. 
Despite the clear functional significance of HA to GBM progression, the mechanisms by 
which cells invade HA-rich, nonfibrillar 3D matrix are poorly understood.  
 
CD44 is a transmembrane receptor for extracellular HA that plays a critical role in tumor 
progression and specifically GBM invasion 296. CD44 is highly overexpressed in GBM 
compared to healthy tissue and lower grade astrocytomas 294, and CD44 antibody 
blockade significantly reduces tumor size in rats with grafted C6 gliomas 48. Furthermore, 
knockdown (KD) of CD44 in human GBM tumors slows tumor growth and sensitizes 
tumors to cytotoxic agents 452. CD44 is also a marker of glioma stem cells (GSCs, also 
known as tumor initiating cells) and contributes to maintaining stemness 315. Our 
laboratory has shown that CD44 is necessary for adhesion and migration on HA hydrogel-
based matrix 74. The intracellular domain of CD44 interacts with the cytoskeleton through 
direct mechanical linkages or more indirectly through Src family kinase-based activation 
of Rho GTPase or focal adhesion kinase signaling 49,315. Specifically, CD44 binds the 
actin cytoskeleton via ERM family proteins and the spectrin cytoskeleton via ankyrin 
proteins 49,453,454. IQGAP1 has also been reported to bind to CD44, which may provide an 
alternative mechanical linkage to the actin cytoskeleton 455. The relative roles of these 
binding interactions remains poorly understood, and may be dependent on the cell type 
and microenvironment 231. Although CD44 is a recognized effector of cell invasion and 
several downstream binding partners have been identified, it remains unclear how the 
cytoskeleton coordinates to facilitate CD44-mediated invasion. Specifically, the role of 
CD44 in protrusion formation and tension generation is poorly understood. 
 
Here, we describe a mechanism through which GBM cells engage and invade HA-rich 
matrix through microtentacles (McTNs). McTNs engage HA via CD44 and are observed 
in both engineered HA scaffolds and tissue. Actin and microtubules often align in McTNs, 
undergo retrograde flow, and support tension generation against the ECM. Knockout (KO) 
of IQGAP1, a known crosslinker of actin and microtubules and regulator of microtubule 
growth, prevents cell adhesion and McTN formation and reduces migration speed on HA 
and HA-RGD. This work demonstrates that CD44-HA binding supports adhesion and 
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migration through the formation of McTNs, which mediate adhesion and motility in HA-
rich, nonfibrillar matrix. 
 

4.4 Methods 

 
Cell Lines: 
U-251 MG and U-87 MG human glioblastoma cells were obtained from the University of 
California, Berkeley Tissue Culture Facility, which sources its cultures directly from the 
ATCC. GSC-11, GSC-268, GSC6-27, GSC-28, GSC-267, GSC-240, GSC-262, GSC-20, 
and GSC-295 cells were kindly provided from Dr. Joseph McCarty and Dr. Erik Sulman 
at MD Anderson Cancer Center. L0 cells were originally obtained from Dr. Brent Reynolds 
and maintained as described in previous publications 72,456,457.  
 
Ex Vivo Mouse Brain Model: 
Samples were derived from mice that were cared for by the UC Berkeley Office for Animal 
Care and Use (OLAC) and all experiments were approved by Berkeley’s Institutional 
Animal Care and Use Committee (ACUC). Brain slice culture was performed following 
institutional and national regulations in accordance with the American Association for 
Accreditation of Laboratory Animal Care (AAALAC) using a previously established 
method 458. Mouse brain tissue (female, 18 months old) was cut into 1-mm thick slices 
immediately after transcardial saline perfusion and extraction. Brain slices were cultured 
in 10% serum medium in the upper chamber of a Boyden (transwell) chamber on top of 
a 5 µm pore size polyester membrane (Corning) with 10% serum medium in the lower 
chamber. To each slice, ~1500 U-251 MG cells expressing GFP-tubulin and RFP-LifeAct 
in 50 µL of media were seeded onto the center of the slice and invasion was tracked using 
confocal microscopy. After culture, the whole slice was fixed using 4w/v% 
paraformaldehyde in PBS for 1 hour, placed on a glass-bottom dish, and immediately 
imaged by SIM.  
 
Laser ablation: 
For laser ablation studies, an upright Olympus BX51WI microscope (Olympus 
Corporation) equipped with Swept Field Confocal Technology (Bruker) and a Ti:Sapphire 
2-photon Chameleon Ultra II laser (Coherent) was used. The 2-photon laser was set to 
770 nm and ablation was performed using three 20 ms pulses. Live-cell imaging was 
performed using an Olympus LUMPlanFL N 60x/1.0 water dipping objective. Cells were 
kept at 37ºC using a stage-top sample heater (Warner Instruments). Images were 
captured using an EM-CCD camera (Photometrics). The following emission filters were 
used: The following emission filters were used: Quad FF-01-446/523/600/677-25 
(Semrock) and 525/50 ET525/50 (Chroma). PrairieView Software (v. 5.3 U3, Bruker) was 
used to acquire images. 
 
STORM imaging: 
3D-STORM imaging459,460 was carried out on a homebuilt setup using a Nikon CFI Plan 
Apo λ 100x oil immersion objective (NA 1.45), as described previously 461,462. Briefly, the 
sample was mounted with an imaging buffer consisting of 5% (w/v) glucose, 100 mM 
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cysteamine, 0.8 mg/mL glucose oxidase, and 40 µg/mL catalase in 1M Tris-HCI (pH 7.5). 
Dye molecules were photoswitched to the dark state and imaged using either 647- or 
560-nm lasers; these lasers were passed through an acousto-optic tunable filter and 
introduced through an optical fiber into the back focal plane of the microscope and onto 
the sample at ~2 kW cm-2. A translation stage shifted the laser beams towards the edge 
of the objective so that light reached the sample at incident angles slightly smaller than 
the critical angle of the glass-water interface. Single-molecule emission was recorded 
with an Andor iXon Ultra 897 EM-CCD camera at a framerate of 110 Hz, for a total of 
~80,000 frames per image. For 3D-STORM, a cylindrical lens of focal length 1 m was 
inserted into the imaging path to introduce astigmatism 460. The raw STORM data were 
analyzed according to previously described methods 459,460. Two-color imaging was 
performed via sequential imaging of targets labeled by Alexa Fluor 647 and CF568. 
 
Cell culture: 
U-251 MG and U-87 MG cells were cultured in DMEM (Thermo Fisher Scientific) 
supplemented with 10% (vol/vol) fetal calf serum (JR Scientific), 1% (vol/vol) penicillin-
streptomycin (Thermo Fisher Scientific), 1% (vol/vol) MEM non-essential amino acids 
(Thermo Fisher Scientific), and 1% (vol/vol) sodium pyruvate (Thermo Fisher Scientific). 
L0 cells were propagated as neurospheres with serum-free medium (Neurocult NS-A 
Proliferation kit, Stem Cell Technologies) that contained 20 ng/mL EGF (R&D Systems), 
10 ng/mL FGF (R&D Systems), and 0.2% (wt/vol) heparin diluted in PBS (Sigma). Cells 
were passaged every ~5 days. All GSC cells were propagated as neurospheres in 
DMEM/F12 basal medium supplemented with 2% (vol/vol) B-27 supplement (Gibco), 20 
ng/mL EGF (R&D Systems), and 20 ng/mL FGF (R&D Systems). For experiments on HA 
gels, medium was supplemented with 0.1% penicillin/streptomycin (Thermo Fisher 
Scientific). U-87 MG, U-251 MG, and L0 cells were harvested using 0.25% trypsin-EDTA 
(Thermo Fisher Scientific) except for in preparation for adhesion assays, in which cells 
were harvested using Accutase cell detachment solution (Innovative Cell Technologies). 
All GSC cells were harvested using Accutase. L0 and GSC cells were passaged less than 
20 times and U-87 MG and U-251 MG cells were passaged less than 30 times. L0 cells 
have been transcriptionally characterized and classified as the classical subtype of GBM, 
GSC-11 cells have been classified as the classical subtype, and GSC-20s have been 
classified as the mesenchymal subtype. Cells were screened on a monthly basis for 
mycoplasma and validated every six months by Short Tandem Repeat (STR) analysis at 
the University of California Cell Culture Facility. 
 
Cell line modification: 
CD44 shRNA KD cells were previously generated as described.74 CD44 and IQGAP1 KO 
cells were developed using established protocols.463 Briefly, guide RNA primers were 
cloned into the PX458 backbone (Addgene Plasmid #48138). Two guide RNAs were 
independently tested for CD44 KO generation, three guide RNAs were independently 
tested for IQGAP1 KO generation, and one non-targeting guide RNA was used as a 
control (Table S2). Plasmids were transfected into U-87 MG cells using Viafect 
Transfection Reagent (Promega). The cells were sorted by fluorescence-activated cell 
sorting (FACS) for the 2% of cells expressing the highest levels of GFP and clonally 
expanded. Clones were screened for expression of the target protein by Western blotting. 
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Potential KO clones were expanded, blotted again as confirmation of the KO, and used 
for further study. Three non-targeting clones were randomly selected and pooled for 
further study. 
 
U-251 MG cells stably expressing RFP-LifeAct and GFP-tubulin were generated for 
studies involving live imaging and ex vivo culture. Cells were first infected with previously 
generated RFP-LifeAct in pFUG-IP lentiviral particles at an MOI of 5.464 After three 
passages, cells were infected with LentiBriteTM GFP-Tubulin lentiviral particles (Millipore 
Sigma) at an MOI of 20 following manufacturer’s directions.  
 
HA hydrogel synthesis: 
HA hydrogels were synthesized as previously described.196 Briefly, methacrylic anhydride 
(Sigma-Aldrich, 94%) was used to functionalize sodium hyaluronate (Lifecore Biomedical, 
Research Grade, 66 kDa - 99 kDa) with methacrylate groups. The extent of 
methacrylation per disaccharide was quantified by 1H NMR as detailed previously and 
found to be ~85% for materials used in this study. To add integrin-adhesive functionality, 
methacrylated HA was conjugated via Michael Addition with the cysteine-containing RGD 
peptide Ac-GCGYGRGDSPG-NH2 (Anaspec) at a concentration of 0.5 mmol/L unless 
otherwise stated. To add fluorescent tags to the HA backbone, FITC-cysteine (Genscript) 
at 1 mg/mL dissolved in 20% DMSO and 80% PBS was added to dissolved HA to form a 
final concentration of 0.1 mg/mL FITC-cysteine in 3w/w% methacrylated HA.  Finally, 3% 
(wt/wt) or 5% (wt/wt) methacrylated HA was crosslinked in phenol-free DMEM (Thermo 
Fisher Scientific) with bifunctional thiol dithiothreitol (DTT, Thermo Fisher Scientific). A 
concentration of 204 mmol/L DTT and 5% (wt/wt) HA was selected to yield a shear 
modulus of ~6.5 kPa for 2D experiments, and a concentration of 19 mmol/L DTT was 
selected to yield a shear modulus of ~300 kPa for 3D experiments. Previous studies 
demonstrated the utility of these concentrations and moduli for investigating GBM motility 
as well as relevance to the modulus of brain tissue.74,196 Healthy brain ECM elastic 
modulus is typically between 0.3 to 3 kPa41,42, and is increased in GBM to around 1-7 
kPa.63 Glass substrates were coated with poly-L-lysine (Sigma-Aldrich) and rinsed prior 
to gel synthesis to increase adsorption of gels to substrate. 2D gels were flattened by 
dropping a plasma-treated coverslip onto gel solutions prior to gelation, controlling gel 
height to be ~120 µm thick. Solutions were crosslinked into gels for 1 h, rinsed, and then 
soaked in room temperature PBS for at least 1 h before cell seeding.  
 
HA microchannel fabrication: 
PDMS channels were created with photolithography and replica molding techniques.465–

467 Photolithography masks were designed with AutoCAD and produced (Artnet Pro). A 
clean silicon wafer (WaferNet) was spin-coated with SU-8 3005 photoresist (MicroChem 
Corp.) to create a 5 μm-thick film. After soft baking at 95°C for 3 min, the film was exposed 
to UV light for 15 sec through the mask, post-baked at 65°C (1 min) and 95°C (2 min). 
Finally, the wafer was developed and hard-baked at 200°C for 15 min. PDMS monomer 
and crosslinker were mixed (ratio 10:1, Sylgard® 184 Silicone Elastomer Kit, Dow 
Corning) and the prepolymer solution was poured onto the wafer. The wafer was 
degassed under vacuum and then prepolymer was cured for 2 h at 80°C (or overnight at 
RT). Finally, the PDMS was gently peeled off the wafer. PDMS substrates were washed 
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with ethanol, dried, and subjected to plasma treatment for 3 min to reduce hydrophobicity. 
Instead of glass coverslips, PDMS molds with positive features were used to flatten 2D 
HA gels and imprint negative features during gelation. Cells were seeded onto 
microchannels after fabrication. Only cells migrating within the 2D were used for analysis. 
 
Fibrin gel formation: 
A stock solution of 33 mg/mL fibrinogen (Millipore Sigma) was dissolved for 2 h at 37 °C 
in 10 mM HEPES buffer and then allowed to settle overnight at 4 °C. A stock solution of 
thrombin was dissolved at 25 U/mL. Stock solutions were diluted in DMEM to form a final 
concentration of 3.3 mg/mL fibrinogen and 2 U/mL thrombin. 2D gels were flattened by 
dropping a plasma-treated coverslip onto gel solutions prior to gelation, controlling gel 
height to be ~120 µm thick. Solutions were crosslinked into gels for 1 h and rinsed in 
DMEM prior to cell seeding. 
 
SIM imaging: 
Cells on glass, gels, or culture slices were imaged in No. 0 coverslip glass bottom dishes 
using an Elyra structured illumination microscope (Zeiss) and a Plan-Apochromat 63x/1.4 
Oil DIC M27 objective (Zeiss). Samples were illuminated using an Argon multiline laser 
for excitation at 647 nm, 546 nm, 488 nm and a 405 nm diode laser. Zen 2010 software 
was used for image acquisition. For z-stack images, slices were 1 µm apart. Finally, z-
projections were formed in ImageJ with 2x2 binning using 3D project. 
 
Rheological measurements: 
The shear modulus of hydrogel formulations was measured using oscillatory rheometry 
(Anton Parr Physica MCR 310) as described previously.196 Briefly, hydrogels were first 
crosslinked by incubation for 1 h in a humidified 37˚C chamber. Rheological testing 
consisted of frequency sweeps ranging from 100 to 0.1 Hz at 0.5% amplitude also in a 
humidified 37˚C chamber. Shear modulus was reported as the average storage modulus 
for 3 tests per matrix composition at an oscillation frequency of 0.5 Hz.  
 
Centrifugal adhesion assay: 
Cells were harvested using Accutase and seeded onto HA gels at a density of 10,000 
cells/cm2 and allowed to settle and spread for 30 minutes. Cells were then incubated in 
inhibitors for an additional 3.5 h before centrifugation; otherwise, cells were centrifuged 
immediately after 30 minutes. For centrifugation, wells were filled with fresh medium and 
cell culture plates were sealed with an adhesive plate sealer. The plate was then inverted 
and centrifuged for 5 minutes at 100g. Cells remaining on hydrogels were then fixed by 
paraformaldehyde (PFA) and stained with DAPI. Large, seamed images were collected 
of each gel using an Eclipse TE2000 Nikon Microscope with a Plan Fluor Ph1 10x 
objective and stitched using stitched NIS-Elements Software. Automated thresholding 
analysis of the DAPI images was performed on ImageJ to determine a total count of the 
number of cells on each hydrogel. Each condition was tested in 4-6 wells over at least 3 
experiments.  
 
Migration assays: 
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Cells were seeded onto HA gels at a density of 1000 cells/cm2 and incubated for 4 h. 
Then, migration assays were performed by imaging cells at 15-minute intervals for 6 h 
using an Eclipse TE2000 Nikon Microscope with a Plan Fluor Ph1 10x objective and NIS-
Elements Software in a 37 ºC, CO2 controlled chamber. The ImageJ plugin Manual 
Tracking was used to track cell movements in each frame and calculate an average cell 
speed.  
 
Western blotting: 
Cells were lysed in RIPA buffer (Sigma-Aldrich) supplemented with Halt protease and 
phosphatase inhibitor cocktail (Thermo Fisher Scientific), 4 mg/mL sodium molybdate 
(Sigma Aldrich, anhydrous), and 4 mg/mL sodium fluoride (Sigma Aldrich,). Equal protein 
amounts were loaded onto a 4% to 12% gradient bis-tris gel (Thermo Fisher Scientific), 
and then blotted onto a PVDF membrane (Life Technologies). Membranes were probed 
with rabbit anti-CD44 antibody (Thermo Fisher Scientific, PA5-21419) or mouse anti-
CD44 (R&D Systems, BBA10), anti-IQGAP1 antibody (Abcam, ab86064), and anti-tubulin 
as a control (Thermo Fisher Scientific, MS-581-P1ABX) or mouse anti-β-actin-peroxidase 
(Sigma-Aldrich, A3854). Blots were then probed with goat anti-mouse (Thermo Fisher 
Scientific, 62-6520) or goat anti-rabbit (Thermo Fisher Scientific, 65-6120) secondary 
HRP-tagged antibodies. Primary antibodies were diluted at 1:2000, except mouse anti-β-
actin-peroxidase was diluted at 0.4 µg/mL and mouse anti-CD44 was diluted to 5 µg/mL. 
Secondary antibodies were diluted at 1:10,000. Membranes were developed using 
SuperSignal West Dura Chemiluminescent Substrate kit (Thermo Fisher Scientific) and 
imaged using a ChemiDocXRS+ molecular imager (Bio-Rad).  
 
Pharmacological agents: 
Cytochalasin D (Sigma-Aldrich), latrunculin A (Cayman Chemicals), nocodazole (Cell 
Signaling Technology), colchicine (Sigma-Aldrich), ML-141 (R&D Systems) and 
blebbistatin (Sigma-Aldrich) were all dissolved at 10 mM in DMSO and stored at -20 ºC 
until use. Inhibitor solutions were diluted to 10 µM in fresh medium and used to replace 
medium on cells. Vehicle controls contained 10 µM of DMSO in medium. 
 
Immunofluorescence staining: 
Cells were fixed either using PFA or glutaraldehyde (GA). For super-resolution imaging 
of cytoskeletal structures, cells were fixed first in 0.3% (vol/vol) GA with 0.5% (vol/vol) 
Triton-X for 30 seconds and then in 3%  (vol/vol) GA in cytoskeletal buffer for 20-25 
minutes.468 A 0.1 w/v% sodium borohydride solution in PBS was used to wash cells twice 
for 5 minutes each to quench excess GA. For confocal imaging of cell morphology, cells 
were fixed in 4% (wt/vol) PFA for 12 minutes, permeabilized with 0.5% (vol/vol) Triton-X 
and then washed two times with PBS. For immunostaining, cells were then blocked with 
5% (vol/vol) goat serum (GS, Sigma-Aldrich) in PBS for 30 minutes. Primary antibodies 
were added at 1:200 dilution in 1% (vol/vol) GS except for tubulin antibody, which was 
added at 1:100 dilution in GS. Primary antibodies were incubated for 1 h at room 
temperature. After two 5-minute washes in PBS, secondary antibodies at 1:200 dilution 
were added along with phalloidin and DAPI stains. For cells stained with goat anti-
CLIP170 (Novus Biologicals, NBP1-36749) solution, 10 mg/mL BSA in PBS was 
substituted for goat serum solutions.  
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Primary antibodies used were rabbit polyclonal anti-CD44 (Thermo Fisher Scientific, PA5-
21419), rabbit polyclonal anti-IQGAP1 (Abcam, MS-581-P1ABX), mouse monoclonal 
anti-tubulin-ɑ Ab-2 (Thermo Fisher Scientific, clone DM1A, MS-581-P1ABX), polyclonal 
rabbit anti-MYO10 (Sigma-Aldrich, HPA024223), polyclonal goat anti-CLIP170 (Novus 
Biologicals, NBP1-36749), rabbit polyclonal anti-tubulin, detyrosinated (Millipore. Sigma, 
AB_609894), mouse monoclonal anti-acetylated tubulin (Millipore Sigma, T7452), and 
mouse monoclonal anti-tubulin, tyrosine (Millipore Sigma, T9029). Secondary antibodies 
used were goat anti-mouse Alexa Fluor 568 (Thermo Fisher Scientific, A-11004), goat 
anti-mouse antibody, Alexa Fluor 488 (Thermo Fisher Scientific, A-11001), goat anti-
rabbit Chromeo 546 (Abcam, ab60317), goat anti-rabbit secondary Alexa Fluor 488 
antibody (Thermo Fisher Scientific, R37116), goat anti-mouse secondary antibody, Alexa 
Fluor 405 (Thermo Fisher Scientific, A-31553), polyclonal donkey anti-goat antibody, 
Alexa Fluor 568 (Thermo Fisher Scientific, A212235), polyclonal goat anti-mouse 
secondary antibody, Alexa Fluor 647 conjugate (Thermo Fisher Scientific, A21235), goat 
anti-rabbit Alexa Fluor 647 (Abcam, ab150079). Stains used were DAPI (Sigma-Aldrich, 
10236276001), Acti-stain 488 phalloidin (Cytoskeleton, Inc., PDHG1), Alex Fluor 546 
phalloidin (Thermo Fisher Scientific, A22283), and Alexa Fluor 647 phalloidin (Cell 
Signaling Technology, 8940S). 
 
DIC imaging: 
HA gels were fabricated on No. 0 coverslip glass bottom dishes (MatTek). Cells were 
seeded onto the gels at a density of 1000 cells/cm2 and incubated for at least 4 h. Cells 
were imaged using an Eclipse TE2000 Nikon Microscope equipped with a polarizer, 
prisms, and analyzer using a Nikon 60x/1.40 Oil Plan Apo VC DIC N2 objective. 
  
The Cancer Genome Atlas gene expression analysis: 
Data from the publicly available data browser were queried for expression of CD44, 
CLIP170, and IQGAP1.469 The GlioVis data portal analysis tool was used to retrieve 
mRNA expression data for genes of interest from all available GBM tumor samples in the 
HG-U133A dataset, and data was analyzed in Prism GraphPad.  
 
McTN formation and retention assays: 
Cells were harvested and then suspended into HA solution for a final density of 50 x 10^4 
cells/mL and final HA solution of 3% (wt/wt). DTT was then mixed into the solution, and 5 
µL drops of the mixture were dropped into the bottom of plate wells without flattening. 
Plates were incubated at 37 °C in a humidified chamber while being rotated every 2-3 
minutes for 15 minutes and then left upside-down for 45 more minutes. After crosslinking, 
medium was added to the wells to submerge the gel. Gels were incubated for 7 days with 
a medium change every 2-3 days. Images of cells were imaged using a 20x Nikon phase 
2 objective on an Eclipse TE2000 Nikon Microscope. Cells within the gel were randomly 
selected for imaging. Cells in large clumps, adhered to the bottom of the plate, or near 
the outer edge of the gel were excluded from analysis. Cells were imaged on Day 7 for 
both McTN formation and retention assays. In retention assays, cells were imaged for 45 
minutes at 5-minute intervals before the addition of inhibitor and then for an additional 45 
minutes after the addition of inhibitor.  
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Quantification and statistical analysis: 
The number of samples necessary to achieve power of 0.8 were estimated using 
G*Power using previous or preliminary data. Statistical significance was calculated by the 
indicated tests using GraphPad/Prism. For all experiments, N values were the sum of 
replicates collected over 3 independent experiments. Statistical details (exact value of N 
and what N represents, statistical test used for comparison, definition of center, dispersion 
and precision measures, and definition of significance) can be found in figure legends. 

4.5.1 Results 

4.5.2 GBM cell adhesion and migration on HA is associated with extension of 
microtentacles (McTNs) 

We had shown that CD44 is necessary for adhesion to HA in previous work, with CD44 
KD or antibody blockade abrogating adhesion to HA-based hydrogels 74. However, the 
contributions of CD44 to force generation through the cytoskeleton remained unknown. 
To gain additional mechanistic insight into this result, we seeded both continuous GBM 
cells and GSCs on HA and performed phase and differential interference contrast (DIC) 
imaging.  Cells exhibited partially rounded cell bodies surrounded by long, thin protrusions 
closely associated with the HA visible at high magnification (Fig. 1A, Fig. S1). The 
protrusions were positive for CD44 (Fig. 1B), with 65 ± 18% staining positive for both F-
actin and tubulin in U-87 MG cells and 56 ± 17% in U-251 MG cells (Fig. 1B, Fig. S2). 
Structured illumination microscopy (SIM) imaging revealed a fan of actin filaments 
supported by several microtubules interspersed throughout the protrusions in both 
continuous U-87 MG cells (Fig. 1C) and GSC-11 primary tumor-initiating cells (Fig. 1D). 
Acetylated microtubules were located in the center of the cell body and not in protrusions, 
suggesting that microtubules in protrusions are relatively dynamic (Fig. S3A) 470. 
Tyrosinated microtubules, which regulate neuronal growth cone organization and are 
required for interaction with certain microtubule binding proteins such as CLIP170, 
extended extensively into protrusions (Fig. S3B) 471,472. Detyrosinated tubulin, a marker 
of long-lived microtubules, was found interspersed along microtubules in protrusions 
consistent with previous studies (Fig. S3C) 473. 
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Figure 1. Cells interacting with HA express actin- and microtubule-positive McTNs. A) 
DIC imaging of live cells demonstrates that both continuous GBM cells and GSCs exhibit 
long, thin protrusions on HA. Scale=10 µm. B) SIM imaging of U-251 MG cells on HA 
demonstrates that protrusions are CD44 positive and frequently actin- and microtubule-
positive. Scale=10 µm. C) SIM imaging shows parallel actin filaments and microtubules 
in the core of protrusions of U-87 MG cells on HA. Scale=5 µm. D) GSC-11 cells express 
actin- and tubulin-positive protrusions. Scale=5 µm. E) CD44 shRNA KD U-251 MG cells 
seeded on HA or HA-RGD can form lamellipodia and large actin bundles at high RGD 
concentrations similar to the non-targeting control but are unable to spread or form 
protrusions on HA without RGD. Scale=20 µm. F) U-251 MG cells cultured for 6 days in 
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3D HA and 7 days in HA-RGD. Scale=10 µm. G) GFP-tubulin and RFP-LifeAct-
expressing U-251 MG cell embedded in 3D HA and imaged by confocal microscopy. 
Scale =10 µm. H) Schematic of ex vivo tissue culture slice model showing cells seeded 
onto brain tissue slices immersed in medium within a transmembrane insert. I) GFP-
tubulin and RFP-LifeAct expressing U-251 MG cell after 1 day of culture in ex vivo tissue 
culture slice model as a Z-stack projection (12 slices, 1 µm spacing). Scale=10 µm. 
 
Although the distribution of microtubules within protrusions and overall length varied by 
cell type, all cells expressed F-actin and microtubule-positive protrusions on HA. 
Furthermore, cells on HA generally lacked thick actin bundles and large lamellipodia 
typically observed on 2D, integrin-engaging substrates 474–476. The morphology of these 
protrusions, particularly their microtubule and actin architecture, seemed reminiscent of 
microtubule-positive microtentacles (McTNs) that have been described in circulating 
breast cancer cells and implicated in endothelial docking and extravasation 462,477–479. 
Thus, we refer to these protrusions as McTNs. However, a key difference between McTNs 
in circulating breast cancer cells and invading GBM cells is that GBM cells associate with 
a solid-state ECM and rarely enter the circulatory system 43, suggesting drastically 
different functions. 
 
To determine how McTNs might be affected by the presence of integrin ligands normally 
expected to promote lamellipodia, focal adhesions, and stress fibers, we investigated the 
effects of varying RGD concentration on cell morphology. With increasing RGD 
concentration, lamellipodia and large actin bundles increasingly dominated the phenotype 
in cells with both shRNA KD of CD44 and a non-targeting control (Fig 1E). In contrast, 
only the control cells were able to spread and form McTNs on HA. Fibrin contains both 
integrin-adhesive sites and binds CD44, although the CD44-fibrin(ogen) interaction is 
weaker than CD44-HA 480,481. Cells seeded on 2D fibrin gels also exhibited lamellipodia 
and large actin bundles consistent with cells on HA-RGD (Fig. S4). Integrin-engagement 
is thus necessary for actin bundling and lamellipodia formation, and CD44-substrate 
binding alone is not sufficient to generate these morphologies. 
 
When cells were encapsulated in HA with a 3D topology characteristic of brain 
parenchyma, cells not only retained McTNs but lost the intervening fan-like regions of 
actin (Fig. 1F). Cells in both 3D HA and 3D HA-RGD formed protrusions similar in size, 
length, and frequency and over similar timescales (Fig. 1F). McTNs in 3D (~1 week) 
formed much more slowly than in 2D (~minutes), consistent with a need for extensive 
remodeling for McTN formation. Furthermore, the similarity in morphology between cells 
in 3D HA and 3D HA-RGD suggests that McTNs may be more prominent in 3D even 
when integrin ligands are available. The protrusions exhibited by U-251 MG cells 
expressing GFP-tubulin and RFP-LifeAct in 3D HA were also actin- and tubulin-positive, 
with microtubules occupying the core of the protrusions and extending into the protrusion 
ends (Fig. 1G). We have previously demonstrated that U-87 cells invade HA-RGD by 
tunneling into the bulk matrix over the course of several weeks and that invasion is 
preceded by elaboration of long protrusions 140. We observe here that U-251 MG 
tumorspheres cultured in HA for 10 days exhibit protrusions into matrix and initial 
tunneling (Fig. S5A). These protrusions may be involved in matrix degradation, as larger 
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protrusions and tunneling cells are only observed in regions where the HA is degraded 
(Fig. S5B). These observations also suggest a mechanism by which cells move through 
nanoporous HA, which requires degradation to form a sufficiently large defect in the gel 
before cell migration can occur. 
 
While 2D and 3D HA gels recapitulate some features of brain ECM, such as 
dimensionality, bulk elastic modulus, and HA-richness, this matrix does not fully capture 
the complexity of brain tissue. Ex vivo slice models have proven a valuable paradigm that 
retains the complexity of tissue while remaining amenable to high-resolution imaging 
271,482. We therefore seeded U-251 MG cells on ex vivo tissue culture slices, placed the 
slices on Boyden chamber (transwell) filters, and allowed the cells to invade for 24 hours 
(Fig. 1H). SIM imaging of invaded cells revealed actin- and microtubule-positive McTNs 
of similar cytoskeletal composition to those observed in 2D and 3D culture (Fig. 1I). The 
consistency in cytoskeletal morphology between the HA platform and brain tissue culture 
supports the physiological significance of McTNs in driving adhesion and migration in 
brain tissue.  
 
4.5.3 McTN structure and function depend on CD44 
 
Given the abundance of the HA receptor CD44 on the McTN surface, we next investigated 
functional contributions of CD44 to McTN morphology and function.  When we applied 
stochastic optical reconstruction microscopy (STORM) to image cells on HA, we observed 
that CD44 randomly distributed across the entire cell membrane, completely covering the 
periphery of McTNs (Fig. 2A). This is in contrast to previous reports of CD44 clustering 
into microdomains in other cell types, which has been hypothesized to increase 
interactions between CD44 and certain membrane proteins 483. The broad distribution of 
CD44 even on membrane surfaces not in contact with the HA is consistent with our earlier 
finding that CD44-mediated adhesion to HA is rapid (minutes) and driven by many weak 
contacts.  This is in contrast to integrin/focal adhesion-based attachment, which requires 
much longer maturation times (hours) and is associated with fewer, stronger, and more 
discrete adhesive structures 74.  
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Figure 2. McTNs are CD44-dependent. A) STORM imaging of CD44-covered McTNs at 
periphery of U-251 MG cell on HA with inset showing transverse axis. Colors indicate z 
position. Scale=2 µm, inset=100 nm. B) shRNA KD of CD44 in U-251 MG cells on HA 
leads to a reduction of McTN number and length. N=130 total cells from 3 independent 
experiments. ****, p<0.0001 by Kruskal-Wallis test followed by Dunn’s Multiple 
Comparisons test. Blue lines represent median with interquartile range. C) DIC imaging 
of spread naïve and non-targeting U-251 MG cells compared to rounded and poorly 
adhered shRNA CD44 KD cells. Scale=10 µm. D) Schematic of McTN formation assay in 
which cells are suspended in 3D HA, cultured for 7 days, and then imaged. E) Number of 
McTNs formed per naïve and non-targeting U-87 MG cells compared to CD44 KO 
controls. N=60 total cells analyzed from 3 independent experiments. **, p<0.01 by 
Kruskal-Wallis test followed by Dunn’s Multiple Comparisons test. F) Example phase 
images of cells from the high McTN expressing population in naïve and non-targeting 
cells and the population expressing no McTNs in the CD44 KO cells. Scale=10 µm.  
 
We assessed the role of CD44 in McTN formation by counting the number of observable 
McTNs per cell from a population of randomly selected naïve, non-targeting, and shRNA 
CD44 KD cells seeded on 2D HA. Using the same data set, we measured the length of 
the longest McTN for each cell. CD44 KD cells expressed significantly fewer protrusions 
per cell (Fig. 2B). Similarly, CD44 KD cells generally did not form long protrusions. In 
particular, the population of cells expressing the most and longest McTNs was almost 
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completely absent in CD44 KD cells. The KD cells remained rounded and extended only 
short protrusions, consistent with poor adhesion to the matrix (Fig. 2C). 
 
As noted earlier, McTN formation is much slower in 3D than in 2D HA (days vs. hours), 
which strongly implies McTN formation within 3D nanoporous HA requires cells to 
degrade or otherwise remodel the surrounding matrix. To explore the functional 
importance of CD44 while accounting for these radically different kinetics, we designed a 
McTN formation assay in which cells were cultured in 3D HA for a week and then imaged 
within a single plane, and any visible McTNs were counted (Fig. 2D).  During this 
extended period, we were concerned that the intrinsic heterogeneities associated with 
shRNA-mediated KD could allow selective pressures to artifactually enrich the population 
in cells with high CD44 expression. To avoid this confounding issue, we applied CRISPR-
based gene editing to generate CD44 KO U-87 MG cells, for which we validated the lack 
of CD44 function through an inability to adhere to bare HA (Fig. S6). In CD44 KO cells 
we observed between 0 and ~15 McTNs/cell, with most cells having <5 McTNs within the 
imaging plane (Fig. 2E). While this does not account for protrusions extending in the z-
direction, the results are overall consistent with 2D data (Fig. 2B). Again, we observed a 
subpopulation of cells with more numerous McTNs in controls that was not present in 
CD44 KO cells (Fig 2E). Furthermore, a larger proportion of CD44 KO cells expressed 
no McTNs. Cells expressing no McTNs were completely rounded and did not appear to 
productively engage the surrounding matrix (Fig. 2F). The finding that some CD44 KO 
cells are able to express McTNs in 3D matrix may result from several alternative 
mechanisms that emerge in the absence of CD44-HA binding. First, other hyaladherins 
such as RHAMM not strongly bound in 2D may engage more tightly in 3D matrix and 
compensate for CD44. Another possibility is that cells cultured in 3D HA over the course 
of a week secrete matrix components that engage adhesive receptors. Collectively, these 
data strongly indicate that McTN formation is largely CD44-dependent.  
 
4.5.4 McTNs uniquely depend on microtubules over actin, Cdc42, and Myosin X 
 
We next examined the extent to which McTNs depend on actin and microtubules. 
Cytochalasin D-mediated inhibition of actin polymerization increased both the number 
and length of McTNs, whereas nocodazole-based inhibition of microtubule polymerization 
reduced both the number of McTNs and the maximum protrusion length (Fig. 3A). 
Addition of cytochalasin D to CD44 knockout cells, however, did not generate significant 
growth of McTNs, indicating the necessity of CD44-HA adhesion to reinforce McTN 
formation and extension (Fig. S7). The few, short McTNs that formed were likely 
microtubules that began to protrude but could not stabilize and grow. Notably, McTN 
number and length were insensitive to the Cdc42 inhibitor ML141 (Fig. 3A), implying that 
these structures are not filopodia 484. DIC imaging of cells during inhibitor treatment 
revealed that previously existing McTNs not only persisted but continued to grow after 
cytochalasin D treatment, and were accompanied by induction of new McTNs (Fig. 3B). 
In contrast, colchicine treatment produced an initial collapse of most McTNs, followed by 
slow collapse of the remaining McTNs (Fig. 3B). Addition of cytochalasin D and 
nocodazole did not reduce localization of CD44 to the cell membrane (Fig. S8). Thus, 



 80 

 
 

McTNs are functionally distinct from filopodia, with McTN formation and protrusion along 
the matrix promoted by microtubule polymerization and restricted by actin polymerization.  
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Figure 3. McTNs are distinct from filopodia and are stabilized by a balance between 
microtubules and actin. A) Number of McTNs per U-251 MG cell and maximum McTN 
length per cell. N=130 total cells analyzed from 3 independent experiments, ****, 
p<0.0001 by Kruskal-Wallis test followed by Dunn’s Multiple Comparisons test. Blue lines 
represent median with interquartile range. B) DIC imaging of U-251 MG cells shows 
McTNs increase in length and number with cytochalasin D treatment, while McTNs 
collapse with colchicine treatment. Scale=10 µm. C) Schematic showing McTN formation 
assay. Cells are seeded in 3D HA and cultured for 7 days. Cells are imaged for at least 
45 minutes, an inhibitor is added, and then cells are again imaged for 45 minutes while 
McTN lengths are tracked. D) Length of tracked McTNs at 45 minutes before inhibitor 
addition compared to 45 minutes after inhibitor addition in U-87 MG cells. N=24 McTNs 
from 12 cells analyzed. ****, p<0.001, with lengths before and after each inhibitor 
compared by a paired t-test. Blue lines represent mean and standard deviation. E) 
Lengths of example individual protrusions tracked before and after inhibitor treatment. F) 
Examples of tracked protrusions (white arrows) 45 minutes before inhibitor addition and 
45 minutes after inhibitor addition. Scale=20 µm.  
 
To explore these regulatory concepts in 3D, we modified our McTN formation assay (Fig. 
2D) to quantify McTN retention.  Specifically, cells were cultured for 1 week to allow for 
McTNs to grow and then imaged for 45 minutes prior to inhibitor treatment and 45 minutes 
after treatment (Fig. 3C). We hypothesized that if microtubules were truly critical to McTN 
retention, inhibition of microtubules would result in McTN collapse but inhibition of actin 
would not. Comparing the lengths of individual McTNs 45 minutes prior to inhibitor 
treatment and 45 minutes after inhibitor treatment showed that DMSO and cytochalasin 
D treatment did not significantly affect protrusion length but nocodazole treatment 
resulted in decreased McTN length (Fig 3D). Observation of individual protrusions 
suggested that while McTNs collapsed gradually after nocodazole treatment, McTNs 
were largely unaffected by cytochalasin D treatment (Fig. 3E, F). The lack of McTN 
growth in response to microtubule disruption is consistent with a model in which McTN 
extension requires degradation and remodeling of the HA, which would be expected to 
occur over days. Together, these results suggest a similar microtubule dependence of 
McTNs in 3D matrix as observed on 2D matrix. 
 
To gain additional insight into McTN ultrastructure, we revisited STORM to investigate 
cytoskeletal organization in these structures (Fig. 4A). In DMSO-treated controls, cell 
protrusions were composed of linear actin filaments that extended to the tips of some 
protrusions with interspersed and co-aligned microtubules. Notably, cells on HA lacked 
large actin bundles or lamellipodia. After cytochalasin D treatment, filamentous actin 
organization was not discernable, and microtubules dominated the core of long 
protrusions. Nocodazole treatment disrupted nearly all microtubule structures, with some 
short microtubule fragments present at the periphery. Nocodazole-treated cells 
expressed short actin filaments around the periphery. As a whole, nocodazole-treated 
cells were rounded and did not appear to interact with the HA, consistent with our previous 
results. We also used SIM to examine the localization of myosin X, a recognized filopodial 
tip marker thought to contribute to actin polymerization and traction force generation 485. 
While these cells did not strongly express myosin X at the tips of filopodia even when 
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seeded on HA-RGD, some myosin X was present in the lamellipodia of cells on HA-RGD 
(Fig. 4B). In contrast, cells on HA expressed almost no myosin X in protrusions. Together, 
these results underscore mechanistic differences between filopodia and McTNs.  
 

 
Figure 4. Organization of microtubules and actin within McTNs. A) STORM imaging of U-
251 MG cells treated with DMSO as a control shows actin filaments extending around the 
cell periphery with microtubules interspersed and extending to the ends of McTN tips. 
After cytochalasin D treatment, most protrusions contain microtubules at the core. Cells 
treated with nocodazole adhere poorly to HA, remain rounded, and express only short, 
actin-positive protrusions at the periphery. Scale=2 µm. B) U-251 MG cells on bare HA 
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matrix do not express myosin X at the cell periphery. Cells on HA-RGD express some 
myosin X at the leading edge compared to cells on HA. Scale=5 µm. 
 
4.5.5 McTNs are dynamic and participate in cell adhesion and motility 
 
To gain deeper mechanistic insight into the dynamic interplay of microtubules and actin 
in McTNs, we applied live-cell SIM imaging to cells on HA expressing GFP-tubulin and 
RFP-LifeAct. While control cells on glass exhibited more traditional migratory structures 
in which microtubules and actin were not strongly colocalized along with short filopodial 
structures decorated the leading edge, cells on HA displayed a different morphology (Fig. 
5A, B). Cells on bare HA exhibited strong colocalization of actin filaments and 
microtubules in linear protrusions. Furthermore, colocalized actin filaments and 
microtubules underwent retrograde flow at the leading edge of the cell at qualitatively 
similar rates (Fig. 5B). Cells on HA-RGD rarely showed colocalization of actin and 
microtubules, with actin filaments again outlining the cell periphery (Fig. 5C). Retrograde 
flow on HA-RGD also appeared to be much slower than on bare HA.  
 

 
Figure 5. Microtubules and actin align and undergo coordinated retrograde flow in 
McTNs. A) On glass, U-251 MG cells express short actin filaments. Scale=5 µm. B) 



 85 

 
 

Microtubules and actin grow in parallel and undergo retrograde flow in U-251 MG cells on 
HA. Arrow shows an example microtubule and actin microfilament in parallel. Scale=5 
µm. C) Microtubule and actin are less strongly colocalized in U-251 MG cells on HA-RGD 
compared to HA. Arrow shows an example where microtubule is growing in parallel with 
actin. Scale=5 µm. 
 
To investigate the role of McTNs in cell adhesion, mechanics, and motility, we 
pharmacologically manipulated McTN dynamics while probing these processes in several 
different in vitro paradigms. Using a centrifugal adhesion assay, we found that disruption 
of microtubules reduced adhesion while disruption of actin polymerization increased 
adhesion in both U-87 MG and U-251 MG cells (Fig. 6A, Fig. S9A). These results were 
consistent with our previous observations that nocodazole-treated cells are rounded on 
HA while cytochalasin D-treated cells express more and longer McTNs. In contrast, 
disruption of microtubule polymerization did not affect adhesion to HA-RGD (Fig. 6B). 
Disruption of either microtubules or actin decreased 2D random migration on HA, with 
actin disruption resulting in a more extreme reduction of motility (Fig. 6C, Fig. S9B). 
However, disruption of microtubules did not affect 2D migration on HA-RGD, despite 
affecting cell morphology and spreading (Fig. 6D, Fig. S10A). This implies that cells on 
HA as opposed to HA-RGD treated with microtubule polymerization inhibitors do not 
adhere strongly enough to generate traction forces necessary for migration. The loss of 
microtubule-mediated signaling may also or alternatively reduce F-actin assembly, 
thereby reducing the area of adhesion and number of adhesive bonds engaged with the 
surface. Conversely, cells treated with actin polymerization inhibitors can adhere strongly 
but cannot generate sufficient actomyosin-based traction to support motility. Moderate 
inhibition of myosin II-mediated contractility by blebbistatin resulted in an increase in HA 
adhesion and decrease of migration speed on 2D HA substrates (Fig. 6A,C). These 
results mirrored trends observed with actin polymerization inhibitors although to a lesser 
extreme. To characterize migration in environments characteristic of confined geometries 
found in tissue, we seeded cells onto HA or HA-RGD microchannels. We saw a similar 
relative effect of inhibitors on migration of cells in HA-microchannels as on 2D matrix (Fig. 
6E). Microtubule disruption slowed migration of cells on HA-RGD microchannels (Fig. 6F) 
but did not prevent cells from attaching and spreading to some degree in HA-RGD 
channels (Fig. S10B). SIM imaging revealed that blebbistatin treatment resulted in longer, 
thinner McTNs with more prominent microtubule-based structures than with DMSO alone 
(Fig. 6G). Microtubule-driven protrusion or microtubule-based signaling and CD44-
mediated adhesion thus seem to balance actomyosin-driven contractility in McTN-based 
motility (Fig. 6H). In contrast, integrin-RGD binding strengthens adhesion and reinforces 
actin bundles, which reduces the need for mechanical balance by microtubule 
polymerization or signaling.  
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Figure 6. McTNs facilitate cell adhesion and motility on HA. A) Centrifugal adhesion 
assay for U-87 MG cells interacting with HA. N=15-18 total gels analyzed from 3 
independent experiments. A, B, and C represent statistical families with a significant 
difference of p<0.05 by ANOVA followed with Tukey-Kramer Multiple Comparisons test. 
Blue lines represent mean and standard deviation. B) Centrifugal adhesion assay for U-
87 MG cells interacting with HA-RGD. N=12 total gels analyzed from 3 independent 
experiments, with no significant difference by Student’s t-test. Blue lines represent mean 
and standard deviation. C) Random 2D migration speeds of U-87 MG cells on HA. N=45 
total cells analyzed from 3 independent experiments. A, B, C, and D represent statistical 
families with a significant difference of p<0.05 by ANOVA followed with Tukey-Kramer 
Multiple Comparisons test. Blue lines represent mean and standard deviation. D) Random 
2D migration speeds of U-87 MG cells on HA-RGD. N=45 total cells analyzed from 3 
independent experiments. No significant difference detected by Student’s t-test. Blue 
lines represent mean and standard deviation. E) 1D random migration of U-87 MG cells 
on microchannels in HA. N=45 total cells analyzed from 3 independent experiments. A, 
B, and C represent statistical families with a significant difference of p<0.05 by ANOVA 
followed with Tukey-Kramer Multiple Comparisons test. Blue lines represent mean and 
standard deviation. F) 1D random migration of U-87 MG cells on microchannels in HA-
RGD. N=45 total cells analyzed from 3 independent experiments. ****, p<0.0001 by 
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Student’s t-test. G) SIM imaging of U-87 MG cells treated with blebbistatin compared with 
cells treated with the vehicle control DMSO. Scale=10 µm. H) Schematic of cell 
morphology on HA compared to HA-RGD. Cells on HA exhibit McTNs. I) Laser ablation 
of McTN in U-251 MG cell expressing GFP-tubulin and RFP-LifeAct. Arrow indicates 
ablation site. Scale=10 µm. 
 
Based on this model, we hypothesized that McTNs must bear tension. Laser ablation of 
an McTN extending from a U-251 MG cell on an HA directly verified this hypothesis (Fig. 
6I). After ablation, the microtubule component was no longer visible, presumably due to 
rapid microtubule depolymerization induced by the ablation 486. The cell body shifted away 
from the site of laser ablation, implying that the ablated McTN had been maintaining a 
tensile force between the cell body and HA.  
 
4.5.6 McTN formation requires IQGAP1 
 
The coupling of cytoskeletal forces to cell traction and motility in integrin-based adhesion 
has traditionally been framed in terms of a motor-clutch model 487,488. In this paradigm, 
actin polymerization advances the leading edge and establishes matrix adhesions, which 
act as clutches that transmit myosin-based centripetal forces to the matrix to allow forward 
translocation of the cell. Based on our SIM imaging revealing close coupling between 
actin and microtubule dynamics, we hypothesized that an analogous motor-clutch 
mechanism may be at play in McTNs, with McTNs acting as the protrusive element. Such 
a model would require specific proteins to couple microtubules, actin, and CD44. The 
IQGAP1/CLIP170 complex is a natural candidate in this regard.  IQGAP1 has previously 
been shown to complex with the microtubule-binding protein CLIP170, where it can 
participate in microtubule capture to membrane-localized Rac1 and Cdc42 in the leading 
edge of fibroblasts 489. Crosslinking of actin and microtubules via IQGAP1 and CLIP170 
has also been implicated in neuronal dendrite and axonal growth cone extension 490. 
IQGAP1 positive protrusions have been identified in brain tissue culture 491, and IQGAP1 
has previously been suggested as a biomarker for aggressive GBM 492. Given that 
IQGAP1 can also bind to CD44 and is important for HA binding by CD44 455, we asked 
whether IQGAP1, CLIP170 and CD44 collectively contribute to McTN formation, cell 
adhesion, and cell motility.  
 
SIM imaging of cells on HA revealed colocalization of IQGAP1, CLIP170, actin, and 
microtubules in McTNs (Fig. 7A). IQGAP1 strongly colocalized to actin both in cells on 
HA and HA-RGD, where it is available for complexation with CLIP170 (Fig. S11A,B). 
Protrusions positive for actin and microtubules were also positive for IQGAP1 and 
CLIP170, with 71 ± 18% of protrusions positive for all four components (Fig. S11C). To 
test functional contributions of IQGAP1 to McTN formation, we used CRISPR/Cas9 gene 
editing to knock out IQGAP1 in U-87 MG cells (Fig. S11D). Fewer IQGAP1 KO cells 
formed long McTNs (>10 µm) than controls (Fig. S11E). IQGAP1 KO cells also exhibited 
more blebbing than controls, perhaps indicating a more contractile state (Fig. S11F-G) 
493. IQGAP1 KO cells still spread on HA-RGD, albeit with a more circular, less polarized 
morphology (Fig. S12), possibly reflecting IQGAP1’s association with actin and Rho 
GTPases 494. Consistent with these morphological observations, IQGAP1 KO had no 
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effect on cell adhesion to HA-RGD but dramatically reduced adhesion to HA (Fig. 7C). 
The random 2D migration speed of IQGAP1 KO cells was moderately reduced both on 
HA and HA-RGD (Fig. 7D). Thus, RGD-integrin binding is largely preserved in the 
absence of IQGAP1, but CD44-mediated binding to HA-rich matrix is largely abrogated. 
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Figure 7. McTNs are mechanically coupled to the cytoskeleton and ECM through CD44, 
IQGAP1, and CLIP170. A) SIM of U-87 MG cell on HA demonstrating that IQGAP1, 
CLIP170, tubulin, and actin are colocalized in McTNs. Scale=5 µm. B) DIC imaging 
demonstrates that IQGAP1 KO cells remain rounded on HA compared to naïve and non-
targeting controls. Scale=10 µm. C) IQGAP1 KO reduces adhesion to HA but not HA-
RGD. N=13-17 total gels analyzed from 3 independent experiments. ****, p<0.001 by one-
way ANOVA followed by Tukey-Kramer Multiple Comparisons test. Blue lines represent 
mean and standard deviation D) IQGAP1 KO reduces 2D migration speed on both HA 
and HA-RGD. N=45 total cells analyzed from 3 independent experiments. *, p<0.05; ***, 
p<0.001, by one-way ANOVA followed by Tukey-Kramer Multiple Comparisons test. Blue 
lines represent mean and standard deviation. E) Plot of log2 transformed mRNA levels 
obtained from TCGA of CD44, IQGAP1, and CLIP1 by subtype. Black lines represent 
median and interquartile range. N=10 non-tumor, 199 classical, 166 mesenchymal, and 
137 proneural samples from independent patients analyzed. ****, p<0.001 by one-way 
ANOVA followed by Tukey-Kramer’s Multiple Comparisons test using log2 transformed 
mRNA expression levels and compared between subtypes for each gene. F) Western 
blot of IQGAP1, CD44, and -actin in patient derived GSC cells indicates variable yet 
ubiquitous IQGAP1 expression, but high CD44 expression only in cells of the 
mesenchymal subtype. Blot was first probed for CD44 and -actin, followed by stripping 
and probing for IQGAP1 G) Kaplan-Meier survival correlating with high or low levels of 
CD44, CLIP170, and IQGAP1 mRNA with median expression level used as cutoff. N=262 
patients in the high expression group and N=263 patients in the low expression group. p 
values determined by log-rank Mantel-Cox comparison. 
 
 
To more deeply explore the disease relevance of these findings, we analyzed the Cancer 
Genome Atlas (TCGA) to explore associations between IQGAP1, CLIP1 (CLIP170), and 
CD44 gene expression and GBM. CD44 and IQGAP1 gene expression were strongly 
correlated (Pearson’s product-moment coefficient of 0.61). Both CD44 and IQGAP1 are 
highly overexpressed in GBM (Fig. 7E). Furthermore, IQGAP1, CLIP1 (CLIP170), and 
CD44 show GBM subtype-specific expression patterns, with the highest expression levels 
in the most aggressive mesenchymal subtype and the lowest expression levels in the 
least aggressive proneural subtype. We also probed the CD44 and IQGAP1 status in a 
panel of GSCs which have been previously characterized by subtype 152 (Fig. 7F). 
Consistent with results from the TCGA, we observed a dramatic upregulation in CD44 as 
well as an upregulation of IQGAP1 in the mesenchymal subtype compared to the 
proneural and classical subtypes. All of the cell lines expressed levels of CD44s 
detectable by Western blotting except GSC 268 and GSC 6-27, and isoform expression 
of CD44 was not observed (Fig. 7F, Fig. S6A, Fig. S13). While low IQGAP1 expression 
in histological samples has been associated with longer patient survival relative to 
samples with high expression 492, no correlation was observed between gene expression 
and survival using median expression as a cutoff for survival analysis (Fig. 7G). CD44 
and CLIP1 (CLIP170) gene expression correlated with patient survival (Fig. 7G). The 
significant but modest survival difference correlated with high compared to low CD44 
expression is consistent with previous findings that an intermediate level of CD44 the 
strongest correlation with poor patient survival 482. 
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4.6 Discussion 

 
Here, we investigated molecular and biophysical mechanisms through which GBM cells 
adhere to HA. We find that GBM cells interact with HA via McTNs, which are long, thin 
protrusions rich in the HA-receptor CD44, which we show is necessary for cell adhesion 
and McTN stability. Motility assays and laser ablation show that McTNs are stabilized by 
a balance of actomyosin-driven contraction, microtubule-driven protrusion, and CD44-
mediated adhesion. Mechanical coupling of actin and microtubules with McTNs appears 
to be reinforced by a complex of IQGAP1 and CLIP170, and loss of IQGAP1 specifically 
disrupts adhesion and motility on HA. 
 
McTNs, defined as microtubule-positive protrusions that elongate following actin 
depolymerization, have been observed in circulating tumor cells (CTCs), where they are 
believed to facilitate endothelial adhesion prior to extravasation 477–479.  However, to our 
knowledge, these structures have not been previously appreciated in the context of 2D 
or 3D migration in or on a solid-state matrix.  It is therefore informative to compare McTNs 
to canonically described migratory processes.  McTNs share some morphological 
similarities with filopodia, such as the high aspect ratio and presence of actin filaments 
495. However, the lack of Cdc42-dependence and myosin X-positivity, together with the 
dependence on CD44 and microtubules for formation and elongation, suggest that 
McTNs are structurally and functionally distinct from filopodia. McTNs in 3D show some 
similarities with pseudopodia, although pseudopodia are usually observed in a context of 
integrin adhesion in fibrillar matrix rather than nanoporous matrix lacking integrin ligands 
496,497. Nonetheless, additional characterization and comparison of molecular composition 
and dynamics are necessary to establish the degree of similarity between these 
protrusions and develop a more rigorous operational definition. Our findings may also 
offer mechanistic insight into GBM progression in vivo. Micronemes, microtubes, and 
other long, protrusive structures have been described in GBMs, yet their molecular 
characteristics and mechanisms of formation remain incompletely elucidated. In 
particular, McTNs bear several key similarities to recently reported membrane 
microtubes, which are postulated to connect cells into a multicellular network that 
facilitates exchange of resistance factors 275. Key similarities are the inclusion of actin and 
microtubules, lack of myosin X, and similar morphology. While it is not clear that McTNs 
are functionally related to microtubes, our results and model may offer mechanistic 
insights in to how microtubes and related processes arise in GBM. 
 
These data also provide insights into how CD44 supports cell motility. Our HA platform 
enables us to isolate and investigate the role of CD44-HA binding in driving invasion. 
Importantly, CD44 is sufficient to drive the formation of tension-bearing protrusions that 
enable motility in the complete absence of integrin ligands. We have previously 
demonstrated that CD44-HA binding occurs more rapidly than integrin binding74, and 
imaging in this study suggests CD44 covers the membrane rather than localizing to 
specific binding regions analogous to integrins in focal adhesions. Furthermore, CD44-
mediated adhesion alone does not support strong actin bundling or the formation of large 
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lamellipodia. These findings support a model in which CD44 binding is characterized by 
many rapid weak interactions with the ECM whereas integrin binding which is 
characterized by fewer, slow, mechanically reinforced interactions. These two systems 
give rise to fundamentally different cytoskeletal architectures. Microtubule polymerization, 
through mechanical reinforcement and/or modulation of tubulin-mediated signaling, 
reduces retrograde actin flow or upregulates F-actin assembly that balances actomyosin-
based contractility 498,499. With the lack of reinforced, localized cell-matrix interactions in 
the context of CD44-HA binding and low integrin binding found in cells in HA-rich matrix, 
more internal protrusive forces or signaling cues from microtubules may be needed to 
balance actomyosin contractility 122. Consistent with this idea, microtubule-based motility 
is increasingly recognized as key to migration through tightly confined channels or soft 
3D matrix in which focal adhesion formation may be restricted 122,500. Furthermore, GBM 
cells have been reported to migrate despite treatment with pharmacological inhibitors of 
actin polymerization 501. This may also explain why we observed McTNs in both 3D HA 
and HA-RGD but not in 2D HA and HA-RGD, with much greater prominence in 3D than 
in 2D. 
 
Several studies have identified IQGAP1 as an important marker of GBM invasion, but the 
mechanisms underlying the expression of this biomarker remain poorly understood 
491,492,494. In particular, IQGAP1-positive processes protruding from GBM cells have been 
identified in brain tissue culture slices 491.  Our work suggests that IQGAP1 may be 
contributing directly to invasive McTN machinery through the coupling of actin and 
microtubules in complex with CLIP170 and possibly CD44. Nonetheless, it is important to 
acknowledge that CD44, IQGAP1, and microtubules can all trigger other types of 
intracellular signals which likely contribute to migratory phenotypes. Microtubule 
disruption releases monomeric tubulin potentially along with actin regulatory factors, 
which could in turn promote actin polymerization and contractility 498,502,503. CD44, 
IQGAP1, and microtubules all upregulate and depend to some degree on Rac1 signaling 
497,504. It is possible that disrupting one of these components also reduces Rac1 signaling, 
which in turn impedes McTN growth. While the nature of the relationship between 
IQGAP1, CLIP170, CD44, actin, and microtubules remains to be further elucidated, our 
study suggests strong interplay that is particularly important in the context of low-integrin, 
high-CD44 engagement compared to high-integrin engagement. 
 
While targeting CD44 is effective in reducing tumor invasion in animal models48,452, initial 
clinical studies of antibodies targeting one isoform of CD44 in breast or squamous cell 
carcinoma failed due to high toxicity from non-specific interactions with CD44 in other 
organs such as skin 505,506. Our findings highlight the need to understand the role of CD44-
cytoskeletal interactions to elucidate more specific targets. These findings also 
underscore compositional and mechanistic differences in protrusions forming in 
microenvironments lacking nonfibrillar guidance cues and rich in HA.  McTN function 
should be further studied to better understand the relevance of these structures in disease 
progression, such as how McTNs participate in matrix remodeling or whether they 
facilitate cell-cell communication. Given the morphological similarities between McTNs 
and protrusions involved in invasion and cell-cell communication in vivo271,275, 
establishment of functional similarities could generate new mechanistic insight and 
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therapeutic targets difficult to elucidate in animal models. Finally, understanding how 
McTN expression relates to molecular subtype and tumor recurrence would focus efforts 
to target McTN-based motility in patients who would most benefit. 
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Chapter 5. Conclusions 

 
Interactions between tumor cells and their microenvironment facilitate aggressive tumor 
progression but remain a relatively unexplored therapeutic target. In this dissertation, we 
investigated interactions of glioblastoma (GBM) cells with matrix and topographical cues 
in a hyaluronic acid (HA)-rich microenvironment. In Chapter 1, we reviewed the 
contributions of the microenvironment to GBM progression and how the 
microenvironment can be studied using model systems. Importantly, in vitro model 
systems enable detailed mechanistic analysis of tumor invasion while avoiding limitations 
of orthotopic xenograft animal models (e.g. cost, scalability, and lack of normal immune 
response). With improved validation, these model systems can potentially accelerate 
therapeutic development and improve patient-specific treatments. 
 
In Chapter 2, we developed an in vitro model of intraparenchymal invasion and vascular 
invasion that can specifically capture the transition between these invasive modalities. 
Our work demonstrates that cells transitioning from a 3D mode of invasion in the 
intraparenchymal-like region to a quasi-2D mode of invasion in the vascular-like region 
increase invasion speed and change cytoskeletal morphology. These topographical 
effects are generalizable across matrix formulations, although the mechanisms 
underlying invasion are matrix dependent. We also found that the change in topography 
is cell instructive as opposed to selective. While many model systems of 3D invasion have 
utilized collagen I or Matrigel, our model integrates topographical cues into HA. This 
matrix better represents the brain microenvironment and can serve as a platform for 
introducing vasculature and stromal cells for further investigation. 
 
We then reviewed how HA specifically gives rise to biological signaling, and how these 
signals can be integrated into model systems in Chapter 3. HA is not inert, but rather is 
an active signaling molecule through its mechanics, adhesivity, and degradability. 
Incorporating these properties into in vitro models is critical for understanding HA biology 
and designing HA-based platforms that precisely guide cell behavior. We also discussed 
how HA-based signaling can be explored systematically using HA-based platforms. While 
integrin-based motility is appreciated as the main driver of adhesion and migration, other 
transmembrane receptors can also contribute significantly to cell motility. Our work in 
Chapter 4 leveraged HA-based platforms to show that CD44, a transmembrane receptor 
for HA, facilitates GBM adhesion and migration in HA-rich matrices. CD44-dependent 
microtentacles (McTN) mediate this migration and adhesion and serve as a protrusive 
unit through which cells can apply force and generate tension on HA. McTNs are 
stabilized by a combination of actin and microtubule polymerization and are 
mechanistically coupled through IQGAP1/CLIP170. Our work suggests McTNs and 
CD44-dependent motility as a potential therapeutic target. 
 
Collectively, this work demonstrates how topography, HA, and CD44 guide cell behavior 
and underscores the importance of investigating cell-HA interactions, prompting 
investigation into the reciprocal relationship of CD44 and the HA network in tissue. While 
we have demonstrated that CD44 is sufficient to support adhesion and motility in HA, the 
contributions of CD44 to motility in more complex environments remains poorly 
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understood. Our work in Chapter 4 suggests that CD44-driven motility is most important 
in the context of HA-rich environments with low-integrin availability. Understanding how 
CD44 contributes to adhesion and migration in environments with high integrin-ligand 
availability, fibrillar structures, or increasing dimensionality (2D vs. 3D) would provide 
fundamental insight into CD44-mediated mechanobiology and invasion. We also have not 
yet completely characterized the role of CD44 in applying traction force. While studies 
have measured forces applied by single integrins or how traction is distributed through 
focal adhesions on the single-cell and multicellular scale, we have yet to quantify traction 
force applied at any scale through CD44. 
 
Our also work suggests that McTNs play important functional roles in the invasion of HA-
rich matrices, but we have not yet deeply investigated these functions. In particular, the 
finding that McTNs precede invasion suggests that McTNs likely play a role in matrix 
remodeling through secretion and degradation.  In this way, McTNs in HA-rich matrices 
may function analogous to invadopodia in collagen-rich matrices. Future studies should 
examine the role of actin and microtubule balance and the contributions of the 
CLIP170/IQGAP1 complex. We have not investigated the extent to which these molecular 
players interact directly through mechanical force transmission versus more indirectly 
through diffusion of a soluble signal, nor have we examined how binding of these 
components affects cytoskeletal force distribution and traction force.  A more thorough 
characterization of mechanisms governing McTN formation and function will better define 
how McTNs and other known cell protrusions relate. 
 
Finally, there is a major gap in our understanding of how cells mechanically sense, 
navigate, and modify the HA network in engineered matrices and whole tissue. HA 
molecular weight is a key regulator of HA-based signaling that we have not explored in 
this dissertation, and the mechanisms underlying the importance of molecular weight are 
relatively unexplored. It is possible that HA concentration and molecular weight vary 
across tumor microenvironments, and that this variation directly influences to tumor 
progression. The degree to which HA contributes to mechanics at the tissue level and 
how cells modify the HA network, especially with respect to molecular weight, also 
remains largely unknown. Given that hyaluronidases are already used in other cancer 
types to improve chemotherapeutic delivery by reducing diffusion barriers, a more 
thorough understanding of how HA guides tumor progression could improve treatment 
precision. Future studies of CD44-HA interactions will illuminate new avenues for HA-
targeted therapies and will fundamentally influence the development of engineered HA 
matrices for tissue engineering and modeling.  
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Appendix. Supplementary Figures and Tables for Chapter 4 

 

 
Figure S1. U-87 MG cells on HA matrix appear rounded and without cell protrusions using 
phase imaging with 10x magnification. Higher magnification is necessary to observe 
protrusions on HA matrix. Scale=100 µm. 
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Figure S2. Percentage of protrusions positive for both actin and microtubules. N=15 total 
cells analyzed from 3 independent experiments. Blue lines represent mean and standard 
deviation. 
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Figure S3. Post-translational modifications of tubulin in protrusions. A) Acetylated 
microtubules do not extend into McTNs, but rather are restricted to the cell body. 
Scale=10 µm. B) Tyrosinated microtubules (Tyr-tubulin) are found within protrusions. 
Scale=2 µm. C) On glass, detyrosinated tubulin (Detyr-tubulin) is found interspersed 
along tyrosinated microtubules as well as in fragmented or monomeric tubulin. On HA 
matrix, detyrosinated tubulin is also found interspersed along tyrosinated microtubules as 
well as more diffusely at the periphery of protrusions. Arrow indicates an apparent 
transition along a microtubule from being composed of detyrosinated and tyrosinated 
tubulin to being composed of detyrosinated tubulin. Scale=2 µm. 
  



 128 

 
 

 
Figure S4. U-87 MG cells seeded on 2D fibrin gels. A) DIC imaging reveals cells exhibit 
lamellipodia. Scale=10 µm. B) SIM imaging of U-87 MG cells on fibrin reveals cells exhibit 
lamellipodia with thick actin bundling and without microtubules extending into actin-based 
protrusions. Scale=10 µm. 
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Figure S5. McTNs may precede degradation into HA-matrix. A) U-251 MG spheroid 
cultured for 10 days in HA matrix exhibits McTNs and initial cell invasion into the matrix. 
Scale=20 µm. Inset 1 shows protrusions forming along spheroid periphery. Scale=10 µm. 
Inset 2 shows cell invasion preceded by McTN formation. Scale=10 µm. B) Confocal 
images of modes of invasion U-251 MG spheroids expressing GFP-tubulin and RFP-
LifeAct and cultured for 10 days in HA-matrix tagged with FITC. The high intensity of HA-
FITC masks the fluorescence of GFP-tubulin. Small protrusions can be seen in matrix 
with little degradation (single arrow). Larger protrusions are observed larger defects of 
matrix, and cell migration is observed only in sufficiently large HA matrix defects (double 
arrows). Scale=10 µm. 
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Figure S6. Validation of CD44 KO cells. A) Western blot showing U-87 MG naïve cells, 
non-targeting cells, and two clones with treated each with one CD44-targeting guide. Both 
guides gave rise to a KO. B) Centrifugal adhesion assays demonstrating that CD44 KO 
dramatically reduces adhesion to HA matrix but does not significantly affect adhesion to 
HA-RGD. N=13-18 total gels from 3 independent experiments. ****, p<0.0001 by ANOVA 
followed by Tukey-Kramer’s Multiple Comparison’s test. Blue lines represent mean and 
standard deviation. 
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Figure S7. Cytochalasin D treatment only induces McTN growth in control cells, not 
CD44 KO cells. CD44 KO cells floating on HA matrix do not exhibit McTNs at the cell-
gel interface. Few, short McTNs can be observed in other z-planes of the cell as 
indicated by white arrows. Scale=10 µm. 
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Figure S8. U-87 MG cells treated with cytochalasin D and nocodazole show similar 
expression pattern of CD44 as DMSO-treated control on HA-matrix at the cell-gel 
interface, with CD44 localized throughout the membrane. Scale=10 µm. 
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Figure S9. Actin and microtubule inhibitors have similar effects on centrifugal adhesion 
and 2D random migration on HA matrix in U-251 MG cells as in U-87 MG cells. A) 
Centrifugal adhesion assay of U-251 MG on HA matrix. N=15-17 total gels analyzed from 
3 independent experiments. Letters represent statistical families with p<0.05 by ANOVA 
followed with Tukey Kramer’s multiple comparison’s test. Blue lines represent mean and 
standard deviation. B) 2D random migration speeds of U-251 MG cells on HA matrix. 
N=45 total cells analyzed from 3 independent experiments. Letters represent statistical 
families with p<0.05 by ANOVA followed with Tukey Kramer’s multiple comparison’s test. 
Blue lines represent mean and standard deviation. 
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Figure S10. Morphology of cells on HA-RGD. A) Randomly migrating cells on 2D HA-
RGD treated with pharmacological inhibitors. Nocodazole-treated cells show reduced 
spreading and polarity compared to control cells. Scale=50 µm. B) Morphology of U-87 
MG cells migrating in 5 µm-wide HA or HA-RGD microchannels are affected by 
cytoskeletal inhibitors. Notably, nocodazole-treated cells in HA channels show 
dramatically reduced spreading compared to DMSO-treated controls, whereas in HA-
RGD microchannels nocodazole treatment does not affect cell spreading as significantly 
compared to DMSO-treated controls. Cells treated with cytochalasin D induces McTN 
growth in all directions along the matrix. Cells treated with blebbistatin show similar 
spreading to controls. Scale=10 µm. 
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Figure S11. IQGAP1 localizes strongly to actin. A) IQGAP1 localizes strongly to actin or 
actin and microtubules in parallel in U-87 MG cells on HA matrix. Scale=5 µm. B) IQGAP1 
also localizes strongly to actin in U-87 MG cells on HA-RGD. Scale=10 µm. C) Distribution 



 137 

 
 

of percentage of protrusions positive for actin, microtubules, IQGAP1, and CLIP170 per 
cell on HA matrix. Each point represents one cell. N=15 total cells were analyzed from 3 
independent experiments. D) Validation of IQGAP1 KO by Western blot. E) McTN length 
of U-87 MG cells on HA matrix was analyzed and categorized based on whether the cell 
exhibited any McTNs greater than 10 µm in length. Each point represents the fraction of 
40 cells with McTNs greater than 10 µm in length for N=3 independent experiments. 
**p<0.01 by ANOVA followed by Tukey-Kramer’s Multiple Comparison’s test. Blue lines 
represent mean and standard deviation. F) U-87 MG cells were categorized based on 
whether the cell exhibited any McTNs greater than 10 µm in length. Each point represents 
the percentage of 40 cells with blebbing for N=3 independent experiments. **p<0.01 by 
ANOVA followed by Tukey-Kramer’s Multiple Comparison’s test. Blue lines represent 
mean and standard deviation. G) DIC imaging of example U-87 MG IQGAP1 KO without 
and with blebbing. Scale=10 µm. 
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Figure S12. IQGAP1 KO cells compared to non-targeting controls on HA-RGD. IQGAP1 
KO cells are less polarized and exhibit larger lamellipodia. Arrows point to circular, non-
polarized cells. Scale=100 µm.  
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Figure S13. GBM continuous and stem cell lines express detectable levels of CD44s 
except GSC 268 and GSC 6-27. A) L0 cells show possible degradation product. B) U-251 
MG cells express CD44s. Blot was probed initially for CD44, stripped, and probed for 
GADPH. C) GSC 240 cells express CD44s and possible degradation product. D) GSC 
11, GSC 262, and GSC 295 cells express CD44s. GSC 268 and GSC 6-27 do not express 
detectable levels of CD44. Blot was probed for CD44, stripped and probed again for 
tubulin.  
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Table S1: Resources and Reagents 

REAGENT or RESOURCE SOURCE IDENTIFIER 

Antibodies 

Rabbit polyclonal anti-CD44 Thermo Fisher Scientific Cat#PA5-21419; RRID: 
AB_11155593  

Rabbit polyclonal anti-IQGAP1  Abcam Cat#ab86064; RRID: 
AB_1925119 

Mouse monoclonal anti-tubulin-ɑ 
Ab-2 (clone DM1A) 

Thermo Fisher Scientific Cat#MS-581-P1ABX; 
RRID: AB_144075 

Polyclonal rabbit anti-MYO10 
 

Sigma-Aldrich Cat#HPA024223; 
RRID: AB_1854248 

Polyclonal goat anti-CLIP170 Novus Biologicals Cat#NBP1-36749; 
RRID: AB_2082120 

Monoclonal mouse anti-β-actin-
peroxidase 

Signa-Aldrich Cat#A3854; RRID: 
AB_262011 

Mouse monoclonal anti-CD44  R&D Systems Cat#BBA10; RRID: 
AB_356933 

Mouse monoclonal anti-tubulin, 
tyrosine 

Millipore Sigma Cat#T9029; RRID: 
AB_261811 

Rabbit polyclonal anti-tubulin, 
detyrosinated 

Millipore Sigma Cat#AB3201; RRID: 
AB_177350 

Mouse monoclonal anti-acetylated 
tubulin 

Millipore Sigma Cat#T7451; RRID: 
AB_609894 

Mouse monoclonal anti-GAPDH 
(clone GAPDH 71.1) 

Sigma-Aldrich Cat#G8795; RRID: 
AB_1078991 

Goat anti-Rabbit IgG (H+L) 
Secondary Antibody, HRP 

Thermo Fisher Scientific Cat#65-6120; RRID: 
AB_2533967 

Goat anti-Mouse IgG (H+L) 
Secondary Antibody, HRP 

Thermo Fisher Scientific Cat#62-6520; RRID: 
AB_2533947  

Goat anti-Mouse IgG (H+L) CF568 Biotium Cat#20100; RRID: 
AB_10559038 

Goat anti-Mouse IgG (H+L) Cross-
Adsorbed Secondary Antibody, 
Alexa Fluor 488 

Thermo Fisher Scientific Cat#A-11001; RRID: 
AB_2534069 

Goat Anti-Rabbit IgG H&L 
(Chromeo™ 546) (ab60317) 

Abcam Cat#ab60317; RRID: 
AB_954976 

Goat anti-Rabbit IgG (H+L) 
Secondary Antibody, Alexa Fluor 
488 

Thermo Fisher Scientific Cat#R37116; RRID: 
AB_2556544 

Goat anti-Mouse IgG (H+L) 
Secondary Antibody, Alexa Fluor 
405 

Thermo Fisher Scientific Cat#A-31553; RRID: 
AB_221604 
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Polyclonal donkey anti-goat IgG 
(H+L) Secondary Antibody, Alexa 
Fluor 568 

Thermo Fisher Scientific Cat#A11057; RRID: 
AB_2534104 

Polyclonal goat anti-Mouse IgG 
(H+L) Secondary Antibody, Alexa 
Fluor® 647 conjugate 

Thermo Fisher Scientific Cat#A21235; RRID: 
AB_2535804 

Goat Anti-Rabbit IgG H&L (Alexa 
Fluor® 647) 

Abcam Cat#ab150079; RRID: 
AB_2722623 

Bacterial and Virus Strains 

Virus: LentiBriteTM GFP-Tubulin 
lentiviral Biosensor 

Millipore Sigma Cat#17-10206 

Virus: RFP-LifeAct in pFUG-IP 
lentiviral backbone  

Lee et al. Biomaterials 
2016 

N/A 

Bacteria: NEB 5-alpha E. coli (high 
efficiency)  

New England 
Biosciences 

Cat#C2987 

Chemicals, Peptides, and Recombinant Proteins 

Alexa Fluor® 647 Phalloidin Cell Signaling 

Technology 

Cat#8940S 

Alex Fluor 546 Phalloidin Thermo Fisher Scientific Cat#A22283 

Acti-stain 488 phalloidin Cytoskeleton, Inc. Cat#PDHG1 

4′,6-Diamidine-2′-phenylindole 

dihydrochloride (DAPI) 

Sigma-Aldrich Cat#10236276001 

Glutaraldehyde Electron Microscopy 

Sciences 

Cat#16310 

Methacrylic Anhydride Sigma-Aldrich Cat#276685 

Poly-L-Lysine Hydrobromide Sigma-Aldrich Cat#P1274 

Viafect Transfection Reagent Promega Cat#E4981 

Sodium Pyruvate Thermo Fisher Scientific Cat#11360070 

MEM Non-Essential Amino Acids 

Solution 

Thermo Fisher Scientific Cat#11140050 

Penicillin/Streptomycin Thermo Fisher Scientific Cat#15140 

Fetal Calf Serum JR Scientific Cat#44709 

Trypsin-EDTA 0.25%, phenol red Thermo Fisher Scientific  Cat#25200 

Dulbecco’s Modified Eagle 

Medium (DMEM) 

Thermo Fisher Scientific Cat#11965118 

Sodium borohydride Spectrum Chemical Cat#S1187 

Sodium Hyaluronate, 66 kDa - 99 

kDa 

Lifecore Cat#HA60K-5 
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ICT Accutase Cell Detachment 

Solution 

Innovative Cell 

Technologies 

Cat#AT104 

Dulbecco's Modification of Eagle's 

Medium/Ham's F-12 50/50 Mix 

(DMEM/F12) 

Corning Cat#10-090-CV 

Fibroblast growth factor (FGF) R&D Systems Cat# 233-FB-025/CF 

B-27 Supplement Gibco Cat#17504-044 

Epidermal growth factor (EGF) R&D Systems Cat# 236-EG-01M 

RGD Peptide (Ac-

GCGYGRGDSPG-NH2) 

Anaspec N/A 

Goat serum Thermo Fisher Scientific Cat#16210064 

Bovine Serum Albumin, heat shock 

fraction, pH 7, >=98% 

Sigma-Aldrich Cat#A9647 

Triton X-100 Sigma-Aldrich Cat#X100 

Dithiothreitol (DTT) Thermo Fisher Scientific Cat#FERR0861 

DMEM, high glucose, no 

glutamine, no phenol red 

Thermo Fisher Scientific Cat#31053028 

SuperSignal West Dura 

Chemiluminescent Substrate kit 

Thermo Fisher Scientific Cat#34076 

Radioimmunoprecipitation assay 

buffer (RIPA) 

Sigma-Aldrich Cat#R0278 

Sodium fluoride Sigma-Aldrich Cat#215309 

Sodium molybdate Sigma-Aldrich Cat#737860 

4-12% bis-tris gels Life Technologies Cat#NP0335BOX 

PVDF Pre-cut Blotting 

Membranes, 0.2 µm 

Life Technologies Cat# LC2002 

Paraformaldehyde Alfa Aesar Cat#43368-9M 

Blebbistatin Sigma-Aldrich Cat#B0560 

ML-141 Inhibitor R&D Systems Cat#4266 

Latrunculin A Cayman Chemical Cat#10010630;  

Cytochalasin D Sigma-Aldrich Cat#C8273 

Colchicine Sigma-Aldrich Cat#C9754 

Nocodazole Cell Signaling 

Technology 

Cat#2190 

Cytoseal 60 Thermo Fisher Scientific Cat#8310 

Glucose oxidase Sigma-Aldrich Cat#G2133 

Catalase Roche Applied Science Cat#106810 
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Cysteamine Sigma-Aldrich Cat#M9768 

Fibrinogen Millipore Sigma Cat#F8630 

Thrombin Millipore Sigma Cat#T9549 

SU-8 3005 photoresist MicroChem Corporation SU-8 3005 

PDMS/crosslinker Sylgard 184 

Silicone Elastomer kit 

Dow Corning DC4019862 

FITC-cysteine Genscript NA 

Experimental Models: Cell Lines     

Human glioblastoma: U-87 MG 

(male) 

University of California, 

Berkeley Tissue Culture 

Facility 

RRID: CVCL_0022 

Human glioblastoma: U-251 MG 

(male) 

University of California, 

Berkeley Tissue Culture 

Facility 

RRID: CVCL_0021 

Human glioblastoma: GSC-20 

(previously classified as 

mesenchymal subtype) 

MD Anderson Cancer 

Center152 

NA 

Human glioblastoma: GSC-11 

(previously classified as proneural 

subtype) 

MD Anderson Cancer 

Center507 

NA 
 

Human glioblastoma: L0 

(previously classified as classical 

subtype) 

Previously obtained from 

Dr. Brent Reynold’s lab72 

NA 

Human glioblastoma: GSC-28 

(previously classified as 

mesenchymal subtype) 

MD Anderson Cancer 

Center152 

NA 

Human glioblastoma: GSC-262 

(previously classified as proneural 

subtype) 

MD Anderson Cancer 

Center152 

NA 
 

Human glioblastoma: GSC-295 

(previously classified as proneural 

subtype) 

MD Anderson Cancer 

Center152 

NA 
 

Human glioblastoma: GSC-267 

(previously classified as 

mesenchymal subtype) 

MD Anderson Cancer 

Center152 

NA 

Human glioblastoma: GSC-268 

(previously classified as classical 

subtype) 

MD Anderson Cancer 

Center152 

NA 
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Human glioblastoma: GSC6-27 

(previously classified as classical 

subtype) 

MD Anderson Cancer 

Center152 

NA 
 

Human glioblastoma: GSC-248 

(previously classified as proneural 

subtype) 

MD Anderson Cancer 

Center152 

NA 
 

Experimental Models: Organisms/Strains  

Mouse (NOD.Cg-prkdc scidil2) ex 

vivo tissue culture slice, female, 

age 18 months 

The Jackson Laboratory Cat#005557 

Oligonucleotides   

Table S2   

Recombinant DNA   

pSpCas9(BB)-2A-GFP (PX458) Addgene Plasmid#48138 

Software   

ImageJ NIH https://imagej.nih.gov/ij/ 

GraphPad Prism Version 8.0.2 

(159) 

GraphPad https://www.graphpad.c

om 

Zen 2010 Zeiss https://www.zeiss.com/

microscopy/us/products

/microscope-

software/zen.html 

PrairieView Software v. 5.3 U3 Bruker https://www.bruker.com

/products/fluorescence-

microscopes/ultima-

multiphoton-

microscopy.html 

 Other     

Transwell inserts, sterile, 5.0 µm 

pore polyester membrane 

Corning Cat#8600A59 

Silicon Wafer WaferNet S45065 

Anton Paar Physica MCR 310 

Rheometer  

Anton Paar https://www.anton-

paar.com 

ChemiDocXRS+ molecular imager Bio-Rad http://www.bio-

rad.com/en-

us/product/chemidoc-

xrs-



 145 

 
 

system?ID=NINJHRKG

4 

35 mm Dish, No. 0 Coverslip, 20 

mm Glass Diameter, Uncoated 

MatTek Corporation Cat#P35G-0-20-C 

 
 
 
 
 
 
Table S2. Primers used to incorporate guide RNA sequences into PX458 backbone. 

 Forward Guide 5’-3’ Reverse Guide 5’-3’ 

Non-
targeting 

CACCGGCACTACCAGAGCTAA
CTCA 

AAACTGAGTTAGCTCTGGTAGT
GCC 

CD44-1 CACCGAATATAACCTGCCGCT
TTGC 

AAACGCAAAGCGGCAGGTTAT
ATTC 

CD44-2 CACCGATCCAGGGACTGTCTT
CGTC 

AAACGACGAAGACAGTCCCTG
GATC 

IQGAP1-1 CACCGCAGCCCGTCAACCTC

GTCTG 

AAACCAGACGAGGTTGACGGG

CTGC 

IQGAP1-2 CACCGACGAGGCGCGATTTTC

CTGG 

AAACCCAGGAAAATCGCGCCT

CGTC 

IQGAP1-3 CACCGCCCGTCAACCTCGTCT

GCGG 

AAACCCGCAGACGAGGTTGAC

GGGC 

 
 

 




