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STUDY OF n- + p- n- + n+ +nAT 1,25 AND 1.75 BeV/c FOR 
LOW -NUCLEON- MOMENTUM- TRANSFER COLLISIONS: 

EVIDENCE FOR PION-PION INTERACTIONS 

William BrulE! Johnson 

Lawrence Radiation Laboratory 
University of California 

Berkeley, California 

February 27, 1963 

ABSTRACT 

We studied the process n- p - n- TT + n at incident pion momenta 

of 1. 25 and l. 7 5 BeY/ c. Two arrays of plastic scintillation counters 

were used to detect the final- state particles: the first array- -15 em 

thick, and 160 em from the liquid-hydrogen target where the interaction 

occurred- -detected both pions and neutrons in the forward n steradians; 

a second array of thin scintillators, placed near the hydrogen target, 

was used to detect pions in the remaining angular region, The energy 

of the neutron was determined by measuring its flight time from the 

liquid hydrogen target to the first array. Only neutrons from 5 to cS 

MeV were detected, thus linliting our study-to those collisions in which 

the four-momentum transfer squared fron1 tne proton to the neutron was 
2 

less than 6.5 f.! (where f.! is the mass of the pion). 

Study of the data as a function of the "mass 11 of the two- pion 

final-state system corroborates the presence of a pion-pion resonance 

at a mass value of 750 MeV. The width of the resonance is somewhat 

greater than that found in experiments dealing with other charge states. 

We attempt to extract pion-pion total cross sections from the 

data by the Chew-Low extrapolation method. The results obtained are 

physically untenable and indicate failure of the extrapolation method 

when applied to these data, 
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Considerable evidence is found for final-state interaction be­

tween the' neutron and one of the pions. The data are subjected to the 

Treiman- Yang test to discover any deviations from the one-pion-ex­

change model; considerable deviation is found for large momentum­

transfer collisions. 

It is felt that the large resonance width and the failure of the 

Chew- Low extrapolation method are results of final-state interactions 

not accounted for in the one-pion-exchange model. 

/._, 
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L INTRODUCTION 

1 
In 1959 Chew and Low proposed a method for obtaining pion-

pion cross sections from the study of the process 

(I-1) 

-Let us establish the following notation: f.L and (qlL' w1L) are the mass 

and laboratory-system four-momentum of the incident meson; M
1 

is .... 
the mass of the target nucleon; J.ll and (p,.

1
, w,.

1
) are the mass and 

laboratory-system four-momentum of the first pion in the final state; -f.L 2 and (p,. 2 , w7T 2 ) are the mass and laboratory-system four-momentum -of the second final-state pion; and M 2 and {p 2 , w2} are the mass and 

laboratory-system four momentum of the final-state nucleon, Further 

let us define three Lorentz-invariant quantities: 

and 

p2 = (M2/Ml) [6.2 + (Ml ~ M2)2J= 2M2T2' 

where e 2 is defined by 

cos 
-P2 

P2 

(I- 2) 

(I- 3) 

and T 2 is the laboratory- system kinetic energy of the final- state 

neutron, From four-momentum conservation we can rewrite w
2 

as 

apparently w is the total energy of the two final- state pions in their 

own barycentric frame--the so-called '~invariant mass n of the two­

pion system, 

In terms of Feynman diagrams Chew and Low proposed that the 

one-pion-exchange graph (see Fig, 1) dominated the interaction given 

in Eq, (I-1) in the region of low momentum transfers, 6. 
2

, They justified 
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Fig. l. Feynman graph depicting the one-pion-exchange 
process in pion prorluction by pions. 
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this proposal by pointing out the analyticity properties of the amplitude 

in the variable .:6. 
2

. It is well known from the structure of the Feynman 

graphs that the transmission of a virtual particle from vertex A to 

vertex B introduces into the amplitude a denominator .6. 
2 + m 

2 
(where 

m is the mass of the particle transmitted). This denominator contributes 

a simple pole to the amplitude in the nonphysical region of the variable 

.:6. 
2 

at the point .:6. 
2 

= - m 
2

• Since the pion is the lightest particle with 

quantum numbers appropriate for connecting vertices A and B, the 

singularity in the one-pion-exchange graph is nearest the physical region 

of the variable .:6. 
2

; graphs that exchange more massive systems intro­

duce singularities more remote from the physical region and hence con­

tribute slowly varying functions of .:6. 
2 

to the amplitude in the region of 

low momentum transfer. Conservation of G parity requires exchange 

of an odd number of pions 
2 

between A and B; therefore the next near­

est singularity results from three-pion exchange. Since the three-pion 

system may have some internal motion, the mass is not fixed; the singu­

larity introduced is a branch cut beginning at 6. 
2 = - 9 fl

2 
and extending 

to the point at infinity. The branch point is thus removed nine times as 

far from the edge of the physical region as is the pole from one-pion ex­

change. 

Chew and Low calculated the contribution to the cross section 

d
2 

"'"/d(p
2

)d(w
2

) f h h b v rom t e one-pion-exc ange process to e 

2 
2nq lL 

[~-
(I-4) 

2 2 2 2 
where p 0 = {M2/M1) (- fl + (M

1 
- M 2 ) , and f is the pion-nucleon 

coupling constant appropriate to the meson exchanged: f
2 

= £
0

2
::::: 0.08 

2 2 
for a neutral pion eros sing from vertex A to B or £ = 2£

0 
for ex-

2 
change of a charged pion. The quantity (] 

12 
(w } would be exactly the 
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physical pion-pion total cross section if the pion exchanged were on the 

mass shell--i.e., if w 
2 

- p 
2 = fJ. 2 . This condition is fulfilled at the 

2 2 1T 1T 
pole .C. = - fJ. ; apart from kinematical factors, the residue at this 

pole (which enters in second order into the cross section) is simply the 

pion-nucleon coupling constant f
2 

times the physical pion-pion cross 

section. To implement these considerations with physical data, Chew 

and Low construct the function F(p 
2

, w
2

): 

M 2 
l 

2 2 2 2 
qlL {p - Po ) d 2a 2 2 

F(p , w ) - 2n -:--z-
M2 

1: 4 2 2 2 1 2 2 iJ 1f 2 --2--2-
L~- ;-(fJ.l + f.l.z ) + 4(fJ.l -fJ.2 ) J d(p )d(w ) 

(I-5) 
2 I 2 z . 2 The experimenter measures d a d(p )d(w ) at constant w for 

several values of p 
2

, calculates the corresponding value of F. and 
2 

attempts to extrapolate the data from the physical domain of p to the 

nonphysical point p
0 

2
, The value of F at this point is 

2 2 2 2 
F(p

0 
, w ) = - f a (w ) . 

1T1T 
(I-6) 

The success in strong interactions of the concept of isotopic 

spin 
3 

leads us to classify the two-pion system in terms of the three 

possible isotopic spin states I = 0, 1, and 2. Table I summarizes this 

information, 

In 1961 several experimenters reported studying ·the processes 

± ± 0 
n + p .... n t n + p . (I~ 7) 

E . 14. d . +- ~o rw1n et a . mclu ed both fmal states, (n n n) and (n n p). By in-

tegration of Eq. (I-4) over p 
2

, they obtained from the distributions in 

the physical region an average of a 
12 

(w
2

) over the final- state systems 

(1/ n -} and (n -n°), Pickup et aL 5 studied reaction (1-7) in terms of 

the mass of the two-pion final-state system. Anderson et aL 
6 

reported 

two experiments with the processes (I-7) at two different incident momenta; 

.. 

they treated their data by the Chew-Low extrapolation method. The re- f 

sults of these experiments establish the existence of a pion-pion resonance 
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in the I = l, J = l state, where I and J are the .total isotopic spin 

and total angular momentum, respectively, of the two-pion system, The 

resonance occurs at w = 750 MeV and has a full width at one-half maxi­

mum of approximately 150 MeV, This resonant state is known in the 

literature as the p meson, 

All the experiments described above were performed in hydrogen 

bubble chambers, which are well suited for a study of the low-energy 

recoil protons in the final state of reaction (I-7), 

In the remainder of this paper we describe a study of the similar 

process 

(I- 8) 

performed with the Lawrence Radiation Laboratory Bevatron at two 

incident-pion momenta, L25 and L 75 BeY jc, From Table I, we see 

that the (1T + 1T-) system contains all three isotopic spin states; a strong 

pion-pion interaction in any of the isotopic channels should be manifest 

in process (I- 8), Inspection of Eq, (I- 2) shows that both p 
2 

and w
2 

can be derived from a knowledge of the laboratory-system energy and 

polar scattering angle of the neutron, Our experimental problem, there­

fore, is first to identify unambiguously the final-state system of process 

(I- 8), then to measure as well as possible the neutron energy and scat­

tering angle, 

Sections II and III describe our treatment of these problems, 

Section IV presents the results of the study, 
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Table L Decomposition of the two-pion system into 
isotopic spin components. 

Two-pion system Isotopic Composition 
I- 0 I= 1 I= 2 .. :• 

'.; 

(lT+lT+) 0 0 1 

(TI + TIO) 0 1/2 1/2 

(lT+lT-) 1/3 1/2 1/6 

(lTOlTO) 1/3 0 2/3 
- 0 (lT lT ) 0 1/2 1/2 

{lT_lT_) 0 0 1 
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)I. EXPERIMENTAL APPARATUS AND TECHNIQUES 

A. The Beam System 

A secondary beam of negative pions was produced by bombarding 

a .2-in. -long beryllium target with the primary proton beam of the 

Bevatron. The target was· positioned in the west tangent tank (one of 

the field-free straight sections of the Bevatron) so that particles pro­

duced at 32 deg with respect to the primary beam were accepted into a 

system of bending and strong-focusing magnets 
7 

{see Fig. 2). The 

field direction in the two bending magnets, Ml and M2, determined the 

charge of the secondary beam; the field setting in M2 defined the central 

momentum of the beam to ±4o/o and was calibrated by use of a wire-orbit 

technique. 
8 

The field gradients of the strong-focusing magnets Ql, 

Q2, Q3, Q4, and Q5 were selected to focus the secondary beam onto 

a liquid hydrogen target at the third focus of the system. 

Particles passing down the .beam channel were detected by three 

beam-monitoring counters, Sl, Cl, and S3, To reduce the effect of 

multiple scattering in these detectors, we placed them as close as pos­

sible to the three foci of the magnetic optical system, Counter Sl was 

a plastic scintillation counter 0. 5 em thick in the beam direction and 

5.0 em in diameter, Cl was a cyclohexene Cerenkov counter 7.6 em 

long and 7. 6 em in diameter, and S3 was a thin plastic scintillator 0. 1 

em thick and7.0 cmindiameter.We made S3 as thin as possible tore­

duce the non-hydrogen-derived scattering of beam particles in the vicin­

ity of the hydrogen target. The target itself presented to the beam 

(a) an entrance window of Mylar 0.030 in. thick, (b) 12 sheets of alumin­

ized Mylar, each 0.0033 in. thick, used as a heat shield, (c) a hemi­

spherically shaped, liquid hydrogen flask, made of 0.005-in. Mylar, 

4 in. in radius with the flat side of the hemispheroid toward the incident 

beam, and (d) an aluminium exit dome 0.062 in. thick. 
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Fig. 2. Diagram of magnet system and counter placement. 
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A coincidence between the counters Sl, Cl, and S3--when set 

at the proper relative delay for pions--ensured that a particle of the 

correct momentum and charge had traversed the entire beam channel 

and had pas sed into the liquid hydrogen flask of the tar geL 

To minimize multiple scattering along the path of the beam chan­

nel the whole system was threaded with polyethylene bags filled with 

heliumo 

We designed the beam channel and monitoring system to accom­

modate both positive and negative secondary beams, as several experi­

m.ents were being performed with the same beam apparatuso Such 

versatility required that we place the primary target in a field-free 

region and extract a secondary beam at a large production angle; this 

resulted in a loss of intensity of negative beams 0 Further, with positive 

beams, it was necessary to distinguish between positive pions and pro­

tons; hence, we used the velocity- selecting Cerenkov counter, C L 

For central momenta as high as L25 and L 75 BeY lc, the nega­

tive beams extracted along this beam channel were composed almost 

entirely of n mesons 0 The principal contamination in the beam consists 

of f.l- mesons and electrons; since these contaminants are not produced 

in strong interaction collisions, they must come from two major decay 

sources--decay processes in the vicinity of the primary target and pion 

and muon decays along the beam channel. For our system, a range 

curve, taken for a beam of negative particles with central momentum 

280 MeVIc, indicated a contamination of approximately lOo/oo Because 

Lorentz time dilation inhibits decays along the beam channel, contamin­

ation decreases rapidly as one increases the momentum of the beamo A 

calculation similar to that described by Rogers 9 allows us to estimate 

our contamination as 3 .± 3o/o at L 25 Be VIc and 2 ± 2o/o at L 7 5 Be VIc 0 

Since muons and electrons do not interact strongly in hydrogen, 

their presence in the beam can affect our results by no more than an 

over-all normalization factor 0 
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B. Detection of Final-State Particles 

The apparatus for detecting the final-state particles of Eq. (I-8) 

consisted of two arrays of plastic scintillation counters. 

Array I (see Fig. 3a and 3c) was composed of 84 counters shaped 

like trapezoidal prisms and deployed across a portion of the surface of 

a sphere. The sphere had a radius of 160 em and was centered at the 

liquid hydrogen target. This array detected both neutrons and pibns. 

To detect neutrons with .appreciable efficiency, we made the 84 counters 

each 15 em thick; a neutron, with kinetic energy between 5 and 65 MeV, 

traversing this thickness of plastic scintillator, had roughly a 25o/o 

probability of giving rise to detectable charged recoils by means of n-p 

elastic scatteringor (at the high-energy end of this energy interval) by 

inelastic neutron-carbon sc;attering. In Sec. II-F we describe precise 

measurements of this detection efficiency. 

The 84 counters of this array were grouped into seven intervals 

in polar angle, each with a full-width angular resolution of 8 deg. Each 

of these intervals (which appeared as concentric rings .when viewed along 

the incident-beam direction, as shown in Fig. 3c) contained 12 counters 

and hence had a resolution of 30 deg in azimuthal angle. Array I covered 

the polar angular region completely from 4 deg to 60 deg, the 4-deg hole 

in the center serving as an exit for the incident beam. 

Each of the 84 elements was connected by a hollow aluminum 

light guide to a separate photomultiplier tube. The three inner rings 

(whose elements were relatively small) were viewed by RCA 6810 tubes 

(::::: 2 in. photocathode) and the outer four rings by RCA 7046 tubes 

(:::::.4 in. photocathode). Each counter of this array was a totally separate 

lighttight unit. 

Array II (see Fig. 3a and 3b 1 was a hodoscope device with 15 

elements- -12 elements parallel to the incident beam which were arranged 

axially about it like the staves of a barrel 58 em long and 46 em in di-

• 

ameter--and 3 elements (each containing two separate counters) exterior f 

to the barrel and formed into hoops about it. The hoops covered 
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Fig. 3. Geometric arrangement of counters. The side view 
is shown in (a). Front views of Arrays II and I are 
shown separately in (b) and (c) as viewed along 
the incident beam. ) 



approximately three-quarters of the barrel; the remaining portion was 

uncovered. Used as a hodoscope, this device had an angular resolution 

of 30 deg in azimuth {the same aximuthal resolution as Array I), and 

approximately 20 deg in polar angle (four intervals in polar angle, the 

fourth interval being defined by a count recorded in the barrel staves 

but not recorded in the hoops). The counters in this array were 1.0-

cm-thick plastic scintillators; unlike Array I they detected only final­

state pions. The kinematics of process (I-8), with incident-pion momenta 

of 1.25 and 1. 75 BeY /c, are such that one pion in the final state always 

has a polar angle less than 60 deg for spectator neutrons with energies 

between .5 and 65 MeV. Thus, Array II, which covered all polar angles 

from 60 to 150 deg, was required to detect only one _of the final- state 

pions; thus, its hodoscope nature proved no restriction. 

The final counter in the system, S4, was a plastic scintillator 

1.0 em thick and 21 em in diameter; it was mounted in the 4-deg beam­

exit hole in the center of Array I.. This counter was· placed in anti­

coincidence with the beam-monitoring counters Sl, C 1, and S3. The 

signal T, 

T = Sl CJ S3 S4 , (II- 1) 

{where the bar signifies an anticoincidence) indicated that a beam particle 

had traversed the beam system, entered the liquid hydrogen target, and 

scattered through a polar angle greater than 4 deg. 

C. The Electro:ric System 

The photomultiplier outputs from Arrays I and II were standard­

ized by use of tunnel diode discriminating circuits. 
10 

Whenever the peak 

voltage of the input signal was greater than a preset value, the discrim­

inators produced a nstandard n pulse with a height of approximately 

60 mV and a width .at the base of approx 7 nsec. Each circuit had two 

signal outputs to allow for timing and recording of particles detected by 

Array I. In effect, the timing signal, 1: , was' obtained by summing 

onto a single channel one output from each of the disc,riminators for 
11 

Array L 

' 

f 
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The electronic system that treated the signal outputs from these 

various devices (discriminators, counters, timing signals) consisted of 

three parts: 
12 

(a) a system of coincidence circuitry which, under appro­

priate logical conditions, generated a trigger pulse to activate the rest 

of the system; (b) a device known as the Chronotron for timing mea­

surements; and (c) a data-storage and recording system. Figure 4 

shows a simplified block diagram of these components, 

A trigger was generated whenever an incident- beam particle 

was scattered in the liquid hydrogen target and a slow particle in 

Array I was detected 10 to 60 nsec later, To generate this trigger, the 

signal T produced a 50 nsec gate which, with the proper delay, was 

placed in coincidence with the timing signal I:, An output from this 

coincidence did two things: first, it allowed the timing reference T and 

the signal-to-be-timed, I:, to pass on to the Chronotron; second, it 

generated two gates, a fast gate 10 nsec wide and a slow gate 50 nsec 

wide, which activated the data-storage system, 

The Chronotron 
13 

was a timing device which allowed us to mea­

sure the flight time of the final-state neutrons l of process (I-8)] from 

the liquid hydrogen target to Array I, a flight path of 160 em, Such a 

measurement determined the energy of the neutron. The Chronotron 

compared the time of arrival of neutrons at Array I with the time of 

arrival of scattered pions (13::::: 1 ). The measurement was made for 

T = t - t in the interval 11 nsec ~ T ~ 46 nsec (corresponding to a n TT 

neutron-energy interval of approximately 5 to 65 MeV), This timing 

interval was divided into seven subintervals such that 

2.6.T 
n 

-T- - ---,T:;::-­
n 

was approximately constant, where 

(II-2) 

T is the laboratory-system kinetic 
n 

energy of the neutron, When a neutron was detected, the Chronotron 

selected the subinterval (or time bin, as it was called) that was appro­

priate to the time of flight and relayed this information to the data-storage 
0 

equipment to be recorded with the other coordinates of the event, 
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Fig. 4. Simplified block diagram of the electronics. From 
point A, the signal goes to the Chronotron, where it 
provides the zero reference time 7' 

0 
corresponding to 

the flight time of a pion, with (3::::: 1' between the target 
and Array I. From B the signal goes to gate-generator 
units which provide pulses that gate on the pion coin­
cidence-discriminator circuits. From C, the neutron 
coincidence -discriminator circuits are gated on. From 
D, the signal goes to the Chronotron to give the neutron 
timing 7' n compared with the reference signal 7' o· 

• 

' 
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Table II summarizes the flight-time intervals associated with 

each time bin, 

The outputs from all the elements in both Array I and Array II 

entered the data-storage system through individual two-channel coinci­

dence circuits. These circuits gave an output whenever a pulse from 

one of the counters and a gate pulse generated by the trigger system 

overlapped temporally. The Array I outputs passed through two such 

coincidence circuits, the first driven by a gate in time with fast parti­

cles (i.e., pions) and the second driven by a gate in time with the slow 

particle detected. Array II outputs passed through units driven by the 

fast gate. The outputs were recorded in a set of flip-flops which in turn 

were transmitted to a magnetic -core storage buffer, which recorded 

the status of each counter in both counter arrays and the time -of-flight 

information for each event that triggered the system. Sufficient space 

was available to store ten complete events. When the storage buffer 

had been filled, the trigger mechanism and scaling equipment were 

gated off for· approximately 15 msec while the contents of the buffer 

were written in a single record on magnetic tape. When writing had 

been completed, the storage buffer was cleared, and the whole system 

was reopened for storirtg more data., 

D .. Bias Settings and Relative Delays for the Neutron Counters 

The efficiency for detecting neutrons with scintillation counters 

varies rapidly with the bias setting of the phototube. We obtained uni­

form bias settings for the counters in Array I by using a Na 
22 

source, 

whose L3-MeV gamma rays provided adequate sensitivity, penetrated 

well into the scintillation material before being converted into electron­

positron pairs, thereby eliminating surface effects. To set the bias of 

a tube, we adjusted the high voltage applied to the photomultiplier until 
22 

the Na source produced between 4,000 and 8,000 net counts per sec.-

and; this corresponds to approximately 20% of the -y rays pas sing from 

the source into the counter. The neutron-efficiency calibration (Sec. II-F) 

varified that this procedure set out tube biases uniformly at the required 

sensitivity. 



Time bin 

T 5 

Table II. Values of mean energy and mean (p/f.J-)
2 

for seven time-of-flight intervals. 

Flight time 
t - t n TI 

(nsec) 

11.0 to 13.8 

13.8to 16.9 

16o 9 t~ 20,6 

20.6 to 24.9 

24.9 to 29.4 

29.4 to 35.8 

35,8 to 42.8 

Bin width. 
(nsec) 

2.8 

3.1 

3.7 

4.3 

4.5 

6.4 

7.0 

Mean energy 
and rms 

width 
(MeV) 

54±14 

38±12 

29±10 

23± 8 

18± 7 

13± 5 

10± 5 

2 
Mean (p/f.L) 

and rms 
width 

5,2±1.3 

3.6±1.1 

2.8±1.0 

2,2±0.8 

1. 3±0. 5 

1.0±0.5 

• 

, 
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Measuring the ene.rgy of the final- state neutron by the time -of­

flight method required setting the relative delays of all the tubes in 

Array I as nearly equal as possible. The narrowest of the seven timing 

intervals, listed in Table II, is 2.8 nsec; to validate measurements 

with this resolution the relative delays must be equalized to a small 

fraction of this width. This was done by a light-pulser technique. Each 

of the counters in Array I had, in the center of its face, a threaded 

socket into which a small light fixture could be screwed. The bulb in 

this fixture had a single filament arid was filled with hydrogen gas; 
14 

when voltage was pulsed onto the filament, a low-level pulse of light 

was produced whose duration and intensity closely resembled the light 

produced by charged particles passing through.a plastic scintillator. 

The beam counter 53,. also equipped with a light-pulser socket, gener­

ated a trigger which activated the Chronotron; we timed each tube in 

Array I relative to 53 by plotting the number of counts received in Time 

Bin 1 (2..8 nsec wide) vs tube delay. The same light pulser and connect­

ing lead were used on all tubes, and the intensity of the light fixture was 

adjusted until a standard voltage output was elicited from each tube. 

From the 84 delay curves thus patiently produced, the relative delays 

of all tubes in Array I were set equal to within 0.5 nsec, 

This same light-pulser technique was used to time the signals 

arriving for storage in the data-storage system. In this instance, the 

full-trigger requirement for the system was simulated: as above, the 

light pulser in S3 supplied a pseudoscattering signature, T; a light 

pulser, delayed so that it would -fire during the neutron flight-time in­

terval, served as a pseudoneutron; the trigger system then sent gate 

drivers to the coincidence circuits at the entrance of the data-storage 

system. Each of these circuits had an auxiliary scaler output that could 

be counted. A third light pulser placed in any tube in either Array I or 

Array II (which also was equipped with light-pulser sockets) could be 

timed relative to the gate drivers that were supplied by the trigger 

system. 
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In this, way we could set the relative delays of all the elements 

of Arrays. I and II without using Bevatron running time. 

The absolute delay settings were obtained by adding_ a 12.4-nsec 

delay to the neutron timing channel, E, so that those pions with J3 ~-1, 

. which were scattered from the incident beam, would appear ~t the time 

_that neutrons with a 12.4 nsec flight time would ordinarily appear; the 

delay of the Chronotron trigger signal, T, was adjus~ed until ~hese fast 

scattered particles fell in the center of Time Bin .1. _When th~ _ 12.4-nsec 

delay cable was removed from I:, the apparatus. was correctly delayed 

to measure neutron time of flight. 

Data were taken un.der four target and delay condi_ti~ns: flask 

full and empty; delays normal and abnormal. The abnormal delay con­

dition was achieved by adding )20 nsec to the neutron: timing channel E, 

while keeping the delays of the triggering circuitry and Chronotron un­

altered. Any slow particles detected under these conditions must have 
. ' . . . 

arrived at Array I 120 nsec earlier than usual and could not be causally 
. . . • ! . 

related to the scattered meson that had triggered the systez:n, The ab= 

normal delay condition thus gave a measure of the purely ac~idental 
. ' . ' . : . 

background in the neutron channels. In terms of these four conditions-­

full-normal~ full-abnormal, empty-:normal, and empty-abno~mal- -the 

net hydrogen-derived countii?-g rate is given by 

·The standard deviation error, a t~ is given by 
ne 

(II- 3) 

(II-4) 

from the familiar theorem of statistics 
15 f~r combining independent, 

.. · . ., ~ ~ 

normally distributedquantitie~-· and aFN' aEN' aFA' and aEN are 

the standard deviations associatedwith the full-normal, empty-normal, 

full-abnormal, and empty-abnormal rates, respectively. 
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E. Competing Channels 

Interactions of n mesons in hydrogen give rise to many chan­

nels involving neutral pions: 

0 
7T + p - 7T +· 7T + p 

0 0 -n +n +n 
- + 0 -n +n +n +n. 

(II- Sa) 

(II-5b) 

(II-5c) 

To avoid contamination from these channels, we placed a sheet of lead 

0,25 in, thick over the inner faces of Arrays I and IL From Array I, 

including the 15 em of plastic scintillator in the counters themselves, 

there were approximately 2 radiation leng~hs of material for pair pro­

duction, Array II, whose counters are thin scintillators, was protected 

by about 1.6 radiation lengths. There was a probability of approx 95o/o 

that at least one of the two y rays resulting from neutral pion decay 

would be converted into an electron-positron pair and thereby be de­

tected. The rationale, imposed on us by the necessary thickness of 

Array I for neutron detection, was to render n° mesons detectable by 

our apparatus in order to eliminate contamination by processes (II-5). 

The sheet of lead also filtered out proton final-state systems 

[e. g., (II-5a)]. Protons, because of their charge, lose energy first in 

their flight through liquid hydrogen, then in their passage through the 

lead sheet; to be detected in Array I they must be born in the target with 

more than 70 MeV of kinetic energy and traverse the 160-cm flight path 

with energies in excess of 60 MeV. 'rhis corresponds to flight times 

less than 11.5 nsec; LeA, at the front edge of Time Bin 1. This bracket­

ing process keeps protons from triggering our apparatus and thus mas­

querading as low-energy neutrons. 
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F. Neutron-Efficiency Calibration 

. To validate the data taken with this apparatus at the Bevatron, 

. it was necessary to have detailed knowledge of the efficiency with which 

Array I detected neutrons in the energy range. 5 to 65 MeV; the neutron 

efficiency calibration .was accomplished in_ a separate experiment per­

formed at the Lawrence Radiation Laboratory 184=inch cyclotron. A 

description.of this experiment and some of its results have been pub­

lished separately, 
16 

so only a cursory discussion is given here,along 

with. results not previously published that are specific to Array I and 

to the Chronotron employed ih the time-of-flight measurement. 

Deuterons, accelerated to 420 MeV in the 184-inch cyclotron, 

were stripped on an internal copper target; and the resultant beam of 

neutrons was extracted from the neutron port in the shielding wall of 

the cyclotron. Because of the internal motion of the deuteron, neutrons 

produced by strippinghave a broad spectrum of energies; in this par­

ticular beam, the most probable energy' was about 190 MeV, and the 

full-width-at-half-maximum energy was about 50 MeV. This beam, 

collimated by the neutron port into a rectangle l. 5 in. high and 0. 5 in. 

wide,· impinged on a liquid=hydrogentarget. A differential range tele­

scope ·composed of three plastic scintillation counters measured both 

the energy and angle of forward .. scattered protons. The determination 

of both the energy and. angle of these protons defi:tled within narrow ·. 

limits the 'energy of the incident neutron. which had undergone an n-p 

scatter; in effect, we used only a narrow band of the broad energy spec= 

· trum of the incident beam. The differential range telescope thus defined 

a beam of recoil neutrons well determined in angle and in energy. Ex~ 

act replicas of the counter elements used in Array I were placed in this 

beam of recoil neutrons. If C is the number ·of recoil protons detect= 

ed in the differential range telescope and NC is the number of coinci­

dences between the telescope and the neutron counter, then the neutron­

detection efficiency is simply the ratio NC/C,. if the neutron cpunter 

wholly covers the cone of scattered neutrons. 
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Additional and ultimately more useful data were obtained by re­

moving the neutron. counter to a distance of 160 em from the hydrogen 

target and installing the Chronotron to time the neutrons. For neutrons 

of a given energy as defined by the proton differential range telescope, 

it was possible to measure the detection efficiency for each individual 

time bin. This technique determined the energy resolution for the time­

of-flight measurement as well as the detection efficiency. 

Measurements were made at a total of 13 neutron energies. The 

results are listed in Table III and plotted in Fig. 5 and Fig. 6a. 

The efficiencies for the individual time bins (hereafter called 

resolution functions) deviate somewhat from a Gaussian form: they all 

are skewed, with high-efficiency tails extending toward higher neutron 

energies. A very plausible explanation of this comes from timing jitter 

introduced by poor photoelectron statistics. Detection of neutrons comes 

about largely through n=p scattering in the plastic scintillator; since the 

n-p differential scattering cross section in this energy range is roughly 

isotropic in the center-of-mass frame, 
17 

the proton energy spectrum 

in the laboratory frame is approximately flat. The high-energy portion 

of this spectrum deposits sufficient energy in the scintillator to produce 

high levels of light, which in turn educe large numbers of photoelectrons 

from the photocathode and generate output signals with very little timing 

jitter. As one passes toward lower-energy recoils, the situation de­

generates: one finds low light levels, fewer photoelectrons, and timing 

jitter in the phototube output signals. For the lowest-energy part of the 

recoil spectrum, these difficulties are compounded by a saturation of 

the scintillator 1 s ability to convert energy lost by the proton into light-­

the collision-loss rate, which for protons of a few MeV increases in­

versely as velocity, exceeds the amount of light energy the scintillator 

is capable of reradiating per unit length of path. 
18 

Regardless of incident 

neutron energy, the low-energy portion of the recoil spectrum gives rise 

to phototube outputs which, due to timing jitter, appear later than outputs 

from high-energy recoils. The Chronotron detects these in time bins 
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Table III. Neutron-detection efficiencies as a function 
of energy. for the seven Chronotron flight-time intervals 

Neutron Detection Efficiency 

energy 7 
(MeV) E 1 E2 E3- E4 E5 E6 E7 ET=1=1 E. 

1 

4.4 0 0 0 0 0 0 0,021 0.021 
±0,002 ±0,002 

6.8 0 0 0 0 0 0.018 0.126 0.144 
±0,002 ±O.Oai> ±0,006 

9.8 0 0 0 0.003 0.054 0.148 0.077 0.282 
±0,001 ±0.004 ±0,008 ±0.005 ±0,0 10 

13.3 0 0 0.002 0.032 0.121 0.103 0.030 0.288 
±0,001 ±0.004 ±0,007 ±0.006 ±0.003 ±0.0 11 

17.2 0 0.003 0.065 0.131 0.058 0.037 0.015 0.309 
±0.001 ±0.005 ±0.007 ±0,004 ±0,004 ±0.001 ±0.011 

23,9 0.004 0.060 0.124 0.041 0.035 0.014 0.0.08 0.286 
±0.002 ±0,005 ±0.007 ±0.004 ±0,004 ±0.002 ±0.002 ±0, 011 

28.8 0.030 0.137 0.074 0.031 0.017 0.008 0.002 0.299 
±0,003 ±0.007 ±0.005 ±0.004 ±0. 003 ±0.002 ±0,001 ±0.011 

34,2 0.057 0.143 0.051 0.022 0.009 0.005 0.002 0.289 
±0,005 ±0.007 ±0,004 ±0.003 ±0.002 ±0.00 1 ±0.00 1 ±0,010 

40.0 0.101 0.097 0.032 0.019 0.006 0.005 0 0.262 
±0,005 ±0. 005 ±0,003 ±0,002 ±0.001 ±O;OO 1 ±0.008 

45.9 0.181 0.047 0.016 0.009 0.002 0.002 0 0,258 
±0.006 ±0.003 ±0.002 ±0.00 1 ±0,00 1 ±0,001' ±0. 007 

58.7 0.151 0.023 0.010 0.003 0 0 0 0.189 
±0,007 ±0,003 ±0.002 ±0.001 ±0.008 

62,0 0.099 0.015 0.009 0.002 0 0 0 0.128 
±0.007 ±0,003 ±0,002 ±0.001 ±0,008 

75.8 0.035 0.007 0.002 0 0 0 0 0.044 
±0.004 ±0,002 ±0,001 ±0.0 10 

~ 
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Fig. 5. Energy-resolution functions for the seven neutron 
flight-time intervals. 
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Fig, 6. (a) Total efficiency for detecting neutrons with counters 
in Array I. (b) Neutron-detection efficiency as a function 
of tube bias for 6,8-MeV neutrons. 
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which ordinarily detect lower-energy neutrons. Hence, there is a high­

efficiency tail toward high neutron energies. 

From the resolution functions one can calculate the mean neutron 

energies and the root-mean- square energy widths associated with each 

time bin. This material, as well as the flight-time information, has 

been summarized in Table L 

The curves drawn through the resolution-function data points are 

not fitted curves {attempts at fitting the data with a series of Hermite 

functions were unsuccessful; the high-energy tails require more terms 

than the data are capable of supporting) and are meant only to guide the 

eye and provide a continuous curve for calculations. 

We checked our bias sensitivity by measuring the total efficiency 

for detection of 6.8-MeV neutrons as a function of bias setting {in net 

Na 
22 

counts per second). The results are shown in Fig. 6b. Over 

the range of bias settings that we accepted, the efficiency for counting 

6.8-MeV neutrons changes only a few percent. 

Measurements were made with several different phototubes and 

several sizes of counters from Array L Their efficiencies and timing 

responses seem to agree within the statistics of our measurements. 

G. Proton-Proton Cross Sections at 310 MeV 

We checked the ability of our apparatus to measure charged­

particle cross sections by extracting a beam of 310-MeV protons with 

our beam channel and impinging them on the liquid hydrogen target. The 

detection apparatus, electronic system, and data storage and magnetic­

tape equipment were used as described in Sec. II-C with the exception 

of the triggering system: delay was added to the E channel {neutron 

timing channel) so that scattered protons were in coincidence with the 

T signal of Eq. {Il-l) and thus generated the necessary gate drivers 

to activate the data-storage system. In this way we measured the pro­

ton-proton total and differential cross sections. The total cross section 
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was 22.8±0.5 mb--in good agreement with other experiments. The dif­

. ferential cross section,. plotted in Fig.· 7, is seen to be isotropic in the 

center-of-mass frame with a value of about 3.5 mb/sr--also in good 

agreement with other experimental values. 19 

v 
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Fig. 7. Differential proton-proton cross section as a function of 
the scattering angle in the barycentric frame. Triangles 
refer to measurements made with Arrays I and II for 
310-MeV incident protons. "Solid dots refer to the mea­
surements by Ypsilantisl9 at an incident energy of 315 MeV. 
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III. DATA HANDLING, REDUCTION, AND CORRECTIONS 

A. The Analysis System (General Description) 

As explained in Sec. II-C the primary data were recorded di­

rectly on magnetic tape. Two record lengths were employed. 
20 

The 

full core-storage buffer, containing complete information for ten scat­

tering events of the type described in Section II, was transcribed onto 

tape as a single record containing 60 words. If the buffer was filled 

several times during a single Bevatron pulse, several 60-word records 

were written in tandem; at the end ·of each pulse, the contents of the 

buffer at that time (partially filled with data, the unfilled portion con­

taining zeroes) were recorded as a 60-word record followed by a one­

word identification record. The identification record contained the 

Bevatron Serial Number and the target and delay conditions for the data. 

During the 6-sec interval between pulses, the Bevatron Serial Number 

was advanced, and the core storage buffer was cleared in readiness for 

the next pulse. When a measurement under a given target and delay con­

dition had been completed, the recording and scaler- monitoring equip­

ment were turned off, and the tape was manually marked with an end of 

file. When a magnetic tape had been filled (typically about 3000 Bevatron 

pulses were recorded on a single tape), multiple ends of file were written 

on the tape to signify its completion, 

The tapes were then analyzed by using the Lawrence Radiation 

Laboratory IBM 709.Data Proces.sing System. The purpose of this anal­

ysis was twofold. Because of the complexity of the detecting apparatus 

(there were 102 individual scintillation counters in Arrays I and II), the 

analysis program prepared individual counting statistics on the number 

of particles detected by each element. Statistics were also compiled on 

the number and kind of particles (distinguished.by fast or slow flight 

times) involved in each event. At the end of each file of the data tape, 

this information was printed out. While data were being taken at the 

Bevatron, at least one tape was processed each day to provide a running 
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check on the condition of the apparatus, From these statistical 'reports 

it was easy to locate malfunctioning counters, 

The second function of the analysis program was (a) to screen 

the data for events with a two-pion, one-neutron signature, (b) to sub­

ject these events to a kinematical fit, and (c) to sort the data into a 

form useful for calculating the double distributions d
2a /d{w

2
)d(p

2
), 

The analysis system produced two output tapes. The first was 

a binary-coded decimal { 11Print ur) tape containing the summary of counter 

statistics and a sorted listi:ng of all the two-pion,' one~neutron events 

with partial results of the kinematical fitting, The second output tape 

(referred to as B-9 below) contained in binary form complete information 

for all two-pion, one-neutron events, A printed copy of the information 

on the first tape could be obtained by using standard IBM printing equip­

ment; the second tape was not printable because of its condensed binary 

form, and served as a permanent record of the data. 

The coding in the analysis program was a mixture of the FAP 

and FORTRAN coding languages: FORTRAN, which is a simple and con­

densed coding system, 
21 

was employed for arithmetic calculations and 

for binary-coc:Ied decimal output; FAP, the basic but more tedious lan­

guage of the 709, was used for the complex logical structures of the pro­

gram and for reading and writing binary tapes, 

The analysis program read into core all the dat~ recorded during 

one Bevatron pulse--L e,, 60-word records were read from the Bevatron 

data tape until an identification record was encountered, For each event, 

appropriate entries were made in the summary of counter statistics and 

the event was scanned for a two-pion, one-neutron signature, For events 

of this type a cursory check was made to see if transverse momentum 

balance were possible, An event was rejected whenever all three parti­

cles detected were contained in an azimuthal interval of less than 180 

deg about the incident- beam direction. Events meeting this preliminary 

criterion were subjected to a detailed kinematical fit (see the following 

. section, III-B.). Regardless of the outcome of fitting, complete 
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·information concerning the event was transcribed on,the B-9 output tape. 

Additionally, partial information was recorded on. an intermediate tape. 

The information on this tape was sorted into 49 categories according to 

the time bin and polar angle of the neutron. The sorted data and the 

summary of counter statistics were recorded on the printable output 

tape.O This analysis cycle was repeated with each successive file of 

. information on the data tape until a· double end of file was encountered 

which signaled the completion of the data tape. 

When all the data tapes at a given momentum had been processed, 

the B-9 output tapes were amalgamated in a packed and more condensed 

form onto a single binary tape. All subsequent analysis of the two-pion 

one-neutron events proceeded from this master tape. 

B. Kinematical Fitting of the Data 

Our experiment measures seven nontrivial parameters for each 

event: the polar angle of the neutron, e
2

; the neutron kinetic energy, 

T 2 , determined from the time-of-flight information; the polar angle of 

each final-state pion, e7Tl and e 2; the azimuthal a~gle (relative to 
7T ' 

the azimuthal position of the neutron) of each final-state pion, <j> 
1 

and ' 7T 
<j>7T 2 ; and the momentum of the incident beam, qlL' as determined by 

the beam-bending magnets. From the equations offour-momentum con­

servation, which are 

q 1 .L = P 2 cos 8 2 + P 7T 1 cos e 
7Tl + p7T2 cos e 

TI2 ' 

0 = p 2 sin e 2 + p Tl 1 sin e cos <j>iT 1 + p7T2 sin e cos G>7T2 ' 7Tl 7T2 
(III- 1) 

0 = p7T 1 sin e 7T 1 sin G> 7T 1 + p 7T 2 sin e 7T 2 sin <j>7T 2 , 

and 

wl L + Ml = w2 + wn1 + wn2 ' 

we observe that any .five quantities completely determine the kinematics. 

The two redundant measurements must be consistent with the determining '~ 

set of five within the resolutions imposed by the apparatus. 
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If the measured quantities were normally distributed, the X 
2 

method of fitting and analysis could be applied to this problem~ 22 
How­

ever, measurements made by counting devices deviate considerably 

from the required normal distribution: detection of a particle by a scin­

tillation counter delimits the position of the particle with certainty to 

the region occupied by the scintillation crystal; within this sensitive 

area the partic1e is everywhere equally probable. The angular measure­

ments made in this experiment have very much this character; however, 

when we fold in the finite size of the liquid hydrogen target, we obtain 

in first approximation probability distributions which are trapezoidal 

rather than flat. As seen in the Sec. II-F, the energy-resolution func­

tions for the neutron deviate from a pure Gaussian form. 

The inapplicability of the x 2 
method was further shown during 

the design stages of the experiment in tests on trial samples of data. 

Using means and root-mean-square widths dictated by the trapezoidal 

probability distributions indicated aboye, we obtained the frequency dis­

tribution of X 
2 

for a trial sample of kinematically valid events. This 

distribution peaked sharply around X 
2 

= 0, with a long, flat tail toward 

higher values of X 
2

; there was a marked deviation from the theoretical 

x 2 
distribution with one degree of freedom. 

These considerations and difficulties evolved into the following 

philosophy: if an .exact kinematical solution to the two-pion one-neutron 

hypothesis could be found within the resolutions of measurement, then 

that event must be accepted •. This approach avoids interpreting a sta­

tistical fitting parameter and yet cannot discriminate against actual 

two-pion one-neutron events, 

The method was implemented by a gradient-search technique 

conducted within the domains of the measured variables as delimited 

bythe resolutions of the apparatus. The set of variables e2 , T 2• qlL' 

e ,. 1 , and <1>,.
1 

{hereafter called defining set) were chosen as the five 

variables d~termining the kinematics. From the system of Eqs. (III-1), 

. we may find e ,.2 and cl>rr.z in terms of the defining set 
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() TI2 = 8 (()2' T2' q1L' 8 nl' <j> 1T 1)' 

and (III- 2) 

<l>n2 = 9? (()2' T2' q1L' 8n 1' <l>,.l)' 

where E> and ~ , because of their algebraic complexity, are listed 

separately in Appendix A. 

The mathematical statement of this approach requires two pa-

rameters, 

and 

G
1 

and G 2 , defined by 

le 8 o1 
I rr2 - n2 I 

= I &e,. 2 I , 
(III- 3) 

. 0 ' 
The variables() 712 and <j>712 are calculated from (III-2); () n 2 is the 

centroid in polar angle of the counter in which the pion was detected; 

similarly, <j> 
2

0 is the azimuthal centroid of the counter; 6.() 2 and ,. . rr 

6.<J>,. 2 are the half-widths of the polar and azimuthal intervals, re-

spectively, subtended by the counter (including effects of finite target. 
0 0 . 

size). Table IV summarizes (J '> , <j> 
2 

, 6.() 
2

, and 6.<P. 
2 

for Arrays I 
Ti~ 1t 71 . 1T 

and II. 

An exact kinematical solution to the two-pion one-neutron hy­

pothesis had been found whenever G
1 

and G 2 were simultaneously 

less than one and the defining set of variables was within the measured 

resolutions. Let us call this condition the ''fitting criterion. 11 

To guide the search of the defining set of variables toward 

achievement of the fitting criterion, the negative gradients of G
1 

and 

G 2 with respect to the defining set were calculated: -g 1 -- grad{G
1

) 

and (III-4) 
grad(G

2
), - -when g

1 
and g

2 
are five-dimensional vectors in the hyperspace of 



Table IV. Angular intervals subtended by counters in Arrays I and II. 
With a point target, all counters subtended 30 deg in azimuthal 
angle. The effect of finite target size gives the counters a 
physical size 30° + 2 6 <I> • 

Array Theta zone Point-target limits Physical limits 

() 
min 

() () 
min 

() 6<j> max max 

l 1 4 12 2.2 14.1 13.8 

2 12 20 9.9 23.3 4.7 

3 20 28 17 0 7 30.5 2.8 

4 28 36 25.5 38.7 2,0 

5 36 44 33,4 46.8 1.6 

6 44 52 41.3 54.9 1.4 

7 52 60 49.2 62.9 1.2 

II 8 54,5 70 57.8 8L4 5.3 

9 70 90 58,1 102.2 5.3 

10 90 110.5 77.8 122,8 5,3 

11 110.5 147.5 98.6 155.1 5.3 
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- -the defining set of variables, The scalar product (g
1 

· g 2) determined 

the path of the search as follows; 
_.,. _..,. _. _... 

(a) if (g
1 

· g 2) < 0, the search moved along g
1 

+ g 2 ; 

- -{b) if (g
1

· g 2} ~0, the path of the search depended on the rel-a-

tive magnitudes of G
1 

and G
2

. For example, if G
1 

> G
2

, the search .... 
proceeded along the direction v: -

- - ...... - gz 
v = gl- (gl·gz) z 

(g2 ) 

-L e. , along a path perpendicular to g
2

. Similarly if G 2 > G
1

, a path -perpendicular to g
1 

was followed. A path so chosen either decreases 

both G 1 and G 2 (choice a) or decreases the larger of G
1 

and G 2 
while holding the smaller fixed (choice b}, 

With the path of the search thus specified, the step size along 

this path was chosen to reduce the larger of G
1 

and c 2 to a value of 

l, as required by the fitting criterion. If such a step brought any of the 

determining variables outside their specified resolution, that variable 

was not allowed to step the full distance but was held at the extremity 

permitted by its resolution, 

An event was rejected if the fitting .criterion was not fulfilled 

after twelve such steps or if a stalemate situation was encountered--

L e, , . if all the defining variables were pinioned at the extremities of 

resolution and if the gradients required a path which crossed the boun­

daries, Two empirical tests showed that twelve steps were sufficient: 

a sample of 600 kinematically valid events was all easily found in 12 steps; 

we analyzed a Bevatron data tape first using 12 steps, then using. 20 

steps-- the net number of kinematical fits changed by less than lo/o be­

tween the two conditions of analysis, 
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C, Rejection Efficiency of Kinematical Fitting 

A method of fitting that we explored during the design stages of 

the experiment provided an estimate of the rejection efficiency of the fit­

ting procedure. We attempted to generate a "directory" of all the two­

pion one-neutron signatures which, following the philosophy of Sec. Ill-B, 

contained within the resolutions of measurement an exact solution to the 

two-pion one-neutron hypothesis. Exact solutions for this hypothesis 

were generated by a computer program and translated into a set of num­

bers appropriate to the neutron flight time and to the counters of Arrays 

I and II; these sets of numbers were then arranged in tabular form, We 

continued to generate solutions until the table approached saturation, Our 

analysis of data tapes, had this scheme been used, would then have been 

reduced to a scan of this table for an entry corresponding to the event 

under analysis; if an entry were present, the event would be accepted, 

otherwise it would be rejected. 

Generating such tables was time-consuming and lacked the versa­

tility required by our experiment; each incident momentum required a 

separate table, and any changes in the apparatus during the experiment 

would have necessitated an entirely new directory, As a result, this 

method of analysis was abandoned after only one partial directory had 

been compiled: this was a directory of events for an incident-pion mo­

mentum of 1. 75 BeY /c in which both final-state pions were detected in 

Array I. The 84 elements of Array I provide 

(84) (83) {82) = 47 642 
( 12} ' 

possible ways of distributing three particles (the factor of 12 arises 

from azimuthal symmetry of the events about the incident beam direction), 

Additionally, there are seven flight-time intervals that the neutron may 

occupy. The partial directory therefore contains roughly 300,000 pos­

sible entries, Of these, we found approximately 20,000 which contained 

exact solutions to the two-pion one-neutron hypothesis. The resultant 

rejection efficiency for a background of purely random two-pion one­

neutron events is therefore 15 to 1. 
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D. ·Reduction of the Data to Cross Sections 

To use the Chew-Low method of analysis outlined inSec. I, the 

_data must be reduced to the double distributions d
2a /d{p

2
)d(w

2
). The 

variables w
2 

and p
2 

are not directly observed laboratory system 

quantities but are related uniquely through Eq. (I- 2) to the neutron kinetic 

energy, T 2 , and cos e
2

• Therefore, the first step in the reduction was 

to sort the two-pion one-neutron events that satisfied the fitting criterion 

according to the neutron time bin and 8 interval. Such a classification 

led to 49 categories {seven .time bins and seven 8 intervals. in Array I) 

which we will denote in a tnatrix notation by the subscripts i and j. Let· 

i represent the time bin and j the 8 interval of the neutron. 

This sorting process was carried out by an IBM 709 computer 

program which scanned the master data tape described above. A separ­

ate matrix of events was optained for each target and delay condition. 

Each matrix was then normalized to the incident flux of n mesons and 

the number of protons per em 
2 

in the liquid hydrogen target; the re­

sult was expressed in J.lb. This resulted in four matrices, one for each 
FN EN 

r .. , r .. , 
lJ lJ 

target and delay condition, whose elements we denote by 

and delay con-
FA EA r . ,, and r ... 

lJ lJ 
The superscripts refer to the target 

ditions discussed in Section II; the subscripts refer to the 49 categories 

defined above. Each element signifies the counting rate in f.Lb associated 

with those events whose neutron fell in the category ij. 

In parallel with these matrices, four others were prepared--
FN EN FA d EA h. h · d h d d CT •• , CT •. , a .. , an a .. - -w 1c summar1ze t e stan ar lJ lJ lJ lJ . 

deviation errors due .to counting statistics associated with each element 

of the matrices above. 

The net counting rate R.. in f.Lb for the category ij was ob­
lJ 

tained by using Eq .. {II- 3): 
FN EN FA EA R .. = r - r 

·lJ ij 
- r + r 

ij ij ij . 

The corresponding standard deviation errors 

using Eq. (II-4): 

.6.R.. were calculated by 
lJ .. 
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2 FN 2 EN 2 FA 2 . EA 2 
(L::.R. .) = (a .. ) + (a .. } + (a .. ) + (a .. ) 

lJ lJ lJ lJ lJ 

The next step in the reduction was to study the area 

[2n dT 2 d(cos 8 2 )] .. associated with each category ij and the trans-
lJ 2 2 

formation of that area into w -p space, Let us denote the neutron-

energy resolution function for the jth time bin (measurement of which 

was discussed in Sec, II) by e j (T 2 ), The portion of an infinitesimal 

interval dT 2 in a neighborhood about T 
2 

observed in the jth time bin 

is E j (T 2)dT 2 , Let us now define an angular resolution function 

·'\(cos e2): 

f
l' if f) 2 is within e interval i; 

T). (cos 8 2 ) = . . 
1 0~ if f) 2 is outside f) interval i. 

The portion of [2nd{cos 8 2)] observed in 8 interval i is formally 

given by (2n T)i (cos 8 2 ) d(cos e2 ) ), By combining these results we ob­

tain the amount of the area element l 2n d T 2 d(cos f) 2}] that is associated 

with category ij: 

[2ndT2d(cos 8 2 )]ij =Ej(T 2)TJi(cos8 2 ) 2ndT 2 d(cos8 2), (III-5) 

23 2 2 
A well-known theorem relates dT 

2
d{cos 8 

2
) to d(w )d(p ) by the 

Jacobian of the transformation given in Eq, (I-2), Thus, 

a (p2) 2 
a(p } 

d(w
2

)d(p
2

) 

, aT 2 a(cos 82) 

= 
a (w

2
) a (w

2
) 

2nd T 
2

d (cos f) 
2

) 

aT 2 a (cos e2) 

(III- 6) 

Applying this to Eq, (III-5) and integrating over T
2 

and cos e
2 

yield 
2 2 ' 

the area in w -p space associated with category ij: 
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fill. 7T 

1 r 
Aij = 4q1LM2 

0 

£/T 2)p2d(T 2~0 "\(cos B2) 2nd(cos e2). (III-6) 

2 2 
Using A .. as a normalizing factor, we may construct P .. (w ,p), 

h d
. t 'b . lfJ . . 2 2 lJ 

t e 1s r1 utlon unchon .1n w -p . space: a 

.. 2 2 2 2 e.(T2.)"\(cosB2) 
Pij (w , p )d(w )d(p ) = J A.. 4q l Lp 2M 22ndT 2d(cos B 2). 

lJ 

This definition ensures the normalization 

1 2 2 2 2 
P .. (w , p )d(p )d(w ) = 

lJ 

r 

where r is the region in w
2 

-p 
2 

space which .is kinematically allowed. 
2 2 

The mean values of p and w for category ij are then given by 

< 2)} 2 2 2 2 2 (w ) .. = P .. (w , p )w d(w )d(p ) 
lJ lJ 

r 
.c lT 

4qlLM21 ( 2 = A e. (T 2)p
2
d(T 2 ) w (T 2 , cos e 2) "\(cos e 2 ) 

ij o J Jo 
X 2nd(cos B 2 ) 

<2>1 2 2 2 2 2 (p ) .. = P .. (w , p ) p d(w )d(p ) 
lJ . lJ 

r 
c 7T 

4qlLM21 2 1 - A.. E j (T 2)p2d(T 2)p (T 2) T]i (cos e 2) 2nd(cos e 2), 

lJ 0 0 
(III-7) 

We complete the reduction by calculating the average value of 

the desired double distribution over category ij: 
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2 2 2 
(d a /d(w )d(p ) ) .. = R .. /A. .. 

lJ lJ lJ 
(III- 8) 

The standard deviation error is given by 

Z: .. = D.R .. j A.. (III-9) 
lJ lJ lJ 

The values of p
2 

and w
2 

appropriate to the measure are 

((p 
2
)ij) and ( (w

2
)ij ) as defined above. 

E. Scattering Corrections Applied to the Data 

Two scattering processes inherent in our apparatus introduced 

sizable distortions into the data. 

The first process involves scattering of final-state pions in the 

thick scintillators of Array I. A high-energy pion, scattering inelastic­

ally in one of these 15-cm-thick scintillators, could pass into an adja­

cent counter and appear in our analysis scheme as a three-pion one­

neutron signature. Correction for such processes is discussed in Sec. 1 

following. 

The second process deals with rescattering of final-state neutrons 

as they emerge from the liquid hydrogen target. At 10 MeV the neutron­

proton scattering cross section is approximately 1 barn, and it rises in­

versely with energy below 10 MeV. Such large cross sections make neu­

tron rescattering important for the low-energy part of the neutron spec­

trum. This correction is !discussed in Sec. 2, 

Because the scattering processes and detection apparatus were 

complicated, these corrections were approached by the Monte Carlo 

method. A discussion of this method and the details of its present appli­

cation are given separately in Appendix B. 

1. Pion Scattering Correction 

A pion passing into an element of Array I sees first 0.6 em of 

lead, then 15 em of plastic scintillator (CH) which is composed of an 
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equal number of carbon and hydrogen atotns. We are interested in 

calculating the probability that a pion. scatters into an adjacent element. 

To do this precisely we must know the scattering cross sections, multi­

plicities, and angular distributions for pion-carbon and pion-lead scat-

. f . f A f h 1· 24- 26 · d" . ·ter1ng as a. unctlon o energy" survey o t e 1terature 1n 1cates 

. that certain simplifying assumptions may be made,. indeed must be made, 

since complete information is not available: 

(a) The fi_rst assumption is to neglect elastic scattering. The 

angular distributions for elastic processes are diffraction-peaked in ,the 

forward direction and seldom lead to scattering angles large enough to 

deflect pions into an adjacent counter. 

(b) The absorption cross section for Tr on carbon is approxi;.. 

mately flat at 250 mb from 400 MeV to above 1 BeV;
24 

this leads us to 

assume no energy dependence for the scattering cross sections. 

(c) Average cross sections for carbon. hydrogen, and lead in­

dicate .that 80o/o of the scattering arises from the carbon in the plastic 

scintillator. This information is listed in Table Va. We cho.ose to 

neglect the scattering from the other constituents in comparison to car­

bon. 

(d) Measurement of angular distributions at 915 MeV for Tr 

on carbon indicate approximate isotropy for inelastic processes, We 

may either assume isotropy or adopt these angular distributions at all 

energies" 

A Monte Carlo calculation was performed using the above in ... 

formation; the paths of 4000 pions were followed as they passed through 

a typical counter in each e ring of Array L Scattering events were 

generated according to four hypotheses: 

I. A geometric scattering.cross section (330mb); isotropic 

angular distributions; a multiplicity of one .. 

II. A scattering cross section of 250mb; the measured n- -C 

angular distribution at 915 MeV; a multiplicity of one. 

III. A scattering cross section of 250mb; the measured n--C 

angular distributions at 915 MeY; the multiplicities found 
. 11" . 26 1n rr-p co 1s1ons, 
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Table Va. Scattering from the three 
constituents of counters in Array I. 

0 absorp 
Amount of material Scattering 

(o/o) average 
(rnb) 

250 14.8 g/crn 
2 

17 
( l. 23 moles) 

20 1.2 g/ ern 
2 

1 
( l. 23 moles) 

1700 7.2 g/crn2 3 
( 0.03 mole) 

Fraction of 
total 

scattering 

0.81 

0.05 

0.14 



IV, jA scattering cross section of 250mb; the angular distri­

butions and multiplicities found in scattering of 915-

MeV· n from carbon. 

The fraction of paths that passed into adjacent counters is summarized 

in Table Vb for each hypothesis. The errors listed are due to the Monte 

Carlo statistics amassed. The results are insensitive to the hypotheses 

assumed, and hypothesis III was selected as a representative average, 

The results of this calculation were applied to the data by weight­

ing each event by an appropriate correction factor. This weighting 

process was incorporated into the computer program that calculated the 
FN EN FA EA rates r 0 0' r 0 ., r 

0 
0' r 0 ., and Roo described in the previous 

lJ lJ lJ lj lj 

section, The correction factor depended on the pions detected in the 

event: if both pions were d~tected in Array I,. the appropriate correction 

was 
1 1 

(1-b(m)) (1-b(n) ) 

where m and n are the e intervals associated with each pion and 

b(i) is the scattering probability {as calculated above) for a pion in e 
ring i; similarly, if one pion were detected in Array I and the other 

in Array II, the correction factor was taken as 

1 
[ 1-b(rn)] • 

In this fashion we obtained the net counting rate 

scattering, 

R 1 •. corrected for pion 
lJ 

To check the validity of the scattering correction, we examined 

our raw data tapes for events in which the final-state pions appear to 

have scattered from one element to another. A computer program was 

written which scanned the original Bevatron data tapes for events with 

either a three-pion one-neutron or a four-pion one-neutron signature. 

Whenever the pions fell in adjacent counters and appeared as a possible 

event in which one or both pions had undergone scattering, the event 

was subjected to a kinematical fit. Analogous to the R. 0 of the previous 
lJ 
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Table Vb. Scattering of pions into adjacent 
elements for counters in Array I. 

Percent scattering into adjacent elements for e ring 

Hypothesis 1 2 3 4 5 6 7 
-- -

I 13.2 10.8 11.6 10.1 11.6 10.0 9.9 
±1.1 ±1.0 ±1.1 ±1.0 ±1.1 ±1.0 ±1.0 

II 11.7 11.4 12.1 11.9 11.1 11.2 10.5 
±0.5 ±0.5 ±0.6 ±0.5 ±0.5 ±0.5 ±0.5 

III 13.8 12.9 13.2 12.9 12.8 12.1 11.3 
±0.6 ±0.6 ±0.6 ±0.6 ±0.6 ±0.6 ±0.5 

IV 14,3 14.4 14.3 14.6 14.2 13.9 12.6 
±0,6 ±0.6 ±0.6 ±0.6 ±0.6 ±0.6 ±0.6 
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section, let us define the net rate in category ij of . "adjacent" events 

that meet the fitting criterion to be D .. , For purposes of comparison 
lJ 

we construct the following nraw 11 ·cross sections: 

and 

where 
m 

ao 

7 .7 
m 

I: :I: (R .. ) ao = 
i= 1 j= l lJ 

7 7 m 
I: I; (R .. +D .. ) (III-1 O) (jl = ' i= 1 j=l lJ lJ 

7 7 c 
I; I: (R' .. ) (jl = ' 

. i= 1 j=l lJ 

is the uncorrected cross section, a~ is the cross section 

corrected by a res canning of the Bevatron data tapes for 11adjacent 11 

. ·events, and ci~ is .the' cross section corrected in accordance with the 

Monte Carlo calculation, For the data at an incident momentum of 

L75 BeV/c, we find the ratios 

m/ m a
1 

a
0

=Ll9±0,03, 

and c/ m a 
1 

a 
0 

= L 24 ± 0. 0 l, 

The agreement is reasonably good. Indeed, the first ratio should be 

smaller than the second, since a7 does not include events in which the 

scattered pion passes through more than one adjacent counter. 

2, Neutron.Rescattering Correction 

A neutron that scatters in its passage out of the hydrogen target 

distorts our measurements in.two ways. The scattering process alters 

the energy and direction of the neutron; an event which correctly belongs 
I i 

in category ij may be erroneously detected in category i j Also, 

scattering destroys the kinematical consistency of j:ile event; for large­

angle rescattering the neutron may miss Array I completely or have its 

energy and angle sufficiently changed to fail the fitting criterion. 



-45-

To solve this twofold problem a second Monte Carlo calculation 

was performed. A computer program was written which, given the 
-

four -momenta of the final- state particles, performed the following 

ope rations : 

(a} an interaction center was selected in the hydrogen target 

weighted in accordance with the spatial distribution of the incident beam 

(a full-width at one-half maximum of 5 em); 

{b) the path of the neutron through the hydrogen target was fol­

lowed in steps one-tenth the radius of the target, scattering events being 

generated in accordance with the n-p total cross section; if scattering 

occurred, the new path and energy of the neutron were calculated by use 

of n-p differential cross-section data; 

(c) when the neutron emerged from the hydrogen target, the 

spatial coordinates of the pions and neutron were translated into cor­

responding counter numbers in Arrays I and II and the energy of the 

neutron was related to an appropriate time bin in accordance with the 

measured resolution funetions {see Sec, II- F); 

{d) if the neutron rescattered, a kinematical fit was attempted; 

{e) for each of the 49 categories a log was kept of the various 

classes into which the event could fall: 

0) no rescattering, 
u u 

(2) rescattering from category ij to category i j , 

(3) rescattering out of the angular region covered by 

Array I or out of the interval of flight times detected 

by the Chronotron, and 

(4) rescattering with sufficient distortion to fail the 

fitting criterion, 

The events used as a sample in the calculation were those on the 11rnaster 11 

tape, taken with full-normal target and delay conditions, which had pas sed ... 
the fitting criterion, We felt those events provided the best available 

approximation to the process as it occurred naturally, 
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·We can summarize the results of this calculation with a set of 

coefficients · Cij. r. v which represent the probability that a neutron will 
1 J 1 

rescatter from an initial category ij to a final category i j 
1

• By in-

troducing the indices 

n = 7 (i - 1) + j , 

and 
(III-11) i i 

m= 7 (i - 1) + j • 

the coefficients may be arranged in matrix form~ 

A = cij. v. i 
mn · 1 J 

(III-12) 

Similarly, the measured net rates R .. of Sec. III-D form a column 
1J 

vector x ; we also introduce the vector y to represent the true 
m n 

counting rates (corrected for rescattering). Apparently these quantities 

are related by the matrix equation 

X 
m 

49 
=I: 

n =1 
A y . 

mn n 
(III-13) 

From the theory of linear equations, 
27 

we may obtain .the corrected 
-1· 

column y in terms of the inverse matrix (A ) and x 
n mn m 

(III-14) 

The standard-deviation errors associated with the corrected 

column y must reflect both the uncertainty in.the initial column 
n 

. x · [which we denote by (.6.x} ] and the statistical uncertainty in. the 
m m 

Monte Carlo coefficients A [which we denote by (.6-A) ] . An ex-
ron mn 

pression is derived inAppendix B for the uncertainty in the y [which 
n 

we symbolize as (.6-y) ] as a function of (.6-x) , (.6-A) , y , and 
n m mn n 

(A -1) 
mn 

49 49 49 
(.6.y)m2 =I: [ (A-1) .(.6.x,).]2 + I: I: [ (A-1} .y.(.6.A) .. ] 2 

j = 1 ffiJ J i= l j= 1 . ffi1 J 1J 

(III-15) 
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Sufficient Monte Carlo statistics were amassed so that the percentage 

error (L1y)k/yk was increased lOo/o at most over ( L1x)k/xk for any given 

ko 

The magnitude of the rescattering correction varied between 2 

and lOo/o, an amount somewhat smaller than the experimental uncertainty 

(L1x)k/xk resulting from counting statistics. The correction is smaller 

than one might at first imagine, since 10-MeV neutrons traversing 5 em 

of liquid hydrogen {half the target length) undergo approx ZOo/o scattering. 

Th.e smaller correction is a result of the cross-feeding of neutrons from 

one category to anothero Rescattering tends to increase the number of 

low-energy neutrons; the effect is cumulativeo Although neutrons in 

categories 7j suffer ZOo/o scattering, they are compensated by rescat­

tering from aU higher-energy categorieso These effects tend to cancel 

and the correction to the data is smalL 

F, Backgrounds 

As explained above, the net counting rate in any category is ob­

tained by using Eq. (II-3} to combine the full-normal, empty-normal, 

full-abnormal, and empty-abnormal rateso The validity of the sub­

traction process depends on the magnitude and nature of the backgrounds. 

Table VI lists the raw counting rate for each target and delay condition 

and gives indication of the relative sizes of the backgroundso The rates 

shown are not corrected for neutron counting efficiency; they constitute 

raw total cross sections {in f.Lb) over the region of w
2 

and p
2 

covered 

by our apparatuso 

The backgrounds are not unduly large: at L 75 BeV /c the re­

spective ratios ofthe four effects are 1:0.23:0.03:0.02; at L25 BeV/c 

they are 1:0.31:0.05:0.02. 

The source of the target-empty background is apparent: scat­

tering processes occurred in the flask and thin windows of the hydrogen 

target as well as in counter S3 located directly before the target. 

The source of the abnormal-delay backgrounds is less apparento 

Such events involved detection of accidental neutrons--phototube pulses 
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Table VI. Raw cross sections for the various 
target and delay conditions, 

Raw eros s section (in f.lb) for the target 
and delay con~ition 

Full Empty Full Empty 
normal normal abnormal abnormal 

293 90 15 6 
± 3.9 ±3,2 ±1.5 ±1.1 

309 72 10 5 
± 2,5 ±2,0 ±1.0 ±1.0 

Net cross 
section 

(f.lb) 

194 
± 5.3 

232 
± 3,6 
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not correlated with the incident particle that triggered the apparatus . 

. , These may be either heam-derived or relate.d to noise in the photo­

multiplier tubes. In the first case one would expect the. counting rate 

to depend on the beam intensity, in the second case to be independent 

of beam level. Data taken at different beam levels indicat.e the second 

case. Indeed, the abnormal delay rates are consistent with the noise 

level of the. phototubes in .Array I. 

We therefore conclude that the background rates are sufficiently 

small and stable (independent of beam intensity) to justify the suqtraction 

process. 

G. Contaminations 

We rely on kinematical fitting to protect the data against con­

tamination from many particle-production processes that may simulate 

a two-pion one-neutron signature. As stated above, the fitting procedure 

has an estimated rejection efficiency of 15 to l. Depending on the ratio 

of the true and simulated two-pion one-neutron rates, the events that 

meet the fitting criterion contain some contamination. 

If r is the kinematical rejection efficiency and f is the fraction 

of the total two-pion one-neutron signatures that fit kinematics, one can 

easily calculate the percentage contamination to be 

r 1-f 
1-r · -f-

At l. 75 BeY /c we find f = 0.45, indicating 9o/o contamination. At 1.25 

BeV/c we find f = 0.32, indicating 15o/o contamination. 

The distribution of those events which fail the fitting criterion is 

approximately uniform in the variable w
2 

and increases slowly as we 
2 

move toward lower values of p . One would expect the contamination 

to be similarly distributed; and therefore the contamination might slowly 
. 1 2 1ncrease as we pass to ower p , 

The statistical accuracy of the data after division into the 49 

categories is seldom better than lOo/o at 1.75 BeV/c or 15o/o at 1.25 BeY/c. 

The contamination, although it is not negligible, contributes less than 

the fluctuations intrinsic in the counting statistics. 
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H. The Double Distributions 

The double distributions· d 
2cr /d(p

2
)d(w

2
), corrected as described 

above, are presented in Tables VII and VIII. Figures 8 and 9 depict the 

data as a function of w
2 

and p
2

. The solid curves represent a least­

squares fit to the data in the variable w
2 

(see Sec. IV -A); 

The errors quoted include both counting statistics and Monte 

Carlo statistics from the corrections applied to the data. 
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Table VIL Double distributions d 2a /d(p
2

)d(w
2

) in flb and mean 
w values in MeV at 1.25 BeV/c incident momentum. 

Time bin 
() zone 

1 2 3 4 5 6 7 

I ' 755 740 715 675 625 560 475 'Tl \ w) = 

d
2a 16.0 t4,;.;5 ''0 12.5" 6,3 ' 4.4 4,.9 2,6 
2 2 

,, 

dp dw ±2,5 ±1,6 ±1.4 ±0.8 ±0. 7 ±0.7 ±0.4 

72 ( w)= 710 695 615 645 600 540 470 

d
2a 

23,5 26,0 18.5 16.2 14,2 6,4 5.1 2 2 
dp dw ±4,4 ±3,0 ±2,4 ±L9 ±L6 ±Ll ±LO 

/ ) 680 665 645 615 580 525 460 T3 ( w = 

d
2

a 
\ ' 

26.6 23,1 16.7 14.0 8.5 6. 1 5,5 
dp

2
dw

2 
±6.0 ±4,0 ±3.2 ±2,1 ±1.9 ±L5 ±L3 

T4 (w) = 655 640 620 595 555 510 450 

d
2a 41.3 20,2 25.0 17,5 14.4 7,0 4,5 z 2 

dp dw ±7,0 ±4.6 ±3,9 ±2.6 ±2.1 ±L8 ±1.7 

Ts (w) = 620 605 590 565 530 490 435 

d
2
a 21.0 24.4 21,2 13,7 13.4 1L9 6,4 z z 

dp dw ±8,6 ±5,4 ±4,3 ±3, 1 ±2,6 ±2, 1 ±1,7 

.,..6 (w\= 585 575 560 535 505 465 420 

d
2
a 

\ I 

14.6 28,1 22.8 24.6 15.4 11. l 3,1 z 2 
dp dw ±12.5 ±6.1 ±5, 7 ±4,3 ±3,4 ±3,0 ±2, 7 

77 (w)= 550 540 525 505 475 445 400 

d
2a 33,2 12,2 18,5 15.6 14,3 1LO 4,4 
2 2 

dp dw ±15.4 ±8.9 ±7,2 ±5.5 ±4,6 ±3,5 ±3, 7 
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Table VIII. Double distributions d 2a /d(p
2

)d(w
2

) in !J-b and mean 
w values in MeV at 1. 75 BeY /c incident momentum. 

e 
Time bin 

zone 

1 2 3 4 5 6 7 

'Tl (w)= 910 890 860 820 760 685 590 

d
2
a 8.0 7.4 8.2 8.0 7.2 3.7 3.0 2 2 

dp dw ±1.0 ±0.7 ::1::0.7 ±0. 7 ±0.6 ±0 .4 ±0 .. 3 

'Tz (w)= 855 840 810 775 725 660 575 

d
2a 24.6 21.4 19.9 16.0 11.6 7.4 3.9 2 2 

dp dw ±2. 3 :U.S ±1.6 ::1::1.3 ±1.0 ±0.7 ±0.5 

'T3 (w)= 815 800 775 740 695 635 560 

d
2
a 20.4 18.3 20.6 li 7.3 11.7 7.3 4.4 2 t. 

dp dw ±3.1 ±2.1 ±1.8 ±1.5 ±1.1 ±0.8 ±0. 7 

'T4 (w)=· 780 765 740 710 665 610 540 

d
2a 33.6 24.0 20.9 22.3 12.3 7.4 5.5 2 2 

dp dw ±4.1 ±2.7. .±2.5 ±2. 2 ±1.4 ±1.2 ±1.0 

'T5 (w)= 735 725 705 675 635 585 520 

d
2a 31.2 22.4 26.6 16.1 11.4 8.8 5.2 2 2 

dp dw ±5.1 ::1::3.3 ±3.0 ±2,3 ±1. 7 ±1.4 ±1.1 

'T6 (w)= 695 685 665 640 600 555 500 

d
2a 44.3 23.5 26.7 14.5 13.2 12.3 2.9 2 2 

dp dw ±5.8 ±3.6 ±3.4 ±2.9 ±2.2 :1::2,0 ±1.7 

'T7 ( w)= 650 640 625 600 565 525 475 

d
2a 37.5 20.4 21.6 ~0.6 10.1 7.5 3.2 2 2 

dp dw ±8.3 ±4.8 ±4.4 ±4.1 ±2.8 ±2.4 ±2.1 
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Fig. 8. The partial cross section d
2
a/d(w

2/fl2
)d(p

2/fl2
) is de­

picted as a function of w for an incident-pion momentum 
of 1.25 BeY /c. A separate plot is shown for time bins 1 
through 7, respectively, in (a) through (g). 
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Fig. 9. The. partial cross section d
2a /d(w

2 /JJ. 2)d(p 2 /fJ. 2) is 
depicted as a function of w for an incident-pion mo­
mentum of 1.75 BeV/c. A separate plot is shown for 
time bins 1 through 7, respectively, in (a) through (g). 



IV, RESULTS AND CONCLUSIONS 

Our data are examined below in an evolutionary order: first we 

make a simple study of the data 1 s dependence on the variable w; next 

we obtain from the physical distributions the quantity defined in Sec, I 

as a 12{w
2

); finally we turn to the extrapolation recipe given by Chew 

and Low and explore the reasons for its failure, 

Ao Structure of the Data in w 

By studying the quantity da /d(w
2

} as a function of w we may 

infer some qualitative features about the pion-pion interaction, A com­

parison of this distribution with that predicted l?Y phase space and nor­

malized to the total cross section for n = + p - 'IT+ + n + n gives two 

kinds of inforrnationo Peaking about a given w value implies an energy 

structure {perhaps a resonance} in the pion-pion system; also the mag­

nitude of the cross section relative to the phase-space prediction gives 

a rough indication of the strength of the interaction, An enhancement 

over the phase space for low momentum transfers (the region of our 

measurement) is neatly explained by peripheral collisions of the incident 

pi~ with a virtual pion in the cloud surrounding the nucleon- -L e, , there 

is a strong interaction between the two pions, 

The distribution da /d(w2 ~ was obtained from our double distri­

bution data in the following way: for each of the seven p
2 

intervals, 

the data were fitted in a least-squares sense to a polynomial in w
2

o We 

chose the lowest-order polynomial that fit the data with reasonably high 
~----

probability, (As remarked above, the solid curves shown in Figs, 8 and 

9 represent these least-sqmares fits to the data,) From the fitted curve, 

the value of d
2

a /d(p
2

)d(w
2

) was calculated for several integral values 
2 2 

of w /fJ. ; from the error matrix for the fitted curve the uncertainty in 

the double distribution was calculated 
28 

at these values of w
2 

Then 
2 

for a constant w value, the contributions from the seven p intervals 
2 

were integrated from the lowest p allowed by kinematics to an upper 
2 2 

cutoff at p = 6,5 fJ. : 
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da /d(w ) = d a /d(p }d(w ) d(p ) , 2 12 2 2 2 (IV -1) 

2 2 
p . (w ) 

m1n 

The uncertainties in each of the contributions were combined to form the 

total uncertainty in da /d(w
2

) , 

One can easily show that the double distributions predicted by a 

Lorentz-invariant phase space have the form 

d2a/d(p2)d{w2) = (A/!-14) (l-4J.L2/w2)1/2' 

where A is a normalization parameter, 

to Eq, (IV -1) yields 

2 
da /d(w ) 

p. s. 

2 
Integration over p according 

(IV -2) 

Figures lOa and lOb show the distributions for incident momenta 

of 1.25 and L 75 BeV /c, respectively, The solid curve represents the 

phase-space prediction normalized to a total cross section O"('lT_p_'Trf'IT-n) 

of 10 mb, One notes in passing that the fitting procedures used to obtain 

da /d{w
2

) have smoothed the data considerably; the errors on the points 

no longer reflect independent standard deviations of normally distributed 

samples but rather indicate the uncertainty in points along a fitted curve. 

There is a considerable enhancement over the phase-space pre­

diction,at both momenta, which suggests that peripheral collisions con­

tribute significantly to our data, Further, the cross section da /d(w
2

) 

increases steeply with increasing w, At L 75 BeY /c there seems to be 

a broad peak at w :::: 750 MeV; for 1.25 BeV /c the cutoff imposed in p
2 

forces the cross section to zero at high w values and thus distorts the 

upper portion of the distribution, As we will see in the next section, 

where these kinematical factors are taken into account, the data at 

L 25 BeV /c are rising steeply across the full range of w values explored 

by our experiment. 
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Fig. 10. The partial cross section da/d(w
2/fJ. 2

) vs w is shown 
in (a) for 1. 25-BeV / c incident pions and in (b) for 
1. 75-BeV /c incident pions. The solid curves represent 
phase- space predictions normalized to a total cross section 
of 10 mb. 



-58-

B. The w Structure After Removing Kinematical Factors 

+ -For the final state (n n n), Eq. (I-4) reduces to 

M 2 
1 

M 2 
2 ( 2 2)2 

P - Po 
(IV- 3) 

where a 12 (w
2

) is the scattering cross section for a virtual pion inci­

dent on a physical pion and does not become the pion-pion eros s section 
2 2 

unless we continue the double distribution to the pole at p = p
0 

. One 

should also recall that this formula includes only the contribution from 

the one-pion-exchange process. Keeping in mind these two serious 

limitations, we find it instructive to use Eq. (IV- 3) to calculate pion­

pion eros s sections from our data. 

We may use da /d(w
2

) obtained in the preceding section to ac­

complish this. Integrating Eq. {IV- 3) according to the prescription of 

Eq. (IV- 1) yields the relation 

where 

2 f2 
da /d(w ) = -

7T 

M 2 
1 

ML 2 

6.5f.L 
2 

H(w2) = (w4/4- w2f.L2)l/2 (p2/f.L2) 

(p2_P
0

2)2 

2 2 
pmin(w ) 

(IV -4) 

(IV -5) 

The dependence of da /d(w
2

) on w thus neatly divides into two parts--
2 2 

H(w ), which contains all kinematical factors, and a 
12

(w ), which sum-

marizes the effect of pion-pion interactionso 

Figures lla and 11 b show the effect of removing these kine­

matical factors at 1.25 and 1. 75 BeV /c; the quantity a 
12

(w
2

) here 

depicted is defined through Eq. (IV -4). One sees again the characteristics 
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ll. a 2 (w), the pion-pion eros s section derived from 
the Jouble distributions d2a /d(w2jf.l2)d(p2jf.l2) assuming 
one -pion exchange, is plotted vs w; (a) refers to 
1.25-BeV/c incident pions, (b) to 1.75-BeV/c incident 
momentum. The dotted line designates the rest energy 
of the two-pion system. 
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described in Sec, IV-A: the 1.25- BeV/c data rise steeply toward in­

creasing w values; at 1.75 BeV/c there is a broad peak centered be­

tween w = 700 and w = 800 MeV. The two curves agree rather well in 

the region of overlapping w values and are consistent with a resonance 

in the pion-pion system at w"' 750 MeV. 

C. The Effect of Finite Resolution 

The··position of the resonance indicated above is in good agree­

ment with other experiments;
3

-
5 

however, the width of our distribution 

is somewhat greater than that found in experiments at other incident 

momenta and with different charge combinations in the final state. It 

is of interest to determine whether the broadening we observe is instru­

mental. Once again we employ the Monte Carlo method. The application 

in this instance is quite simple: a large sample of neutrons was gen­

erated, by use of a computer program, according to a known distribu­

tion function in w
2 

and p
2

; the neutrons were then ''detected" by the 

computer program in accordance with the measured energy-resolution 

functions of Sec. II and with the angular-resolution functions for Array I. 

A comparison of the known distribution function and the distribution as 

"seen" (via the computer program) by Array I yields the desired infor­

mation about the resolution of the system. 

The known distribution function used here was Eq. (IV- 3) with 
2 

.a simple p-wave resonance form for a 12(w ): 

2 2( 2 4 2)2/ 2 
a

12
(w) = 12TI 'Y w - fl w (IV-6) 

(w2 _ 2)2 2< z 4 2)3/ 2 • 
WR + 'Y w - fl w 

The parameters wR and -y
2 

determine the position and width of the 

resonance; in the present calculation a very narrow resonance (full­

width at half maximum of approx 6 MeV) was generated at w = 750 MeV. 

From the resultant neutron distribution (generated by the Monte Carlo 

program) we calculated d(J /d(w
2

) in the same fashion as indicated above. 
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The effect of our finite resolution is shown in Fig. 12, The theoretical 

distribution do- /d(w
2

) is given in Fig, l2a; the distribution as seen by 

our apparatus appears in Fig, l2b. We see that a distribution of negli­

gible width is broadened to a full-width at half maximum of approximately 

80 MeV, The high-energy 1Dtails 11 on the neutron resolution functions 

(Sec. II- F) are primarily responsible for such broadening. 

However, the width of the do- /d(w
2

) distribution in Fig. 11 b is 

not fully explained by finite resolution effects, The observed full-width 

at half maximum is approx 300 MeV, almost four times our basic reso­

lution. The width reported in other experiments is approx 150 MeV 

(see Sec, I), If one repeats the Monte Carlo calculation outlined above 

with a resonance form a 
12 

(w
2

)having this width, the distribution, after 

broadening, appears to be approx 170 MeV wide, From this we con­

clude that the distributions we observe have significantly greater widths 

than those found in experiments at other incident momenta and with dif­

ferent charge states, 

D. Extrapolation 

From the double distributions d 
2 a /d(w

2
)d(p 

2
) described above 

we can construct the extrapolation function F(p 
2

, w
2

) defined in Eq. (I- 5 ). 

As in Sec. IV -A, the value of d
2

a /d(w
2

)d(p
2

) at a given w value was 

obtained from the curves fitted to the data; the errors were calculated 

from the error matrix to the fitted curve, 

For constant w we typically have the extrapolation function at 
2 

seven values of p appropriate to the seven flight-time intervals, For 
2 

large w values there is a kinematical restriction on the range of p , 

and fewer than seven points appear on the extrapolation plots shown in 

Figs, 13 and 14, The value plotted is F(p 
2

, w
2

)j£
2

, where £
2 

is the 

pion-nucleon coupling constant; from Sec I we see 

2 2 2 2 
F(p0 , w )/f = - a + _ (w ) . 

'IT 'IT 

(IV- 7) 
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Fig. 12. Results of a Monte Carlo calculation performed to 
determine the resolution of our apparatus in w; (a) 
shows the distribution dO' /d(w2j!J.2) according to which 
events were generated in the calculation; (b) shows the 
distribution as seen by our apparatus. Broadening is due 
to finite counter sizes and widths of the neutron flight­
time intervals. 
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obtain the physical pion-pion total cross section. 



00 

.D 
E 80 

60 

C\J 
3: 40 

C\J 
Q. 

lL. 
20 

C\J -....... 
I 
1-20 

1140 
I 

.D 
1120 

E I 
I 
1100 
I 
I 80 

C\J I 3: 

C\J I 60 
Q. I 

I 
lL. I 40 - I ....... 

I 20 
I 
I 

-I 
I 
1-20 
I 

-64-

! I I I I I I I hi 
Ill II I bJ }Ill I 

(a) (b) (c) (d) 

w =560 MeV w=590MeV w=635 MeV w=655MeV 

I 
I 

II I I I III I !ljl j/ I I 

(e) (f) (g) (h) 

w=685 MeV w=710MeV w=740 MeV w= 765 MeV 

2 3 4 5 6 -I 2 3 4 5 6 -I 2 3 4 5 6 -I 2 3 4 5 6 
I I I 
I I 
I 

( p/ }L) 
2 

MUB-1648 

Fig. 14. Extrapolation plots for an incident momentum of 
1. 75 BeV /c. The dotted line indicates the value of 
p2ff-L2 to which one must extrapolate F(p2, w2)jf2 in 
order to obtain the physical pion-pion total cross 
section. 
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Upon examining the data, we find that, for low w values, 

F(p 
2

, w
2

) is approximately linear in p 
2 

within the statistical accuracy 

of the data, For larger values of w, the curves rise less steeply and 

fall off at high p
2

. The value of the extrapolation function at the pole 

appears to be positive or in a few cases zero if one continues the curve 

linearly from the physical region, In light of Eq. (IV -7) this would in­

dicate negative pion-pion cross sections--a physically untenable result, 

Thus the extrapolation method, applied to our data, appears to 

faiL Such a failure indicates a breakdown of the assumptions on which 

the method is founded. Foremost among these is the assumption that 

one-pion-exchange processes dominate the interaction in the region of 

low momentum transfers. In the two sections following, we examine the 

data for evidence corroborating such deviations from one-pion exchange. 

E. Final-State Pion-Nucleon Correlations 

The three well-known resonances in the pion-nucleon system 

lead us to suspect a strong final- state interaction between the neutron 

and one of the pions. To study this possibility we invoke a method simi-
29 p . 

lar to that used by Dalitz in his analysis ofT-meson decays, ertlnent 

to this method are two invariant quantities which we will call x andy: 

{ wz 
2 - - 2 X = + WTI l) (Pz + Pnl) 

and (IV- 8} 
2 - - 2 Y = {w2 + wn2} - (p2 + Pn2) 

Let the subscript nl denote the positive pion and n2 the negative pion 

in our final state. Then x and y represent the square of the total 

energyinthe n+-n and n--n systems, respectively, Though x and 

y are independent, four-momentum conservation restricts the range of 

their variation to an 11egg-shaped 11 region of x-y space, Figures !Sa and 

l5b depict this region for incident momenta of 1.25 BeY /c and L 75 BeV /c 

respectively. A simple calculation shows that each element of area dxdy 
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incident-pion momentum, and (b) 1. 75 BeV / c incident­
pion momentum. 
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within the aaegg 01 has equal weight in phase space; if the interaction has 

a constant matrix element, the "egg" must be uniformly populated with 

events; and conversely any dependence of the interaction on x and y 

appears as a clustering of events inside the "egg 11
, 

Four-momentum conservation yields a simple linear relationship 
2 

between x, y, and w : 

2 2tt2 2 ( )2 2 
x + y + w = r + Mn + wl L + Mp - ql L (IV- 9) 

Thus each value of w
2 

defines a line with unit slope in x=y space, A 

band of w values w 
0 

± ~w maps into a diagonal strip cutting across 

the uuegg au; an example of this is the darkened region of Fig, 15ao If 

the distribution of events inside the "egg'u follows phase space, the popu­

lation of e'{ents in such a strip as a function of the variable x must be 

proportional to the width of the strip in y and, except near the boundaries 

of the u'egg a~, will be flat, Imposing an upper cutoff in the momentum­

transfer variable ~ 2 
(or equivalently in p 

2
) does not alter this flat 

distribution as long as the width of the w strip is sufficiently narrow, 

We have assumed above that the charges of the final- state pions 

are experimentally observed, This is not the case in our experiment, 

and the following symmetry is imposed( since we cannot distinguish x 

and y, we must plot each event twice- -a procedure which symmetrizes 

the population of the negg 11 about the diagonal line OP in Fig, 16, The 

density of events projected along the x axis must be identical with the 

density distribution projected along the y axis, 

To apply, this type of analysis to our data, use was made of the 

master-packed data tapes described in Sec, III-A. A computer program 
2 

scanned these tapes and calculated x, y, and w for each event. At 

1.25 BeV /c three w strips were chosen: 440 to 650 MeV, 650 to 725 

MeV, and 725 to 800 MeV, The large number of events at L75 BeV/c 

allowed selection of five w strips: 480 to 6 25 MeV, 6 25 to 700 MeV, 

700 to 765 MeV, 765 to 825 MeV, and finally 825 to 900 MeV, On the 
2 . 

basis of w , the appropriate w strip was selected; for each such strip, 
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Fig. 16. Distribution of events as a function of the square 
of the mass of the pion-neutron system in various w 
i:t1.te rva1s for 1, 25 Be V / c incident momentum. Arrows 
indicate the positions of known pion-nucleon resonances. 
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the range of x and y was divided into bins. The values of x and y 

determined which two bins (since each event was plotted twice) were to 

be incremented. To account for neutron-counting efficiencies, an average 

detection efficiency was as signed to each flight-time interval, and the 

bins were incremented by the reciprocal of this efficiency. A separate 

tally was kept for each target and delay condition so that subtractions 

could be performed in accordance with Eq. II-3). Thus, for each w 

strip, we prepared the projected density distribution described above. 

Figures 16 and 17 show these distributions for 1.25 and 1.75 BeV/c, 

respectively. The positions of the known pion-nucleon resonances are 

marked by arrows. 

In the data at 1. 25 Be V / c a strong pion-nucleon correlation near 

the first and second resonances appears in the second w strip. No appreci .... 

able correlation appears in the other two w strips. That no deviation 

from a flat distribution occurs for low w values may have a kinematic 

explanation: lower momentum transfers 6. 
2 

are kinematically allowed 

as one decreases w. For small 6. 
2 

one-pion-exchange processes may 

tend to dominate the pion-nucleon final- state interaction as indicated in 

Sec. I. The flat distribution found in the third w strip may be due to 

the strong pion-pion interaction for these w values; one might expect 

that interference between the two processes would distort their separate 

resonant characters. Also the range of pion-nucleon mass values is 

kinematically restricted for large w, and edge effects at the boundaries 

of the 11egg 11 (see Fig. 16a) distort the extremities of the mass -value 

spectrum. 

At L 75 BeY /c a strong correlation is observed around the first 

and third pion-nucleon resonances at w values above the dipion resonance; 

the distributions below w = 825 MeV are flat within statistics. 

The presence of these correlations in the 'TT-n systems is a 

clear indication of deviation from the one-pion-exchange model. 
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F, Treiman~ Yang Test 

Treiman and Yang have proposed a test to detect deviations from 

the one-pion-exchange modeL 
30 

The test exploits the scalar nature of 

pions--they carry no spin angular momentum, In the one-pion-exchange 

process (see Fig, 1) we assume that a single virtual pion is exchanged 

between the pion-nucleon vertex and the pion-pion vertex (A and B re­

spectively in Fig, 1), Suppose we make a transformation into the rest -frame of the incident pion; let q be the three -momentum of the virtual 

pion as it impinges on the pion at rest, Since the virtual pion is spinles s, 

there can be no azimuthal dependence in the differential scattering cross 

section of the two pions--i.e,, the cross section is invariant under ro---tations about q, 

To state this mathematically, we introduce the following quantities, -all measured in the rest frame of the incident n meson: let p
1 

and -Pz be the three-momenta of the target proton and recoil neutron, re--spectively, let q (as above) be the momentum of the virtual pion, and 

let k
1 

and "k
2 

be the three-momenta of the final-state pions, We in­

troduce the basis set of unit vectors 

f = (p1X Pz>/ I p1XPz] · 
.f = qX (p1xP"2>/] qX (p1Xp2>1, (IV-10) 

and 
k = q/ lql 0 

The unit normal to the pion-pion scattering plane is given by 

(IV -11) 

The azimuthal scattering angle <j> is then uniquely defined by the equations 

,.. ,.. 
cos <j> = (i , n) 

and 
sin <j> = (j , ~) 

(IV -12) 
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Validity of the one-pion-exchange model requires that the distri-

. bution of events be isotropic with respect to lj>o Other processes need 

not give isotropyo The test is a negative one in that isotropy does not 

ensure one-pion exchange, whereas anisotropy gives clear evidence for 

deviations from this modeL 

Our inability to distinguish the charges of the final-state pions 

once again imposes a symmetry condition for application to our datao - -If we cannot distinguish . k
1 

from k 2 , our distributions must be sym-

metric under the transformation n - - n, or equivalently, 

{

cos lj> - - cos <j> , 

sin c!> - - sin lj> 0 

(IV -13) 

Thus lj> is uniquely defined only in the range from 0 to 180 deg. 

In performing this test on our data, we once again used the 

master-packed data tapes. A computer program calculated <j> for each 

event" ·A separate distribution in <j> was made for each flight-time in­

terval so that no knowledge of neutron counting efficiency was requiredo 

The necessary subtractions were performed for the various target and 

delay conditions. The resultant distributions are shown in Figs. 18 and 

19. 

In the 1. 75-BeV /c data (Figo 19) there is a significant deviation 

from isotropy in the first two flight-time intervals 0 For other time bins, 

the distributions are flat within statisticso The data for 1.25 BeV /c 

show similar tendencies but with poorer statistical accuracy. 

It should be pointed out that our symmetry condition seriously 

impairs the sensitivity of the tesL Treiman and Yang suggest that the 

first deviations from isotropy would be proportional to cos c!>o The sym­

metry of our data about <j> = 180 deg makes it impossible for us to ob­

serve these first-order effectso The deviations we see must be pro­

portional at least to cos 
2 ~j> in order to survive the symmetry restriction. 

If the deviations from isotropy occur in the order suggested by Treiman 

and Yang, the anisotropy we observe may indeed indicate very serious 

deviations from one-pion exchange. 
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Fig. 18. Distribution of events in the Yang-Treiman angle <j> 

(see text for definition) for each neutron flight-time 
interval. The incident-pion momentum is 1.25 BeV /c. 
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Fig. 19. Distribution of events in the Yang-Treiman angle <j> 

(see text for definition) for each neutron. flight-time 
interval. The incident-pion momentum is 1. 75 BeY /c. 
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G, Conclusions 

The results ofthis experiment seem indicative of two things. 

First, our data tend to corroborate the existence of a pion-pion 

resonance at w = 750 MeV. From this experiment and another per­

formed with the same apparatus studying the process 

{IV -14) 

we can limit the value of isotopic spin associated with the resonance. 

The experiment studying the reaction of Eq. (IV -14) showed no comparable 

resonant state. 
31 

Since the ;r + -n + system is pure I = 2, the resonance 

we observe is restricted to I = l or 0. Our inability to distinguish the 

charges of the final-state pions makes it very difficult to ascertain the 

spin state of the resonance or obtain differential cross sections for the 

pion-pion system. However, our results are certainly compatible with 

and tend to corroborate the existence of the I = l, J = 1 resonance ob­

served in other experiments and known in the literature as the p meson. 

In addition, we find considerable evidence for processes other 

than one-pion exchange: the pion-nucleon resonance correlations show 

specific evidence of a final-state interaction; the Treiman- Yang test 

gives general indication of other processes. The presence of such pro­

cesses is probably responsible for the rather large width we find in our 

do /d{w
2

) distributions. It may also be significant that the resonance 

widths observed in other experiments are not in precise agreement. 

From the "Uncertainty Principle Rt we may estimate the lifetime of a 

particle with an energy width of 150 MeV to be 

A t),, 4 4X -24 utz -KE-= . 10 sec. 

Traveling at the velocity of light, such a particle moves approximately 

one pion Compton wave lengt~ on the average before decaying. The de­

cay products are thus in close proximity to the interaction center where 

the particle was produced- -a situation conducive to final-state inter­

actions. Depending on the strength of these interactions, the energy 

width associated with the particle 1 s decay may vary. 



-76-

In light of these considerations, the failure of our data to extrap­

olate according to the prescription of Chew and Low is somewhat less 

puzzling. Indeed, it is important to realize the limitations of the ex­

trapolation method; its failure here points out the need for more power­

ful techniques of extracting from the data information about pion-pion 

interactions. 
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APPENDIX 

A. Formulae Used in Kinematical Fitting 

To define more succinctly the functions E> and <1> of Sec. III-B, 

we introduce the quantities 

2 2 2 2 2 2 
m = (M2 + f.l1 + f.l + Ml - f.l2 )/2 ' 

cos TJ= cos8 2 cos ()TTl+ sin8 2 sin8TTl cos <1>11'1 , 

r:: (qlL cos B'lll - p 2 cos TJ)/ f.l, 

2 2 
s :: (m - w2 M 1 - w2c"'\L + M 1w1L + qlL p 2 cos 8 2)/f.l 

and 

The momentum p TT 
1 

is related to r, s, and t by 

I 2 2 2 2 1/2 
- rs ± [ ( f.l

1 
f.l) (r - t· ) + s ] 

(r 

From pnl 
2 2) 1/2 

we may calculate wnl = (pnl + f.ll and obtain 

from energy conservation: 

and 

We are now ready. to define E> and <1> : 

- 1 ·[q 1 L ... P n 1 cos en 1 - P 2 cos e 2 ] .. 
E> :: cos 

· Pn2 

and '0 ' 

(A-1) 

(A-2) 

(A-3) 

(A-4) 

Since the arctangent is defined only in the interval from zero to 180 deg, 

we need further information to complete the definition of <1>. 



sin f3 TTl sin <j>TTl 

PTT2 sin E> 

From the algebraic sign of sin~ we can now select the proper quadrant 

for the angle !· 
One readily sees that the functions E> and <j> are algebraically 

complicated. This, however, poses no special problem for an electronic 

computer: the only difficulty arises from the sign ambiguity in Eq. (A-2). 

If two nonnegative values can be found for pTTl' the fitting program must 

follow both alternatives. Though this seldom occurs, the possibility 

must be taken into account in the coding of the program. 

There is also a possibility that no physical values of pTTl exist 

for a particular choice of the defining set of variables. This may come 

about in two ways: the quantity inside the radical in Eq. (A- 2) may be 

negative, or both choices of the sign before the radical may lead to nega­

tive momenta. When this situation arose, a subsearch of the defining 

set was conducted by the fitting program to obtain physical momenta. 

The path of the subsearch was guided by appropriate gradients and re­

sembled in logic the search to fulfill the fitting criterion. If no physical 

momenta could be found in a preset number of search steps, the event 

was rejected. 

B. The Monte Carlo Method 

1. The General Problem 

Often one must deal with complicated systems whose separate 

compqnents are individually well understood. To study the operation of 

such a system sometimes presents serious computational problems. 

An exact solution, though possible in principle, may be prohibitively 

difficult in practice. In such a situation it may be expedient to resort 

to the so-called Monte Carlo method of calculation, whose answers, 

though not in closed form, represent a solution,to the problem in a sta­

tistical sense. The approach is simple: the entire system is mocked 



-80-

up mathematically and trial events are followed through the system in 

detail. The operation of each component is generated in a statistical 

manner. The result of a large number of such trial events yields a 

statistically valid solution to the function of the system as a totality. 

The operation of each component of the system must be stated 

as a statistical law.. Let x be the outcome of a trial event passing 

through a given component (x might be the scattering angle of a neutron 
. ' 

after colliding \\'ith a proton, for example); let P( x)dx beth~ probability 

of obtaining a value of x between x and x + dx. We then construct the 

function R(x): 

R(x) =I P{y) dy, 

min 

(B-1) 

where R(x) is monotonically increasing in the interval x . ~:x ~ x , 
m1n max 

. where x .. 
mln 

and x are the lower and upper limits imposed on the 
max 

. variable x. Conservation of probability requires 

R{x ) :::: 1 • 
max 

32 
From a well-known theorem of the calculus, 

i d 
R {x) = dx R(x) = P(x) 

(B- 2) 

(B- 3) 

Suppose we now generate random numbers in the interval from zero to 

one. Let us associate with each random number n a value x
0 

in ac­

cordance with the equation 

n = R(x0) . (B-4) 

. If we generate N such random numbers, the population of numbers in 

the interval between n and n + dn is simply ·N dn: 

I 

N dn = N (dn/dx) dx = NR (x
0
)dx = N P(x

0
) dx, (B-5) 

just the result expected if one populated the entire interval in x with 

~ events dist~ibuted according to P(x). Thus, if we associate each 

random number n with a value x
0 

according to Eq. (B-4), we obtain 

the required distribution of the variable x, 
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The cyclic nature of the Monte Carlo method (following trial 

events through a System) is well suited to programming for an electronic 

computer. All the Monte Carlo calculations described in the text were 

done by use of an IBM 709 computer. In writing such programs we found 

it useful to make each component of the system under study a separate 

subprogram (subroutine) which, given n, solves Eq. (B-4) for x
0

. Each 

component may then be tested separately to confirm that it generates 

the correct distribution for x. Additionally, such subprograms are 

then easily interchangeable for use in other Monte Carlo calculations. 

Once all the subprograms are functioning properly, one writes a main 

program which orders the subprograms in the same way as the system 

being studied. 

It is often useful, if R(x) is sufficiently transcendental, to pre­

pare a table of the values of. R{x) at the beginning of the Monte Carlo 

calculation. The subprogram dealing with R{xl then solves Eq. (B-4) 

by bracketing n between two entries in. the table. Linear interpolation 

between these entries usually yields x
0 

with fully adequate accuracy. 

This technique is often easier than iterative methods o£ solving Eq. {B-4); 

but the main advantage is speed: most computers are equipped with logi­

cal instructions designed expressly for examining tables; the time re­

quired for these instructions is typically a small fraction of that needed 

in arithmetic operations. 

The source of :random numbers used in performing a Monte Carlo 

calculation requires considerable attention. When using a computer one 

usually resorts to a so-called pseudorandom number generator, which 

consists of a subprogram initially containing a "seed 11 or generating 

number. Successive numbers are formed from this uuseedn by various 

operations: one method squares the u'seed uu (yielding .a number with 

twice as many positions) and takes the central digits of the square; an­

other method performs successive shift and add operations on the 11seed" 

The new number, though not truly random, is very weakly correlated to 
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its predecessor; it replaces the old 11seed" for generating future num­

bers and is returned by the subprogram, after proper normalization, 

as a "random 11 number. Such a generator is necessarily cyclic: even 

if the digits of the new number were perfectly random, there is a finite 

probability of generating the original "seed" again and thus restoring 

the generator to its initial configuration; also a zero may be generated, 
\ 

which. thereafter produces nothing but zeros. The choice of the initif-1 

"seed n is thus important; one tries to select a number whose cyclic 

properties have a very large period. 

In addition to these difficulties, pseudorandom numbers often 

contain subtle and annoying correlations. These depend on the "seed 11 

and the method of generation and are difficult to predict in advance. It 

is advisable to subject such a generator to rigorous testing {generating 

. numbers in the same quantity, order, and range as required .in the 

Monte Carlo calculation) before putting it into use. Such co.rrelations 

usually appear as statistical discontinuities in the results of the calcu­

lation .and fortunately can be discovered. 

2. The Pion-Scattering Calculation 

The pion-scattering correction discussed in Sec~ III-E provides 

a pertinent elementary example of this method; consider the problem 

posed in hypothesis II: pions scattering in carbon in a typical element 

of Array I, given a total cross section of 250 mb, the angular distribu­

tion measured by Abbattista et al. , 
25 

and a multiplicity of one. 

Two subprograms were required. The first determined on the 

basis of a random number n
1 

whether a pion scattered in traversing 

a length L of scintillation material. Since the cross section was 

assumed constant in our hypothesis, we can easily calculate the proba­

bility of scattering to be 

p = 1 
-Na 

- e (B-6) 

where N is. the number of carbon nuclei per square centimeter in a 
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length L of scintillator, and a is the scattering cross section. Scat­

tering is said to occur whenever n
1 
~ p. 

The second subprogram selected scattering angles according to 

the data of Abbattista et al. Their angular distribution was ~ntegrated, 

normalized to one, and incorporated into a table as suggeste'd in the pre­

vious discussion; the a;r.gument of the table was the cosine of the polar 

scattering angle. A second random number n 2 was then bracketed be­

tween entries in this table and a linear extrapolation used to obtain the 

corresponding value of cos e. Since the distribution .must be azimuthally 

symmetric, the azimuthal scattering angle <j> was selected as 

where n 3 was a third random number. 

The main program that employed these subroutines established 

the geometry of the system, ordered the logic of the calculation, and 

kept a tally of the results. 

The geometrical shape of the counters was slightly simplified 

to facilitate the calculation: the azimuthal and polar boundaries of the 

counter were taken to be arcs rather than .:chords. Thus the pion was 

taken to be inside the counter whenever its polar coordinates R, 8, 

and <1> relative to the center of the hydrogen target obeyed the inequal­

ities 

and 

160 em ~R ~175 em, 

e , ~e ~ e , 
lower · upper 

- l 5 de g ~ <j> ~ 1 5 de g, (B-7) 

where e and e are the polar angle limits appropriate to lower · upper 
the e ring under consideration. 

The main program began the calculation by choosing the initial 

coordinates of the pion to be 

R = 160 em, 

cos 8 eo cos 8 + (cos 8 - cos 8 ) X n 
upper lower upper e ' 

and 
<I>= - 15 + (15)X n<l> deg, (B-8) 
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where ne and n<j> are two random numbers, This choice uniformly 

illuminates the surface of the counter with pions. The initial trajectory 

of the pion was taken to be radiaL The program 'accounted for plural 

scattering by stepping along the traJectory in small increments, each of 

length L; after each step the first subprogram was consulted to ascer­

tain whether scattering had occur.ed.· If the pion scattered, the second 

subprogram was addressed to obtain the scattering angles; from these 

the main program calculated the trajectory after scattering. Successive 

steps ~ere theh taken along the new trajectory until the pion violated 

the inequalities of Eq. {B-7) and thus passed out of the counter, 

If the first inequality were violated, the pion was recorded only 

in the counter upon which it was incident. If either of the remaining 

inequalities were violated, at least one adjacent counter would have 

registered a count. The mainprogram kept a. tally of this latter class 

of events. The desired correction is simply the fraction of the total 

number of events comprised by this class. 

3 •. Neutron-Rescattering Correction 

The logic of the neutron-rescattering calculation is covered in 

the main body of the text. Two points, however, deserve special atten­

tio-n: t·~eat~ent of the neutron-proton differential cross sections and 

the estimate of error introduced by the Monte Carlo method. 

Since the calculation required knowledge of n-·p scattering as 

a function of both energy and scattering angle, a two-variable fit was 

made to the data summarized by Hess. 17 The fitting was done in two 

steps. At each energy from zero to 130 MeV, where an angular distri­

bution had been measured, the differential cross section in the bary­

centric frame was fitted in a least-square sense to the form 

* . >:< 2 * 
do-/dO = A(T.\ + B(T.) cos e + C{T.) cos e, 

1 1 1 . 1 
(B-9) 

* where e is the barycentric-frame scattering angle and T. is the 
1 

kinetic energy of the incident neutron in the laboratory frame. The 
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coefficients A(T.), B(T.), and· C(T.) thus obtained were then fitted 
1 1 1 

as functions of energy. The n-p systerri has a well-known bound state 
. 1 

(the deuteron) and a large s
0 

scattering length; this leads us to ex-

pect (at least in the zero-range approximation) two simple poles in 

A(T.) occurring at T. = - 2,2 MeV and at T. = - 0.06 MeV. 
33 

To facili-
1 1 1 

tate fitting, these singularities were removed by constructing the func= 

tion D(T.): . 1 

D(T.) = (T. + 2.2) (T. + 0.06) A(T.) 
1 1 1 1 

2 3 = dO + d 1 T i + d 2 T i + d 3 T i . 

Solving for A(T. ), we then obtain 
1 

2 3 
d 0 + d

1
T. + d 2T. + d 3T. 

A(T ) _ 1 1 1 

i (T. + 2.2) (T. + 0.06) 
1 1 

(B-10) 

(B-11) 

the order of the polynomial indicated in Eqs. (B-10) and (B-11) (cubic) 

seemed to yield the best fit to the data. Adequate fits for B(T.) and 
1 

C(T.) were obtained by using a quadratic and a quartic form, respectively: 
1 

2 
B(Ti)=bo+b1Ti+b2Ti, 

2 3 4 
C(Ti)=c 0 +c 1Ti+c2Ti tc3Ti +c4 T 1 

(B-12) 

The coefficients b., c., and d. obtained in this way are sum-
J J J 

marizedin Table IX. The resultant differential cross section fits the 

data adequately; . the shape of the angular distribution is nicely repro­

duced, and discrepancies, when they occur, appear in the normalization. 

This is probably not a fault of fitting but rather a fault in the data fitted: 

an absolute normalization is difficult to obtain in .neutron experiments. 

To estimate the error introduced by the Monte Carlo correction, , 

. we begin with Eq. (III-15): 

49 
y = I: (A-

1
) X 

m n=l mn n 
(III-15) 

. The change in ym due to an infinitesimal change dxn in.the variables 
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Table IX. C~efficients of fitting for n-p 
.differential c-ross'"'section data. 

Term in expansion 

Coefficient j::O 

(srS!.v) ( ):; ) ~ 
j:::4 -

.. ~- (sr~~.v~ sr-Mev2 sr-MeV3 

b. -0.302 -1.23X10-Z 4.49X1o- 5 
J 

c. -0.899 0.211 
J 

- 3.19X1 0- 3 1.35X10-S l. 94X10- 8 

d. 339.6 861.4 -6.04 7 1.615X10-Z 
J 

, ' 
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x and a change dA.. in the elements A.. is given by 
n ~ ~ 

49 -1 49 49 49 
dy = 2:: (A ) dx + I: 2:: E x 

8(A-lb 

8A.. 
dA .. (B-13) 

m n= 1 nm n 1 . 1 . 1 n n= 1=. J= lJ 

If we square this expression, we obtain 

2 49 49 
(dy ) = I: I: (A -l) 

m n=l k=l 
( -1 
A )kdxdxk mn m n 

49 49 49 49 49 49 
+ I: E, I: I: I: I: xnxk 

n=l k=li=l p=l j=l q=l 
8A.. 

lJ 

a A .. 
lJ 

An average is now taken over the independent variables 

this property of independence allows us to write 

and 
2 

(
dA.. dA \ = o. o. (AA .. ) 

lJ pq/ lp Jq lJ 

where o is the Kronecker delta: 
mn 

{

0, mIn 
0 -
mn 1, m=n 

Using Eq~ (B-15) to form this average, we find 

lJ . 

dA ... dxk 
lJ 

dA.. dA 
lJ pq . 

(B-14) 

x and A..; 
n lJ 

(B-15) 
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2 2 
(dy m) = (.6-y m) 

49 . 
= _1; {A- l) . 2 (.6-x ) 2 

n=l 

49 
+~ 

n=l 

· ·mn n 

49 49 [ c)( A -l) ] 
2 

; 2 
I: I: x . 8A mn ( .6-A .. ) 
i= l j :d n ij · lJ 

(B-16) 

In performing .the above average we .have ignored the fact that Eq. (B-13) 

holds only for infinitesimal variations of the x .and· A.., since. the 
n · lJ 

averaging process involves integration of Eq. (B-14) weighted in accor-

dance with the probability densities for these variables. Equation (B-16) 
' . 

is therefore approxiniate.and holds only insofar as the probability densities 

for the x .and the A.. are sharply peaked about their means. 
n lJ 

We may obtain an expression for 

8 (A -l) 
. ·. mn 

8A .. 
lJ 

:._. 

-1 
in terms of the ,(A. Jmn by differentiating the identity 

by 

But 

49 -1 
1; ~ (A ) = okn 
p=l p . pn 

A..: 
lJ 

49 
~ 
p=l 

8 ~p (A::, 1) + ~9 A. 
8A.. pn 

1 
-K.p· 

lJ p= 

a~ 
8A P = 6 ·k 6 · • . . 1 JP 

lJ 

and we may write 

8 (A -l) 
. . pn: 0 
8A.. · 

lJ 
(B-17) · 

(B-18) 

• 
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-1 
- o.k(A ). 

1 Jn 

M 1 . 1 . b (A- l ) d . k i 1d u tlp y1ng y mk an summ1ng over y e 

<HA-l) 49 49 
-~--r-m_n = E 1: - 1) A_ 

B A.. k 1 1 (A mk -K.p 
1J = p= 

a (A -l)kp 

BA. 
1J 

49 -1 -1 = - 1: (A ) k 6. k (A ) . 
ko:=l m 1 Jn 

-1 -1 = - (A ) . (A ) . , 
m1 Jn 

from which we obtain 

(B-19) 

(B-20) 

2 49 2 2 49 49 49 1 °1 1 J 2 
(b>y ) = 1:. (A-l) (L).x ) + E 1: 1: (A- ) .. x (A- ) .L).A .. 

m n=l mn n n=li=l j=l _ Jn n m1 1J 

which is the expression quoted in Eq. (III-16) of the texL 

This work was .done under the auspices of the U.S. Atomic Energy 

Commission. 
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