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Abstract

Role of crystal orientation and void location on void growth in polycrystalline metals

by

Paul Grant Christodoulou

A better understanding of failure mechanisms in metals allows engineers to build more

reliable structural components. One such failure mechanism is ductile failure, defined

by the nucleation, growth, and eventual coalescence of voids in a material. This the-

sis focuses on how crystallographic orientation, as well as triaxiality, grain boundary

misorientation, grain or phase boundary inclination, phase orientation relationship, and

material differences between two phases affect the growth of voids in polycrystalline met-

als. Void growth in face-centered cubic (FCC) and body-centered cubic (BCC) metals is

studied using two crystal-plasticity (CP) fast-Fourier transform (FFT)-based models: a

small-strain dilatational viscoplastic (DVP) FFT algorithm and a large-strain (LS) elasto-

viscoplastic (EVP) FFT algorithm. The macroscopic response, including the growth of

the void, is in good agreement between the DVP-FFT and LS-EVP-FFT algorithms. The

study begins with an investigation of the growth of intragranular voids in single-crystal

and polycrystal FCC microstructures. This study indicates that the loading type plays

a significant role in the relationship between the crystal orientation and void growth. In

strain-rate controlled simulations, voids in the hardest [111] crystals grow the fastest in

time, whereas in stress-controlled simulations, voids in the softest [100] crystal grow the

fastest in time. Void growth rate increases with triaxiality, which has been widely ob-

served in the literature. Then, intergranular voids in FCC bicrystalline and tricrystalline

simulations are studied. This study indicates that the grain boundary misorientation and

inclination have very little effect on the overall rate of void growth. Crystal orientation
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remains a strong indicator of the rate of void growth, although there are some voids at

grain junctions that appear to grow faster than within any constituent single crystal.

Grain boundary inclination affected how quickly the voids grew within one part of the

bicrystal or tricrystal simulations because of the stress and strain rate states in which the

inclination angle placed each constituent grain. Finally, the study concludes with a focus

on voids at FCC/BCC phase interfaces. This study confirms that the behaviors seen in

single-phase bicrystals apply in most cases to biphase interfaces, but the hardening rate

difference between Cu and Ta caused the void growth to exceed the average growth rate

of a void in each crystal alone. Finally, the void grew slightly faster in the BCC phase

when more slip systems were available.
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Chapter 1

Introduction

Over the past century, engineers have leveraged a greater understanding of the mecha-

nisms of damage and failure in metals to build more reliable parts for structural applica-

tions. These metallic parts are typically composed of polycrystalline aggregates, whose

microstructures comprise crystals with a heterogeneous orientation, size, and shape dis-

tribution. The crystal orientation plays a critical role in the mechanical response of

polycrystalline metals. The choice of chemistry and processing method influences the

texture of the resultant material, which then influences the mechanical response. Crystal

orientation dictates, among other things, the yield strength, modulus, and anisotropy.

In particular, the orientation of each grain dictates plastic deformation, since plastic

slip occurs in discrete planes in crystallographic directions. Behaviors that are plasticity-

mediated thus depend on crystal orientation as well. Ductile failure, where voids nucleate,

grow, and coalesce, is one such aspect of the mechanical response and is plastically medi-

ated. It is an important aspect of failure, and ongoing research is necessary to understand

ductile failure in crystalline materials.
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1.1 Ductile failure and its stages

Ductile damage and failure are defined by the nucleation, growth, and eventual co-

alescence of voids in the material. The formation of voids during material deformation,

both under quasistatic and dynamic loading, is well documented [1, 3–8]. Additionally,

many as-manufactured metals are highly porous — additively manufactured metals, for

example, are generally not fully dense [9–13]. Voids generally appear spherical, but upon

coalescence connecting threads join the voids, as in Figure 1.1. Because materials are

crystalline, the crystallographic nature of the material plays a role in all three stages of

void nucleation, growth, and coalescence.

Figure 1.1: Damage in shocked Ta, showing (a) spherical voids that have begun to
coalesce and (b) spherical voids with very few localization linkages. Reproduced from
Bronkhorst et al. [1].

Voids nucleate at various locations within crystalline media. Void nucleation in sin-

gle crystals occurs only by the coalescence of vacancies [14, 15], but in polycrystals,

the formation of voids can occur at the boundaries of defects [3–7, 15]. In engineering

materials with precipitates, voids may be found inside the interior of the ductile grain

after decohesion occurs at the grain-precipitate interface [3–5, 15]. In single-phase ma-

terials where precipitates are not present, voids typically nucleate at grain boundaries
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and higher-order junctions such as triple junctions and quadruple points [6, 7]. Recent

MD simulations [16] suggest the formation of voids at twin interfaces during the dynamic

deformation process of BCC. The twins undergo a reverse transformation, and the voids

remain within the grain interior without any indication of a twin. Thus, even when ex

situ studies do not observe voids near grain boundaries, this does not necessarily prove

that the voids did not nucleate at a grain boundary. In multiphase metals, voids can

also form at the phase boundary [17]. However, high strain rate tests of Cu / Nb have

indicated that spallation occurs in Cu, rather than at the Cu/Nb interfaces [8]. This

could have occurred at poorly bonded Cu/Cu interfaces as a result of the processing

method, although this is speculation.

Void growth occurs by one or more of the three proposed mechanisms: dislocation

loop emission from the void surface [18–21], vacancy diffusion assisted by mechanical or

chemical driving force [22], or dislocation adsorption from the material [23, 24]. It has

also been proposed that these mechanisms operate in different strain-rate regimes, where

dislocation loop emission is the primary mechanism during dynamic loading, while a

different mechanism, such as dislocation adsorption, is the primary mechanism at lower

strain rates [23, 24], with the vacancy diffusion method acting simultaneously at low

strain rates. These mechanisms are all plastically mediated processes.

Dislocations, described as line defects (an irregularity in the crystalline material),

and their movement are important mechanisms of plasticity. Dislocation movement is

generally divided into glide and climb, and crystal orientation affects both. In dislocation

glide, the dislocation move within a slip plane, which is dependent on the phase. The

particular slip direction and plane (called a slip system) are related to the external loading

and the crystal orientation, defining the impetus and available slip systems. Dislocation

climb is a diffusion-based process in which the dislocations move out of the slip plane.

Climb is dependent on the movement of vacancies and is thus a diffusion-based process.
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However, mechanical loading can affect the movement of vacancies, and the specific stress

state is a function of crystal orientation in crystals with anisotropic elastic properties.

Most models, described in the next section, focus on void growth using various models

of plasticity.

The length scale of the void also affects its behavior. Nanovoids, for example, act as

barriers to dislocation slip [25–29]. Larger voids act as stress concentrators, causing the

material to plastically deform at lower external loads, further propagating void growth.

Work hardening is present around the voids, which slows the surrounding plasticity and

thus void growth [30]. Witzen et al. [31] showed the development of shell-like regions

with a high dislocation density around voids in shocked Ta. These regions then show

elevated plastic activity around the voids, which then harden, slightly slowing the void

growth.

Ductile failure, also termed ductile fracture, terminates with the coalescence of voids.

This process is first characterized by plastic flow localization in the material, typically by

necking of the intervoid ligaments [32–34]. This constrained plastic flow slows the void

growth until the material can no longer sustain any more force and fractures, causing

two or more voids to become one. Beyond coalescence by necking, voids can coalesce in a

shear band or in columns [34], although these mechanisms are not as frequently observed.

Coalescence cannot occur without the voids first occupying sufficient space to lead

to plastic flow localization. While the first and third stages are key elements in ductile

fracture, the research in this dissertation focuses only on void growth, a topic that has

long been the focus of modeling.
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1.2 Models of void growth

1.2.1 Implicit models

Implicit or analytical models, i.e., where voids are not explicitly modeled, have been

developed for void growth.

Historical void growth models, such as those developed Rice and Tracey [35] and

later by Gurson, Tveegard, and Needleman [32, 33, 36–39], have typically been limited

to analytical solutions of one void in a homogeneous material or a regular array of voids

in a homogeneous material, primarily due to computational limitations. These models

were developed for solids that are rigid-perfectly plastic and obey the von Mises yield

criterion and define a yield surface for a porous medium given a macroscopically applied

stress using an upper bound approach. The yield surface for spherical voids is

(
Σeq

σ0

)2

+ 2q1f cosh

(
3

2
q2
Σm

σ0

)
− 1− q3f

2 = 0, (1.1)

where Σeq and Σm are the macroscopic von Mises equivalent and hydrostatic stresses,

respectively, q are values that account for void interactions (although typically only q1

deviates from unity), f is the porosity, and σ0 is the yield stress of the solid. The value

of the applied von Mises stress will always be less than the yield stress of the solid for

porous materials, f>0. From there, a flow law can be derived using the normal to this

yield surface. This flow surface can then be used within simulations as an implicit model.

The classical model applies to a homogeneous, isotropic, perfectly-plastic solid, and as

such, others have extended the model to account for various heterogeneities and power-

law plasticity [40–47]. Several models have sought to understand the growth of voids

in the context of heterogeneous crystalline materials, typically homogenizing the poly-

crystalline matrix’s properties and then applying anisotropic extensions of limit-analysis
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models [44, 45, 47]. More recently, Han et al. [48] developed an implicit model for a crys-

talline material that followed power-law viscoplastic crystal-plasticity, and a new model

is being developed by Rovinelli et al. [49] to account for interacting voids in single crystals

over a range of porosities, crystal orientations, and power-law exponents.

These models generally are empirical, and are fit to experimental or simulation data,

whether finite element or another discretization method, at the hydrostatic and devia-

toric limits. Implicit models are useful for simplifying the void-material and void-void

interactions at the continuum level, but the behavior for voids in heterogeneous materials

is inherently more complex than any implicit model. Implicit models cannot yet capture

the full range of simulation possibilities. However, they can give us insight on overall

trends that should be present. Firstly, yield stress is depressed as porosity increases, and

the flow rate (and thus void growth) increases as voids grow, barring any hardening in

the material. Voids interact with one another, increasing void growth further. Looking

alone at Equation 1.1, the yield stress is depressed as the stress triaxiality increases,

that is, the ratio of hydrostatic stress to the von Mises stress. This then translates to a

faster growth rate as the triaxiality increases, a fact that is well documented in explicit

simulations [2, 24, 50–52].

1.2.2 Explicit models

The models employed to develop these implicit models need to capture the local in-

teractions of the material at the boundary of the void. Heterogeneity is apparent at the

mesoscale, with the presence of grains with different crystallographic orientations relative

to the loading direction. Because the deformation of one grain can affect the deforma-

tion of the grains surrounding it, mean-field techniques, in which an individual feature’s

response is determined by its interaction within a homogenized matrix that represents
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all other features, can over-generalize the behavior of the material, and cannot model

the interactions between heterogeneities. A mean-field technique may capture the ap-

proximate global behavior, but it neglects any neighborhood effects. And since the local

stress and strain tensors around the void may differ from their global counterparts due to

the grains surrounding them (the so-called grain neighborhood), it is insufficient to use

macroscopic loading alone to determine void growth in highly heterogeneous materials.

Thus, full-field models, wherein the response of each material feature is determined

within its heterogeneous neighborhood, have the ability to fill this gap in knowledge of

how voids typically grow at the local level. A variety of full-field techniques are available

to treat void growth in metals. Four techniques will be described now, for context:

Molecular Dynamics (MD), Dislocation Dynamics (DD), Finite Element Analysis (FEA),

and the technique employed in this dissertation, Fast-Fourier Transform (FFT)-based

modeling.

Beginning with the smallest length scale, MD is a computational technique that sim-

ulates the movement of atoms given a known electronic potential. This method has been

used to confirm the mechanisms of void growth in crystalline materials, having shown

that dislocation loop emission was the primary mechanism for void growth [53–59], but

not in quasi-static loading [60], where dislocation adsorption appears to dominate void

growth [24]. MD simulations have demonstrated that grain orientation has a profound

effect on void nucleation and growth, not only in single crystals [55, 57, 61–65], but also

in bicrystals and tricrystals [16, 53, 66]. It has also been found that voids can move to-

wards grain boundaries when void and grain boundary are within a few nanometers [67].

It is important to note that the mechanisms of growth in quasi-static loading are not

necessarily the same, as noted above. While MD is an excellent choice for understanding

the fundamental mechanics during dynamic loading, the necessary time scale prohibits

this technique from fully assisting the understanding void growth in quasi-static loading.
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Moving up in length scale, DD is a method that does not model individual atoms, but

rather describes dislocations, using their interactions to describe the rather stochastic

nature of dislocation movement in metals. This technique has not been used widely

to describe void growth, but Segurado and Llorca [68, 69] and Chang et al. [23] have

demonstrated in multiple studies on voids in FCC single crystals that the flow stress and

strain-hardening rate increased as the void size decreases (in their work routinely labeled

“smaller is stronger”), and the void growth rate increases with void size (“smaller is

slower” or “the larger, the faster”), both trends which were more apparent as triaxiality

increased. They also found that strain-hardening rate increased and void growth rate

decreased as the number of active slip systems increased, but only in the case when

the plastic deformation along said systems were incompatible with externally applied

deformation. They also noted that void size limited dislocation shearing/adsorption,

with submicron voids lacking sufficient active dislocation sources near the void surface.

The final length scale, which will be the focus of this dissertation, is the so-called

“mesoscale” which does not simulate individual atoms, but rather the directional prop-

erties of metals. The term mesoscale is used here to describe the scale below a macroscale

part, at the grain scale. The two techniques that will be discussed in this context are FEA

and FFT-based algorithms, both of which perform numerical calculations on discrete

units of material, without explicitly modeling atoms or dislocations. Most commonly,

void studies at this scale use either isotropic plasticity or crystal plasticity constitutive

models. The latter class of models, developed by Asaro [70] and used widely in these

mesoscale techniques to understand the orientation-dependent plastic properties of met-

als. Crystal plasticity is predicated on the idea that plastic movement occurs in specific

slip directions and in distinct slip planes. Slip is treated at the grain level, noting the

orientation of the grain and using slip directions and planes to define the slip, but not

explicitly defining discrete atoms or dislocations. The slip systems for each phase are
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defined, and the crystal orientation are explicitly defined.

The first technique, FEM, is a numerical method to solve a boundary value problem

by subdividing the system into finite elements, forming a mesh (the numerical domain of

the solution) composed of polygonal or polyhedral units. FEM calculations of voids in

polycrystalline media have been conducted extensively to demonstrate growth in single

crystals [2, 48, 50, 52, 71], at grain boundaries and triple junctions [51, 72], and phase

boundaries Asim et al. [73], demonstrating that the orientation dependence of plasticity

strongly affects void growth. Simulations have also indicated that the trends related to

void growth rate seen in single crystals are reversed when the void is placed at a bicrystal

[74]. Several simulations have leveraged polycrystalline materials with interacting voids

to develop implicit models Fritzen et al. [75]. Simulations generally demonstrate that

void growth rate increases with triaxiality, and that void growth rate is dependent on the

grain orientation of the surrounding material, albeit studies have not extensively sought

to understand how load vs displacement controlled deformation affects that parameter.

The FFT-based methodology is another micromechanical technique that was origi-

nally conceived as an efficient alternative to FEM, and is the principal methodology used

in this dissertation. FEM is limited in complexity and size due to meshing difficulties and

the large number of degrees of freedom, while FFT is a meshless technique. FFT-based

formulae require periodic unit cells and provides a solution of the governing equations

of equilibrium and compatibility, limited only by the discretization and iterative nature

of the numerical algorithm, so that the converged stress and strain fields require the

constitutive relation at every discrete point. Moulinec and Suquet [76, 77] developed the

FFT algorithm to calculate the local and effective mechanical response using the image

contrast of pixel-based optical images of materials to determine the spatial distribution

of the constituent phases, given the mechanical properties of the phases as inputs. While

developed originally for linear elastic and nonlinear elastoplastic [76, 77] and later vis-
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coplastic composites [78, 79], the method was later adapted for visoplastic [80–82], and

elasto-viscoplastic [83, 84] polycrystalline materials, such as metals. Most recently, the

method, typically couched in a small-strain framework, has been adapted to a finite-

strain framework [84–89], making it comparable to most commercial FEA software. The

FFT method for polycrysttaline materials with directional mechanical properties is ideal

for use with pixel-based orientation images (e.g. Electron Backscatter Diffraction).

The FFT algorithm iteratively adjusts a compatible strain or strain-rate field that is

related to an equilibrated stress field through a constitutive potential to minimize the

average of local work or power. The use of a periodic unit cell and Green functions,

Fourier transforms of the fields can be taken to efficiently solve the micromechanical

problem. However, the requirement of the periodic microstructures makes the FFT-

based formulation less general than FEA. Additionally, while FEA can form relatively

smooth curved surfaces, FFT has been historically constrained to regular, rectangular

grids—although this has been recently remedied by Zecevic et al. [89].

Dilatational schemes for pore growth were developed by Lebensohn et al. [90, 91]

to treat pore growth in porous crystalline media. However, FFT simulations of porous

media have been limited. Bilger et al. [92] demonstrated that void clustering enhanced

void growth in an isotropic, perfectly plastic material. Studies intended for studying the

dilatational plastic response under various applied stress conditions without evolving the

porosity evolution represent the majority of studies for FFT [90, 93–95]. The DVP-FFT

algorithm was used by Lebensohn et al. [91] to demonstrate that the growth rate in FCC

polycrystals obeying a power-law slip constitutive equation was not identical to that of

a homogeneous isotropic matrix following power-law plasticity. Notably, they found that

certain crystals lying between two voids could either enhance plastic activity and thus

void growth, or suppress it, simply based on the crystal orientation relative to the loading

direction.

10
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1.3 Problem statement and outline

While there has been work completed to understand void growth in crystalline mate-

rials, void growth in highly heterogeneous materials is still not well understood. The aim

of this dissertation research is to further our understanding of how the crystallographic

nature of metals, both single phase and biphase, affects void growth in face-centered

cubic (FCC) and body-centered cubic (BCC) metals. A particular focus is to what ex-

tent the void neighborhood affects the void growth, and we attempt to pinpoint what

microstructural features contribute to void growth. Since void growth is mediated by

plasticity, we quantify plastic deformation in the neighborhood.

There is a need to further understand the growth of mesoscale voids within a hetero-

geneous crystalline medium. When a void lies within a heterogeneous neighborhood—at

a grain boundary, phase boundary, triple junction, etc.–its growth is not generally per-

fectly symmetric about the initial location. Voids the size of grains are often found prior

to coalescence, and there have been mesoscale studies of void growth, but more work is

necessary to understand the micromechanical effects of crystallinity on void growth. Void

growth is often faster in the direction where deformation occurs most easily, i.e. into a

soft crystal. A particular focus on what metrics dictate growth, and how best to quantify

growth, is part of this study. It is important to compare what we see in homogeneous ma-

terials to the heterogeneous materials. The local fields resulting from the microstructural

response and the macroscopic fields based largely on the externally applied boundary con-

ditions are tracked for deviations that could not be determined in mean-field techniques.

The purpose of this dissertation research is to explore void growth and understand key

gaps in knowledge, in such a way that could be useful for implicit models in the future.

It is insufficient to couch the ultimate failure of the material in terms of its macroscopic

properties and the hydrostatic stress alone. Key microstructural populations exist, intrin-
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sic to a material and its processing method, which determine the extent of void growth

and onset of coalescence.

The focus of this dissertation is on mesoscale growth of voids from plastic glide at the

grain level using a quasi-static micromechanical model. Using a full-field technique assists

us in determining how grains grow within heterogeneous materials. This research uses two

fast-Fourier transform (FFT)-based solvers, with some modifications from their original

formulation to quantify void growth. These methods are quasi-static in nature, although

we seek to study the dynamic properties of this material by simulating triaxialities found

as a result of shock loading. The simulations within this dissertation explicitly model

voids using power-law crystal plasticity constitutive equations to explore the nature of

void growth in crystalline media. The simulations herein use a dilatational viscoplastic

(DVP) FFT model, with minor modifications for use with porous single crystals, as well

as the more recently developed large-strain (LS) elasto-viscoplastic (EVP) FFT model,

or LS-EVP-FFT, to determine void growth.

The research in this dissertation tests the hypothesis that both the void neighborhood

and loading state are the major determiners in how quickly a void grows. This disser-

tation will demonstrate studies voids in various neighborhoods: within grains aligned at

different orientations with respect to loading, at grain boundaries, and at phase bound-

aries. In each case, quantifying void growth rate and direction allows us to identify those

neighborhoods.

In this dissertation, void nucleation will not be studied. Instead, voids will be placed

in one of three settings: (1) entirely within a grain, termed either “voids in grain interiors”

or “intragranular voids;” (2) intersecting a grain boundary, referred to here as “voids at

grain boundaries” or “intergranular voids;” or (3) at a phase boundary (“voids at phase

boundaries” or “interphasic voids”). Void growth, the middle stage of ductile failure, is

the focus of this research.
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This dissertation is structured with the intention of starting with the simplest of mi-

crostructures and progressively increasing in complexity. The dissertation focuses the

effects of crystallographic character on void growth, beginning with a study on intra-

granular voids in FCC single crystals and polycrystals, exploring voids at FCC grain

boundaries and triple junctions, and finishing with void growth at BCC/FCC phase

boundaries. Specifically, chapter 2 discusses the growth of voids in FCC single crystals

and polycrystals, modeled using a dilitational viscoplastic (DVP) fast-Fourier transform

(FFT) algorithm; chapter 3 describes a large-strain elasto-viscoplastic (LS-EVP) FFT

algorithm and its modifications, as well as show some key void growth comparisons to an-

alytical solutions, FEA, and the DVP-FFT model; chapter 4 shows void growth at grain

boundaries and triple junctions in FCC metals modeled using the modified LS-EVP-FFT;

chapter 5 shows voids at FCC/BCC phase boundaries modeled using LS-EVP-FFT; chap-

ter 6 outlines the general conclusions that can be drawn from these studies; and chapter 7

poses additional questions and recommend future avenues of study that would benefit

our further understanding of void growth.
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Chapter 2

Void growth in grain interiors

2.1 Introduction

Over several decades, progress in the fundamental understanding of damage and

failure of metallic materials has enabled the engineering of more reliable structural com-

ponents. In most applications, metallic parts are polycrystalline aggregates made of

anisotropic crystals of complicated shapes containing a variety of defects. This com-

plexity determines microstructure-sensitive damage and failure behavior under thermo-

mechanical processing. Recent advances in materials characterization techniques include

in situ 3-D microscopic visualization of ductile damage due to porosity evolution, from

nucleation to growth and coalescence of cavities. In polycrystalline materials, these

techniques revealed a large diversity in void growth-rates likely due local crystalline en-

vironments [96, 97]. Despite these recent experimental observations, damage and failure

models remain largely insensitive to local microstructural characteristics, due to a lack

of consideration of the controlling processes at the scale of single crystals, whose elastic

and plastic properties vary from grain to grain depending on orientation and, in some

cases, are strongly anisotropic. Dealing with and quantifying these microstructural ef-
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fects on ductile damage from a micromechanical perspective requires combining single

crystal/polycrystal plasticity and dilatational plasticity models, which is the main focus

of this chapter. When the metal contains inclusions, which is the case for most industrial

alloys, damage nucleation is connected to these inclusions (e.g. Goods and Brown [98])

and these inclusions are not always located at grain boundaries, especially when grains

are large. As a consequence, it is important to study intragranular growth of cavities.

Crystal plasticity (CP) models, which approximates plastic deformation accommo-

dated by dislocation slip in single crystals, have been combined with the finite element

(FE) method (e.g. Roters et al. [99]) to account for spatial variations of mechanical

properties of fully-dense polycrystalline materials. The implementation of CP constitu-

tive behavior in FFT-based formulations, conceived as an efficient alternative to CP-FE

(e.g. Lebensohn [80], Lebensohn et al. [81] in the rigid-viscoplastic (VP-FFT) regime,

Lebensohn et al. [83] and Eisenlohr et al. [84] in the small-strain and large-strain elasto-

viscoplastic (EVP-FFT) regimes), has enabled fine-scale microstructural information in

polycrystalline materials to be accounted for with an unprecedented level of detail.

Analytical dilatational plasticity models, on the other hand, describe the growth of a

cavity in a plastically deforming homogeneous matrix. These models are largely based on

the analysis of the mechanical response of a hollow sphere with isotropic rigid-perfectly

plastic behavior and were pioneered by Rice and Tracey [35] and Gurson [36], and have

been generalized to consider different geometries and material behavior [40–47]. Other

analytical homogenization methods were extended to the problem of dilatational plastic-

ity [100, 101]. Concurrently, FE-based cell calculations have been used extensively, either

in purely numerical studies, or for validation and calibration of analytical dilatational

plasticity models, including the study of void growth in single crystals [2, 48, 50, 52, 71].

A number of similar studies conduct simulations on single crystals and a singular void

at a grain boundary or triple junction [51, 73]. These integrated dilatational/single crys-
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tal plasticity analyses and numerical calculations showed that the directionality of the

plastic response of the single crystal strongly affect void growth. However, the ideal

configurations considered by the aforementioned analytical and numerical dilatational

plasticity models are unable to capture the complex way in which the microstructure of

polycrystalline materials affects damage evolution associated with void growth. For such

more realistic configurations, analytical expressions are not available and numerical mod-

els are very limited. Analytical model extensions may be adopted to capture some effects

related polycrystalline character of the matrix, e.g. texture-induced plastic anisotropy, by

first homogenizing the polycrystalline matrix’s properties and then applying anisotropic

extensions of limit-analysis models [44, 45, 47]. Liu et al. [102] conducted a series of

CP-FE simulations on a single void in a heterogeneous FCC polycrystal with random

orientations. They found that macroscopic triaxiality played an important role in the

growth of voids, and that at lower triaxialities, the effect of the orientation of the crys-

tals around the void had a greater effect on the void growth, particularly the dispersion

of said growth between individual simulations. Ultimately, they proposed a statistical

micro void growth model to capture the dispersion of the results from the study. There

is relatively little studied on orientation effects within polycrystals. One exception is this

study Liu et al., although the study used only CPFEM, and only includes one void in

the central grain with a cuboid arrangement of grains. In addition, less orientations are

simulated than in the current study.

Only a handful of numerical simulations have dealt with configurations involving mul-

tiple interacting voids. In the context of FE, Fritzen et al. [75] investigated the effective

material response of metals with multiple spherical voids for different volume fractions

with varying loading types. It was found that the Gurson–Tvergaard–Needleman [103]

analytical model only required one additional parameter to efficiently predict the macro-

scopic stress for all examined porosities. Ghosh et al. [104] performed FE calculations
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on a metal with hard inclusions and individual, albeit isotropic, domains representing

grains. The source of the heterogeneity was the voids that eventually formed near the

inclusions.

In the context of FFT-based models, Bilger et al. [92] performed calculations on

isotropic, perfectly-plastic materials with voids in various configurations to determine

the effect of the void distribution on yielding. These simulations showed that the clus-

tering of voids reduced the yield strength of the material, which motivated Bilger et al.’s

[105] proposal of analytical expressions to predict the yield stress of a material using a

clustering parameter. However, they found that at high triaxialities, the yield strength

was difficult to predict in microstructures with highly clustered voids. None of these

models, neither in FEA nor FFT-based simulations, used crystal plasticity, and as such

lacked the ability to account for crystal orientation.

Lebensohn et al. [90] and Vincent et al. [94] used FFT-based methods with explicit

representation of voids in polycrystalline and isotropic matrices, respectively, but their

analysis was limited to fixed configurations, i.e. studying the dilatational plastic response

under different applied stress conditions, but without porosity evolution. Lebensohn et al.

[91] extended the VP-FFT formulation to account for dilatational effects (resulting in

dilatational viscoplastic (DVP-FFT) formulation) associated with the presence of in-

tergranular voids in a polycrystalline matrix. This DVP-FFT model included specific

algorithms inspired by the particle-in-cell (PIC) method (e.g. Sulsky and Schreyer [106],

FFT-based implementation of Lahellec et al. [85]) to take porosity evolution into account.

DVP-FFT calculations allowed, for the first time, consideration of microstructural effects

on porosity growth-driven ductile damage, with crystals and voids represented explicitly.

In particular, DVP-FFT calculations were performed on two materials with identical ini-

tial porosity distribution: one representing an FCC polycrystal with uniform texture and

intergranular cavities, and the other representing a porous material with homogeneous
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isotropic matrix. Comparative calculations were performed on these two materials to

study the effect of the matrix’s polycrystallinity on porosity evolution.

Although intragranular growth of cavities in single crystals is a widely studied topic,

our findings are not completely in line with some previous results and, to the authors’

knowledge, no CPFE vs. FFT comparisons have been conducted within this field. In

addition, a very limited number address void growth in polycrystals, and none attempting

to decorrelate the effect of crystallographic orientation and grain neighborhood as we have

done here.

In this chapter, we study the effect of crystallographic orientation and applied tri-

axiality on the growth of intragranular spherical voids. Note that we focus on the void

growth stage of ductile damage, assuming pre-existing voids that have already nucleated

in the interior of crystals/grains, and not considering the late stage of void coalescence.

We employ the DVP-FFT and CPFE formulations, which both incorporate a combina-

tion of crystalline plasticity and dilatational plasticity and permit explicit representation

of intracrystalline voids. Such voids would occur, for example, by decohesion or fracture

of second-phase particles in the grain interiors of engineering materials. For several sin-

gle crystal orientations and triaxialities, we demonstrate that predictions of void growth

from both formulations agree reasonably well. Based on this cross-validation, we pro-

ceed to employ the more computationally efficient DVP-FFT to investigate intragranular

void growth in polycrystalline microstructures, wherein every crystal contains a single

intragranular void. We show that whether the loading type is full-stress controlled or

longitudinal strain-rate/stress-triaxiality controlled plays a significant role of the orien-

tation vs. growth rate relationship. In strain-rate controlled conditions, voids in the

hardest [111]-crystals grow the fastest in time, whereas in stress-controlled conditions,

voids in the softest [100]-crystal grow the fastest in time. The implications of these results

are discussed, particularly focusing on the interplay between orientation, triaxiality, and
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loading types.

The plan of this chapter is as follows: In section 2.2 we present relevant details on

the basics and modifications of the DVP-FFT and CP-FE to account for dilatational

effects in single crystals and polycrystals with intragranular cavities, as well as the simu-

lations conducted to probe the effect of lattice orientation on intragranular void growth.

Section 2.3 presents a comparison of void growth in single crystals under axisymmet-

ric tension, with different crystal orientations aligned with the major tensile axis and

different stress triaxialities, predicted with DVP-FFT and CP-FE, followed by a com-

prehensive study of orientation effects on intragranular void growth using DVP-FFT in

both single crystals and polycrystals. The implications of these results are discussed in

the same section, particularly focusing on the interplay between orientation, triaxiality,

and loading types. Finally, key takeaways of this study and outstanding questions are

addressed in section 2.4.

2.2 Method and Simulation Procedures

2.2.1 Single crystal viscoplastic behavior

In the current configuration, the viscoplastic behavior of a single crystal material

point is described by means of the following non-linear, incompressible, rate-sensitive

equation relating the Cauchy stress σ and the Eulerian plastic strain rate ε̇ at point x:

ε̇(x) =
K∑
k=1

mk(x)γ̇k(x) = γ̇0

K∑
k=1

mk(x)

(∣∣mk(x) : σ(x)
∣∣

τ k(x)

)n

sgn
(
mk(x) : σ (x)

)
(2.1)

with γ̇k(x), τ k(x), and mk(x)=1
2

(
nk(x)⊗bk(x)+bk(x)⊗nk(x)

)
being, respectively, the

shear rate, the critical resolved shear stress, and the symmetric part of the Schmid tensor,

associated with each slip system k of the K systems available, where nk and bk are the
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normal and Burgers vector direction of such slip system, γ̇0 is a reference rate, and n is

the stress exponent.

If the shear rates γ̇k(x) can be considered constant in a time increment ∆t such that

∆γk(x) = γ̇k(x)∆t, the critical stresses of the deformation systems can be explicitly

updated due to strain hardening. Here we use an extended Voce law [107], such that the

evolution of the critical stress with accumulated shear strain in each grain is given by:

τ k(x) = τ k0 + (τ k1 + θk1Γ(x))(1− exp(−Γ(x)
∣∣θk0/τ k1 ∣∣)) (2.2)

where Γ(x)=
K∑
k=1

γk(x) is the total accumulated shear in the grain, and τ k0 , τ
k
1 , θ

k
0 , and θk1

are the initial threshold stress, the initial hardening rate, the asymptotic hardening rate,

and the back-extrapolated threshold stress, respectively.

2.2.2 DVP-FFT formulation

FFT-based formulations are spectral numerical methods to compute the local and

effective response of heterogeneous materials, solving the governing equations inside a

periodic unit cell that give an equilibrated stress field constitutively related to a compat-

ible strain field. The heterogeneity of the unit cell may come from the presence of different

isotropic phases, as in the case of composites, different grain orientations, as in the case of

polycrystals, or a combination of both, i.e. multiphase polycrystalline materials. Porous

polycrystals are a special case of the latter, in which one of the phases is the void phase,

which cannot sustain stress. The starting point to combine crystal plasticity and dilata-

tional effects has been the rigid-viscoplastic VP-FFT formulation [80, 81] for fully-dense

polycrystalline aggregates with single crystals obeying the constitutive equation given in

Equation 2.1. With the addition of voids, the latter incompressible formulation was ex-

tended [90], resulting in the DVP-FFT model to compute the instantaneous dilatational
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viscoplastic behavior of porous polycrystals. The addition of algorithms to account for

void growth based on the use a Lagrangian grid of material points on top of the Eulerian

computational regular grid where FFTs are performed [85], allowed extending DVP-FFT

to predict porosity evolution in voided polycrystals, as well as porous materials with ho-

mogenous rigid-viscoplastic isotropic matrix [91]. The extension of the latter to consider

porosity evolution in single crystals is straightforward, adopting the constitutive equation

(Equation 2.1) for materials points belonging to the single crystal matrix.

We adopt the use of two grids: a Lagrangian grid of material points and an Eulerian

computational grid. We generate the material points by first considering a regularly-

spaced set of 2N1×2N2×2N3 voxels that discretize the unit cell and have single-crystal

rigid-viscoplastic properties (Equation 2.1). These properties can be homogeneous through-

out the entire unit cell (single crystal case) or periodically heterogeneous (polycrystal

case). Next, we seed the void phase using certain criteria, as described in subsection 2.2.4,

by removing the voxels occupied by the voids from the set of materials points. The points

remaining in the material phase represent a set of material points denoted as {xM}. Next,

every other point of the regular grid along the three directions is identified as Fourier

points, resulting in a N1×N2×N3 computational grid, to be denoted {x}. This Fourier

grid in Cartesian space has a corresponding grid of the same size in Fourier space {k}.

When a strain rate Ė, or a stress Σ, or a combination of both is applied to the unit cell,

the local strain rate field is a function of the local velocity field, and can be split into its

average and a fluctuation term:

ε̇ij (v(x)) = Ėij + ˜̇εij (ṽ(x)) (2.3)

where:

vi(x) = Ėijxj + ṽi(x) = Vi(x) + ṽi(x) (2.4)
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The local constitutive relation between the strain rate and the stress for Fourier points

with single crystal properties is given by Equation 2.1. The strain rate at these points

has no dilatational component. As for the Fourier points belonging to voids, the stress

vanishes. In FFT-based formulations, a fourth-order tensor Lo is the stiffness of a linear

reference medium, and the polarization field is given as:

ϕij(x) = σ̃ij(x)− Lo
ijkl

˜̇εkl(x) (2.5)

such that the stress fluctuation is written as:

σ̃ij(x) = Lo
ijkl

˜̇εkl(x) + ϕij(x) (2.6)

Combining Equation 2.6 with the equilibrium condition: σij,j(x)=0 and ˜̇εkl(x)=sym(ṽk,l(x))

gives:

Lo
ijklṽk,lj(x) + ϕij,j(x) = 0 (2.7)

The differential equation whose solution is the Green’s function Gkm associated with

the velocity field is then given by:

Lo
ijklGkm,lj (x− x′) + δimδ (x− x′) = 0 (2.8)

where δim and δ(x) are the Kronecker and Dirac delta functions, respectively. The

convolution integral that gives the velocity field is:

ṽi(x) =

∫
R3

Gik,l (x− x′)ϕkl (x
′) dx′ (2.9)

Applying the convolution theorem, the velocity and velocity gradient fields in Fourier
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space are given by:

ˆ̃vi (k) = (−ikl) Ĝik (k) ϕ̂kl (k) (2.10)

ˆ̃vi,j (k) = Γ̂ijkl (k) ϕ̂kl (k) (2.11)

where the symbol “∧” indicates Fourier transform, and Γijkl=Gik,jl, which, using the

definition of the Green’s function, can be calculated in Fourier space as (see Lebensohn

[80] for details on derivation):

Ĝik (k) = A−1
ik (k) , where: Aik (k) = kjklL

o
ijkl, and: Γ̂ijkl (k) = −kjklĜik (k) (2.12)

Note that with Γ̂ijkl (k) from Equation 2.12, and the current value of the polarization

field in Fourier space, the symmetric part of Equation 2.11 gives the new guess of the

strain-rate fluctuation field, which can then be antitransformed to obtain the associated

new stress fluctuation field by evaluating the local constitutive equation. These updated

guesses for the strain-rate and stress fluctuation fields can in turn be used in Equation 2.5

to update the polarization field, and so on and so forth.

From these equations, an iterative procedure based on the augmented Lagrangian

algorithm [78] is adapted and adopted for the case of porous single crystals (this chapter),

and polycrystals (see Lebensohn et al. [90]). The algorithm for a full stress tensor Σ

imposed to the unit cell requires an initial guess (indicated by the iteration index (0))

for the average strain rate:

Ė
(0)
ij = Ė

′(0)
ij +

Ė
(0)
kk

3
δij (2.13)

that is then adjusted iteratively. Initial guess values also need to be assigned to the local
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strain rate field. The deviatoric and hydrostatic parts are adopted as:

˜̇ε
′(0)
ij (x) = 0 ⇒ ε̇

′(0)
ij (x) = Ė

′(0)
ij (2.14)

˜̇ε
(0)

kk (x) = −Ė
(0)
kk ⇒ ε̇

(0)
kk (x) = 0 (2.15)

With this initial guess for the strain rate field, the corresponding stress field in the

material points σ(0)(x) can be obtained by inverting the local constitutive relation given

by Equation 2.1. For those points belonging to voids, however, the stress simply vanishes.

For the choice of the linear reference medium stiffness Lo, its deviatoric part can be

obtained as an average over local stiffneses, e.g. the tangent stiffness based on σ(0)(x) for

materials points and zero stiffness for void points, while the bulk modulus can be taken

proportional to the norm of the deviatoric part and the initial porosity (see Lebensohn

et al. [90, 91] for details).

These initial specifications provide a way to calculate an initial guess for the polar-

ization field in direct space (Equation 2.5), which in turn is Fourier-transformed. Fur-

thermore, assuming:

λ
(0)
ij (x) = σ

(0)
ij (x) (2.16)

as the initial guess for an auxiliary stress field, the iterative procedure is as follows.

With the polarization field after iteration i being known, the (i+1)-th iteration starts by

computing the new guess for the kinematically-admissible strain rate fluctuation field:

ˆ̃d
(i+1)

ij (k) = −Γ̂sym
ijkl (k) ϕ̂

(i)
kl (k) , ∀k ̸= 0; and ˆ̃d

(i+1)
ij (0) = 0 (2.17)

The corresponding field in real space is thus obtained by application of the inverse
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FFT, and the new guess for the stress field in the single crystal material points is calcu-

lated from:

σ(i+1)(x) + Lo : ε̇(i+1)(x) = λ(i)(x) + Lo :
(
Ė(i) + d̃(i+1)(x)

)
(2.18)

which, combined with Equation 2.1, gives a 6×6 system of nonlinear algebraic equations

to solve for σ(i+1)(x). The iteration is completed with the calculation of new guesses for

the Lagrange multiplier field:

λ(i+1)(x) = λ(i)(x) + Lo :
(
˜̇ε
(i+1)

(x)− d̃(i+1)(x)
)

(2.19)

and the new guess for the average strain rate:

Ė(i+1) =
〈
ε̇(i)(x)

〉
+ Lo−1

:
(
Σ−

〈
σ(i+1)(x)

〉)
(2.20)

where ⟨.⟩ indicates average over the entire Fourier grid. The algorithm then advances to

the next iteration, until the stress fields and strain rate fields coincide within a threshold.

Upon convergence, the critical stresses of the Fourier points with single crystal prop-

erties can be explicitly updated according to the strain hardening law using Equation 2.2.

The lattice rotation rate field can be also obtained (see Lebensohn et al. [91] for details).

This field, if assumed constant over the time increment ∆t used to march in time, can

be integrated and used to update the crystallographic orientations associated with the

points in the Fourier grid {x} with single crystal properties. Interpolation between {x}

and the set of material points
{
xM
}
(see Lebensohn et al. [91]) allow updating the critical

stresses and crystallographic orientations of the latter, resulting in strain-hardening and

texture evolution.

Equation 2.4 and the anti-transformation of Equation 2.10 give the time integration
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and interpolation of the velocity field mapped onto the Fourier grid. Together, they pro-

vide the local displacements of the material points, which scale with ∆t. Under positive

triaxialities, porosity increases and the aforementioned displacements are such that the

material points move away from neighboring voids. This results in a local incompress-

ible strain, dependent on the local single crystal plastic anisotropy and microstructure.

The corresponding void growth accommodates the volume change imposed to the unit

cell, which is given by Ėkk∆t. The new positions of the material points can be used as

input of an algorithm (see Lebensohn et al. [91]) to reassign void properties to certain

Fourier points (i.e. those whose distance to the nearest material point becomes higher

than a threshold), which previously had material properties. This reassignment deter-

mines local void growth, and contributes to the overall porosity increase. As part of

this algorithm, the time increment ∆t can by controlled, such that the change in macro-

scopic porosity f given by ∆f=(1−f) Ėkk∆t (Tvergaard’s formula [37]) coincides with

the average of local porosity changes.

In this chapter, DVP-FFT simulations for two types of imposed loads are presented.

The first one, used only in subsection 2.3.2 to precisely understand the influence of dif-

ferent loading types, is fully-imposed stress Σ (therefore also imposing stress triaxiality),

which corresponds to the algorithm previously described. The other loading type used

throughout the chapter is the one used by Ling et al. [2], in which the stress triaxiality is

imposed (i.e. the ratio between stress components, but not the magnitude of stress itself)

along with the longitudinal component of the strain-rate. The latter loading type requires

a correction to the stress tensor applied to the unit cell, based on the consideration of the

homogeneity of degree n of the strain-rate response to a given applied stress, explained

as follows. For a porous material with single crystal or polycrystal matrix, whose local

material behavior is given by Equation 2.1, if Ė(1) is a scalar measure (e.g. longitudinal

component) of the strain rate response to a stress tensor Σ(1) applied to the unit cell,
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(a) (b)

Figure 2.1: (a) Finite element setup for strain-rate and stress-triaxiality controlled
loading of the porous unit cells containing a central cavity and composed of Abaqus
C3D8 brick elements. Axial strain rate is imposed by displacement of node N3, while
the stress triaxiality and the axisymmetric stress condition are controlled by the dis-
placements of node N1 and N2 in Equations 2.26 and 2.27 (Abaqus nodal MPC). (b)
One eighth of the unit cell highlighting the central cavity (f=0.01).

then the imposed stress can be corrected according to Σ(2)=
(
Ė(2)/Ė(1)

)1/n
Σ(1) to obtain

a strain rate response with Ė(2) longitudinal component.

2.2.3 FEM formulation

The finite element model of the voided single crystal problem consists of a FE mesh

of a periodic unit cell with a void in the center (Figure 2.1) and a single crystal plas-

ticity subroutine [108, 109] to compute the constitutive response at the level of the FE

integration points, within the framework of an Abaqus-Implicit solver.

The control of both strain rate and stress triaxiality is achieved in the FE model by

the use of dummy nodes connected by linear springs outside of the unit cell for the control
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of boundary conditions (Figure 2.1.a), as inspired from the work of Lecarme et al. [110].

The FE mesh of the cuboidal single crystal unit cell is periodic, in the sense that the

node coordinates on each opposite outer surfaces are related by a translation. Periodic

boundary conditions are applied by coupling the displacement degrees of freedom (DOF)

of node pairs that face each other through the displacement of the master nodes M1, M2

and M3 in Figure 2.1.

Assuming an axisymmetric stress state with z as the primary loading direction and

using the definitions of the mean (hydrostatic) stress σH and the Von Mises equivalent

stress σeq, the stress triaxiality T= σH

σeq
reduces to:

T =
2σxx + σzz

3(σzz − σxx)
(2.21)

which can be re-arranged to express σxx as a function of the primary stress σzz:

σxx = σzz
3T − 1

3T + 2
(2.22)

The forces exerted on the faces of the unit cell by the springs (with identical stiffness

K) is written:

Fx = K(uN1
x − uM1

x ), Fy = K(uN2
y − uM2

y ), Fz = K(uN3
z − uM3

z ) (2.23)

The instantaneous area of the faces of the unit cells can be written as a function of

the initial edge length L0 of the unit cell and the displacement of the master nodes M1,
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M2, and M3 shown in Figure 2.1:

Sx = (L0 + uM2
y )(L0 + uM3

z )

Sy = (L0 + uM1
x )(L0 + uM3

z )

Sz = (L0 + uM2
y )(L0 + uM1

x )

(2.24)

from which the instantaneous (true) stress components can be written as:

σxx = Fx

Sx
, σyy =

Fy

Sy
, σzz =

Fz

Sz
(2.25)

To satisfy the stress triaxiality constraint of Equation 2.22, Equations 2.23, 2.24, and

2.25 can be combined and inserted into Equation 2.22 to yield the following expression

of uN1
x :

uN1
x = uM1

x +B
(L0 + uM3

z )(uN3
z − uM3

z )

L0 + uM1
x

(2.26)

where B stands for 3T−1
3T+2

.

Moreover, when the axisymmetric stress state condition, σxx=σyy, is satisfied, the

following expression of uN2
y results:

uN2
y = uM2

y +
(L0 + uM1

x )(uN1
x − uM1

x )

L0 + uM2
y

(2.27)

While uN3
z is prescribed to achieve the desired axial strain-rate of the unit cell, Equa-

tions 2.26 and 2.27 are solved iteratively using an Abaqus Multi-Point Constraint (nodal

MPC), coded as a Fortran user subroutine.

The crystal plasticity constitutive behavior is computed with a user subroutine, which

is summarized below (see [108, 109] for more details). The stress developed in the crystals

at each integration point is obtained based on the multiplicative decomposition of the

deformation gradient tensor F=R∗UelFp, whereR∗ is the lattice rotation, Uel=1+ϵ is an
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infinitesimal elastic stretch, and Fp is the result of dislocation slip (plastic deformation).

The velocity gradient tensor L is:

L = ḞF−1 ≃ Ṙ∗R∗T +R∗ (ϵ̇+ Lp)R∗T (2.28)

where

Lp = ḞpFp−1 =
∑
k

(bk ⊗ nk)γ̇k (2.29)

The slip rate γ̇k on slip system k and the hardening rule for the critical resolved

shear stress τ k are calculated as detailed in subsection 2.2.1. The elastic part of the

strain rate ϵ̇ is related to the elastic stiffness tensor and the time-derivative of the second

Piola-Kirchhof stress computed in the intermediate configuration. Lattice rotation R∗ is

calculated by the time-integration of the skew-symmetric part of the velocity gradient L

(Equation 2.28). Time integration is fully implicit based on a Newton-Raphson scheme.

In summary, the FFT-based and FE crystal plasticity formulations at the material

points are similar, but differ by the consideration of a (relatively small, compared with the

viscoplastic part) elastic contribution to the total deformation in the CP-FE approach,

which is neglected in DVP-FFT computations. Moreover, the adopted CP-FE is based

on large-strain kinematics (Equations 2.28 and 2.29), while DVP-FFT microstructure

(including porosity evolution) is based on the combined use of a Lagrangian set of material

points and an Eulerian computational grid, as described in the previous sub-section.

2.2.4 Simulations designed to probe orientation dependence

In this section, we describe the different simulations conducted to determine the effect

of crystal orientation on void growth employing the DVP-FFT and CP-FE formulations.

Three groups of microstructures were employed to probe the orientation dependence
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of intracrystalline void growth under axisymmetric tension: one group of single crystal

simulations, and two groups of polycrystalline simulations, shown in Figure 2.2. All

simulations employed a set of 72 predetermined orientations of the crystal axes with

respect to the tensile axis: 45 orientations originally introduced by Lebensohn et al.

[111], and 27 additional orientations to cover the intermediate regions of orientation

space between the [100], [101], and [111] orientations, shown in Figure 2.2b. These 27

orientations are not as evenly spaced as the original 45 orientations, but they cover the

missing regions without duplication. These selected orientations are presented in an

inverse pole figure/stereographic triangle relative to the z-direction, i.e. the axis of the

largest principal stress in our simulations.

The first set of simulations conducted using DVP-FFT and CP-FE considers single

crystalline unit cells. CP-FE is used here to compare to DVP-FFT and verify its results

in simple cases. For the majority of simulations that follow, the DVP-FFT is employed

because of its computational efficiency and that it is a much easier way to discretize

and treat complex structures. In the DVP-FFT simulations, 72 individual voided single

crystals were created and the corresponding unit cells were discretized with 128×128×128

material points (minus those in the void region), corresponding to a Fourier grid size of

64 in each direction, with the void at the center of the simulation, occupying 1% of

the volume of the initial crystal. The selected percentage permitted a sufficient amount

of observable voxel points and grid refinement (i.e., we had spherical voids) without

initiating significant void-to-void interaction. The difference between the grid employed

in this chapter and that of a finer one are approximately 3% in axial stress and less

than 1% in void fraction and void fraction growth rate. Each single crystalline unit cell

had an orientation corresponding to one of the 72 orientations described above. Of the

72 unit cells, four single crystal orientations were compared against corresponding CP-

FE simulations: [100], [101], [111], and [210] orientations. The CP-FE single crystal unit
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a) Single Crystal

Void

Z (primary)

X/Y
(transverse)

Polycrystals

b) Orientations

c) 72-grain random-seed polycrystal d) 108-grain FCC-seed polycrystal

[001]

[111]

[101]

Orientation of z axis
relative to crystal

Taylor factor

2 32.5

Figure 2.2: Figures of the three 3-dimensional microstructure sets used in the simula-
tions: (a) a periodic single crystal with a void in the interior, with a primary stress in
the Z direction; (b) the 72 key crystal orientations used in the simulations (as dots),
and are colored with the Taylor Factor of the fully dense material calculated for a
n=5; and (c) and (d) are the two polycrystalline microstructures. Sub-figure (c) is a
2-D slice through the random 72-grain voronoi tesselation with voids at the seed of
each of the Voronoi cells. Sub-figure (d) shows a 2D slice through the plane of the
108-void system, in which the voids are placed in an FCC-like array and the grains
form the Wigner-Seitz cells around each void. The center of the grain and the center
of the void coincide in this regular grid, and the grains form dodecahedrons, consistent
with a coordination number of 12. In each case, the boundary conditions are the same
as in (a), with the primary axis is in the Z direction.
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cells were composed of 16000 Abaqus C3D8 brick elements (eight nodes, eight integration

points). Convergence of the CP-FE results was checked with respect to the number and

type of finite elements used to mesh the unit cell. The chosen orientations also allowed

qualitative comparison with previously reported CP-FE simulations by Ling et al. [2].

Besides voided single crystals, we studied polycrystalline microstructures with in-

tragranular voids as well, in order to access nearest grain neighborhood effects. Two

sets of polycrystalline microstructures were simulated using DVP-FFT. Both types were

composed of 256×256×256 material points before removing those from the voids, corre-

sponding to 128×128×128 Fourier points. The first microstructure was a 72-grain unit

cell, with the grains randomly-generated by periodic Voronoi tessellation. Voids were

located at the seed points of the Voronoi structure, and occupied 1% of that grain’s

volume, i.e. larger grains contained larger voids. 72 random orientations were assigned

to the grains. The same 72-grain partition was used in different realizations to main-

tain the same morphology, while the orientations assigned to each grain were randomly

reassigned, for a total of 30 realizations.

The second type of polycrystalline microstructures, and the third microstructure

group, was created by placing the center of the voids in an FCC-type super-lattice

(i.e. regular arrangement of grains, not of atoms), and forming the grains around them,

using their Wigner-Seitz cells. This placement ensured that all voids were at the center

of the grains, and that all voids were identical in shape and size, reducing the variables

to the individual grains orientation and neighborhood. However, because the microstruc-

tures needed to have four (for one FCC unit cell) voids, and power-of-three numbers of

FCC super-cells are convenient, 108 voided grains were created (4×36). The 72 orien-

tations were randomly assigned to 72 of the 108 grains, and the remaining 36 grains

were randomly assigned 36 random orientations. As before, these 108 orientations were

randomly assigned in 30 separate realizations.
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All simulations were stress-triaxiality controlled and of these, most were additionally

strain-rate controlled, while a small group of six simulations were instead stress-controlled

(reasons to be discussed shortly). The applied strain rate in strain-rate controlled simula-

tions was ε̇peq=1.0 s−1 in the DVP-FFT, and ε̇p33=1.0 s−1 in the FEA. Each microstructure

was simulated using DVP-FFT at four stress triaxialities: TX=0.6, 1, 2, and 3, with the

primary axis along the z-direction, and axisymmetric stresses in the x and y-directions.

FEM simulations are presented at two of those four triaxialities: TX=0.6 and 3. Not

all of the results are presented, given that the intermediate triaxialities were found to

represent intermediate states between the lowest and highest triaxialities.

A set of single-crystal simulations at the highest and lowest stress triaxiality but with

fully-prescribed equivalent stress of σeq=2.5τ0 were additionally conducted with DVP-

FFT. Only the [100], [101], and [111] single crystal orientations were simulated. These

simulations are discussed in subsection 2.3.2.

The crystals were able to plastically deform activating the 12 ⟨110⟩ {111} slip systems

associated with FCC slip. The reference slip rate and stress exponent in Equation 2.1,

are γ̇0=1.0 and n=5, respectively. The Voce hardening parameters from the Equation 2.2

were τ0=1.0 MPa, τ1=3.0 MPa, θ0=8.0 MPa, and θ1=0.0 MPa. Additionally, in the FEM

calculations, isotropic elastic coefficients were assumed: C11 = 1346 MPa, C12 = 577 MPa

and C44 = 385 MPa, resulting in a Young’s modulus more than 1000 times larger than

τ0.
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2.3 Results & Discussion

2.3.1 Voids in single crystals, comparisons between CP-FE and

DVP-FFT

To ascertain that the CP-FE and DVP-FFT models show the same void growth

trends, single crystal simulations were compared for the highest and lowest triaxialities

(TX=0.6 and TX=3). Figure 2.3 shows the normalized void volume, V/V0; remote stress,

σ33/τ0; and transverse plastic strain, εpT , as a function of plastic strain in the axial

direction, εp33 at the lowest triaxiality. The stresses and transverse strains are within

10% of each other at strains above 0.2 for the lower triaxiality simulations. The volume

fraction of the voids, except for voids in the [101]-oriented crystals, differ by less than

10% at all strains. The voids in the [101]-oriented crystals differ by less than 10% up to

strains of 0.5, and then increase to 25% by 100% axial strain.

The DVP-FFT and CP-FE at the higher triaxiality do not match as closely, as shown

in Figure 2.4. The trends are consistent for the transverse strains, at least from the

perspective of the ordering of the crystal orientations. The trends in growth rate, the

focus of the current study, are consistent. Figure 2.4(c-d) shows that the transverse

strains calculated by FFT and FEA differ significantly initially, by 2.5 times, but then

eventually converge at higher plastic strains. At low strains, the transverse strains are

going to be primarily due to the elastic strain contribution in the CP-FE. This large strain

difference is also likely due to the difference in prescribed strain rate, since the specific

strain rate prescribed in each method differs slightly (Ėeq in the DVP-FFT and Ė33 in the

CP-FE). The stress and volume fraction are within 20% between the corresponding CP-

FE and DVP-FFT simulations. At both triaxialities, the void in the [111]-oriented crystal

grows the fastest, while the void in the [101]-oriented crystal at the lower triaxiality and in
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Figure 2.3: Figures comparing DVP-FFT (no symbols) and CP-FE (closed symbols)
in single crystals at a low triaxiality (TX=0.6). The figure (a) shows the volume
fraction of the void, (b) axial stress, (c) transverse strains in the x direction, and (d)
transverse strains in the y direction. The (b) stresses and (c, d) transverse strains in
the material (to what extent the DVP-FFT completed) are within 10% of one another
at strains above 20%, and the trends for the (a) volume fraction and, by extension,
volume fraction rate, are consistent. At this low triaxiality, the voids in [111] and
[101]-oriented crystals grow at the highest and lowest rate, respectively.
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Figure 2.4: Figures comparing DVP-FFT (no symbols) and CP-FE (closed symbols)
in single crystals at a high triaxiality (TX=3). The figure (a) shows the volume
fraction of the void, (b) axial stress, (c) in the x direction, and (d) transverse strains
in the y direction. The DVP-FFT calculations complete a fraction of what the CP-FE
completes. (a) The volume fractions are within 20% of each other between simulation
types, and stresses differ by no more than 15% for each crystal orientation. Here, the
(c, d) transverse strains differ significantly, but (a) both algorithms predict that the
voids in the [100]-oriented grains grow the slowest, rather than the [101] grains. Both
algorithms predict that the voids in the [111]-oriented grain grow fastest.
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Figure 2.5: Figures showing aspect ratios vs. the plastic macroscopic axial strain for
both the DVP-FFT (no symbols) and CP-FE (closed symbols) in single crystals at
(a) a low triaxiality (TX=0.6) and (b) a high triaxiality (TX=3). At both triaxialities,
the DVP-FFT aspect ratio algorithm yielded more noise than that of the CP-FE. The
aspect ratio of the voids in the (b) high triaxiality case in the DVP-FFT simulations
exhibited significant noise, but both aspect ratios remain within 10% of the original
value during the range shown.

the [100]-oriented crystal at higher triaxialities grows at the lowest rate. The DVP-FFT

algorithm does not control the total axial strain, so the simulations at higher triaxialities

use a much smaller time scale and maximum axial strain, to control the strain rate most

accurately. Figure 2.3.1 shows the aspect ratio, AR, as a function of plastic strain in

the axial direction, εp33 at the lowest and highest triaxialities. The data contain some

noise, since the post-processing aspect-ratio algorithm can encounter problems when

the shape of the voids does not change significantly. At the higher triaxiality, with

the least shape change, the noise is greatest, making comparison between the models

difficult. Nonetheless, we clearly find that the aspect ratio at that triaxiality are within

20% between the corresponding CP-FE and DVP-FFT simulations. The Ling et al.

[2] CP-FE results indicate the same trends in the cases of the [100], [101], and [100]-

oriented crystals, but the void in the [210]-oriented crystals grew at a slower rate at both

triaxialities reported [2], although they have a higher exponent (n=15) and the hardening

rule differs. Other CP-FE simulations, such as those by Asim et al. [73] and Chen et al.
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[51] also show that soft grains appear to have faster void growth.

In summary, voids in FCC single crystals grow most rapidly in [111]-oriented crys-

tals under strain-rate controlled conditions. This orientation corresponds to plastically

hard crystal relative to the loading direction. This is consistent across DVP-FFT and

CP-FE, although slight variations between the two models exist, due to the fact that the

CP-FE relies on a mesh and large-strain kinematics, while the DVP-FFT uses voxelized

microstructures, as well as lacks the elastic behavior of the CP-FE. Because of the choice

of a void volume fraction to both maximize observation and minimize interaction between

voids, the trends seen here are expected to hold at lower porosity levels. This important

conclusion of this comparison is that DVP-FFT yields comparable results with CP-FE

and we can therefore rely on the more efficient DVP-FFT to investigate the relation-

ship between crystal orientation and triaxiality on void growth with reliable statistics in

polycrystals.

2.3.2 Voids in single crystals

The loading type dictate the void growth rate, as seen in Figure 2.6, which shows

the results of DVP-FFT simulations for voided single crystals with orientations [100],

[101], and [111] with two sets of loading types: fully-stress controlled, and axial strain-

rate controlled. In both cases, the stress triaxiality is controlled. When volume is plotted

against strain, the void in the hard [111]-oriented crystal always grows at the highest rate.

This trend was obtained for all strain-rate controlled simulations, but in the softest [100]-

oriented crystals, porosity always grows the fastest in time with fully-imposed stress.

When stress is fully imposed, the intermediate [101] orientation has the slowest void

growth in time. Thus, depending on the local loading conditions, the apparent speed of

void growth may reverse, which may account for experimental observations that voids
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Figure 2.6: Volume vs. axial strain and volume vs. time plots for voids in single crystal
voids in the DVP-FFT simulations at Tx=0.6 and Tx=3 show that loading types can
reverse the order of growth rate in the single crystals. Under stress-controlled loading,
the softest crystals grew fastest in time.
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are largest in soft grains [7].

Figure 2.7 shows the inverse pole figure (IPF) with a contour of the initial void

growth rate with respect to strain for each single-crystal orientation represented in the

IPF. Overall, the void growth rate in single crystals varies smoothly between any two

of the three symmetric orientations ([100], [101], and [111]). The voids in all crystals

experience an initial reduction, followed by an increase in growth rate as the simulations

progress (click here for supplemental animation).

The calculations are repeated for a range of triaxialities, although not all are shown.

For all triaxialities tested, the voids in [111]-oriented crystals grow the fastest with respect

to strain. They continue to grow at the fastest rate for the entire straining period,

including the initial reduction in growth rate. At low triaxialities, voids in [101]-oriented

crystals grow the slowest, while at higher triaxialities, voids in [001]-oriented crystals

grow the fastest, as is evident in figures 2.3 and 2.4. The arrow drawn in Figure 2.7

illustrates the connection from the crystal orientation with the slowest-growing void to

the orientation with the most rapidly growing void and approximately follows the path

of the steepest gradient.

2.3.3 Voids in polycrystals

Next, we study void growth in fully voided polycrystals, in which every crystal has one

starting intragranular void. In the 72-grain random structure, we expect that orientation

effects on void growth to be highly variable and weak, in which much of the strong

orientation effects on void growth seen in the isolated single crystals are diminished.

In the 72-grain random case, each void has a different size and location in its parent

crystal. In the 108-regular polycrystal, each void is the same size and centered inside its

parent. The chief variable lies in the orientation of the surrounding grain neighbors. Voids
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Figure 2.7: Initial volume growth rate (taken as the derivative of volume in terms
of macroscopic axial plastic strain) as a function of orientation for single crystals at
stress triaxiality (a) Tx=0.6 and (b) Tx=3. Each of the 72 points shown in Figure 2.2b
is represented here by one individual simulation. The voids in the [111]-oriented single
crystals grow fastest. At low triaxialities, the void in the [101]-oriented single crystal
grows the slowest, while at higher triaxialities the void in the [100]-oriented crystal
grows the slowest. The arrows are drawn to indicate the trend of fastest rate change,
highlighting this shift between low and high triaxialities. The indicated trend was not
numerically determined. Find link in body of text to download animation.
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in all neighboring grains grow at different rates and interact with one another. With these

many sources of variation, we expect void growth across the polycrystal to be distributed.

The question, however, concerns whether orientation effects on intragranular void growth

seen in ideal single crystal tests are still preserved in a multiply-voided polycrystal.

Figure 2.8 shows IPF contour plots for polycrystals with the random 72-grain struc-

ture and the regular 108-grain structure. The IPFs represent the average of 30 realizations

at the same macrostrain, plotted as a function of void growth rate with respect to strain

vs. the crystal orientation containing each void. Since in the 72-grain polycrystal, each

void is not the same size, the void volume was first normalized by its starting volume

before averaging. Note that each point represents one of the 72 starting orientations. The

additional randomly-generated orientations that supplemented the 108-grain polycrystal

are not included in these plots to reduce clutter.

The strong correlation between orientation and void growth rate seen in the single

crystals is diminished in the case of polycrystals, although the growth rate near the [111]-

direction still remains consistently the highest for all triaxialities. At the lower triaxiality,

both polycrystalline microstructures have a few other orientations with exceptionally high

growth rates. In the random 72-grain polycrystals, these orientations are [327]-, [438]-,

and [538], and in the regular 108-grain polycrystal, they are [219]- and [214]. At the

higher triaxialities, the orientations with the highest growth rates are still exclusively the

[111]-oriented crystals.

For both the single crystals and polycrystals, the growth rate varies non-monotonically

with strain in a way that does not depend on its starting orientation. An animated

version of Figure 2.8 can be downloaded by clicking here. For voids in all single crystals,

the growth rate varied in the same way, initially decreasing and then increasing with

strain. The voids in the polycrystalline microstructures are not similar. In any individual

simulation, the voids in some grains grow the fastest initially, only to slow down and be
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surpassed by other voids in grains with a different orientation.

To compare orientation effects with the single crystal cases, Figure 2.9 compares the

volume of voids in selected starting orientations in the single crystals and the average

volume of the voids in the corresponding crystal orientations in the polycrystalline mi-

crostructures.

The void growth in [111] grains in the polycrystals is, on average, slower than that of

its single crystal counterpart. However, the orientation correlates more closely to growth

at the highest triaxiality than for the lowest triaxiality, as is indicated in the Figure 2.8.

It is possible that at even higher triaxialities, the voids in the [111]-oriented crystals in

polycrystals would experience even greater growth.

In the 72-grain random polycrystals, for TX=3, the voids in both the [111]- and [001]-

oriented grains initially grow at similar rates to their single crystal counterpart. As the

strain increases, the voids in the [001]-oriented grains in polycrystals appear to grow

faster. Conversely, the voids in the [111]-oriented grains in polycrystals slow down as

strain increases. This indicates that the [111] grains have reached a saturation stress,

and that the [001] and [101] crystals continue to grow and compensate for this saturation.

Overall, voids in [001]-oriented grains loaded with low stress triaxialities appear to grow

faster, on average, in polycrystals than in a single crystal with the same orientation.

The voids loaded at low stress triaxialities appear to be the least sensitive to orien-

tation in the 72-grain random polycrystal: the voids in the [111]-oriented grains grow

at a similar average rate as the voids in the [001]-oriented grain. At high triaxialities,

the voids grow faster in the [111] grains. Overall, the [101]-voids grew the slowest at all

triaxialities.

The voids in the [001] grains have the most erratic behavior, having slow initial growth

for TX=1, but more moderate growth at the other triaxialities. The growth decreases to

a minimum for TX=1, and then increases towards its single crystal behavior for TX=3.
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Figure 2.8: Initial volume growth rate (couched in terms of macroscopic axial plastic
strain) as a function of orientation for polycrystals in the 72-grain polycrystal at a
stress triaxiality of (a) Tx=0.6 and (b) Tx=3, and in the regular 108-grain polycrystal
at a triaxiality of at a stress triaxiality of (c) Tx=0.6 and (d) Tx=3. The figures shown
here represent the average of 30 realizations of polycrystals, plotted as a function of
void growth rate vs. containing crystal orientation (relative to the primary stress
axis). Each of the 72 points shown in Figure 2.2b is represented here by the average
of 30 simulations. The results are noisier than in single crystals, although voids
grow consistently faster in grains oriented near the [111]-direction. The still does not
capture the non-monotonic growth rate of the voids. Find link in body of text to
download animation.
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Figure 2.9: Volume vs. axial strain plot for the corners of the stereographic figures,
showing data analogous to the previous figures, for stress triaxialities (a) Tx=0.6, (b)
Tx =1, (c) Tx =2, and (d) Tx =3. At every triaxiality, the void in a [111]-oriented
single crystal grew the fastest. At low triaxialities, the void in the [101]-single crystal
grew the slowest, but at higher triaxialities, the voids in the [001]-oriented crystals
grow the slowest.
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On average, these voids grow slower than their single-crystal (and, by extension, the

72-grain polycrystal). The voids in [101] grains grow faster in this ordered polycrystal at

every triaxiality compared to the random polycrystal, but converges to the single crystal

value at the highest triaxiality.

Based on observations from Lebensohn et al. [90], it has been proposed that the

relationship between the parent orientation and growth rate seen in single crystals would

reverse in polycrystals. It was seen in that work that the interconnecting material between

two nearby voids experienced an increased plastic strain rate if the material was soft, such

as an [001]-oriented grain. Accordingly, here, we would expect to see that while the voids

in [111]-oriented crystals grow the fastest, the voids in the same orientations in polycrystal

would grow the slowest. This appears to be the case at low triaxialities (TX=0.6) but not

at high triaxialities (TX=3). The results here demonstrate that despite the interaction

between two neighboring growing voids, at high triaxialities, the hardest crystals (i.e.,

[111]-oriented ones) continued to experience the most void growth.

Taken together the results on the fully voided polycrystals show that intragranular

void growth is insensitive to orientations at low triaxiality and very sensitive to orien-

tations at high triaxiality. The strong propensity for growth in [111]-oriented crystals

is reduced in polycrystals. Particularly at lower triaxialities, the material behaves more

isotropically; that is, void growth is insensitive to parent orientation. In contrast, void

growth correlates clearly with crystallography at high triaxialities. Like the single crys-

tals, the parent orientations in the polycrystal that are not near the [111] orientation

show reduced growth rates at higher triaxialities. The only exceptions to this are when

the parent orientations have much lower growth rates than those of its immediate sur-

rounding orientations.
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Figure 2.10: These figures show the mean (bold line) and one standard deviation
bounds of void volume as a function of axial strain for the 72-grain polycrystal at a
stress triaxiality of (a) Tx=0.6 and (b) Tx=3, and in the regular 108-grain polycrystal
at a triaxiality of at a stress triaxiality of (c) Tx=0.6 and (d) Tx=3. What is most
important to note is that the mean of the three directions falls within the standard
deviation lines in every case. Note that the [111] case does have the greatest standard
deviation in figures (b) and (c).

2.3.4 Data spread and statistical significance

Figure 2.10 shows the mean void volume and one standard deviation away in the

[111]-, [101]-, and [001]-oriented crystals in Figure 2.8. The mean of each void tends to

fall within the standard deviation of all three void types. The range of volume change

is wide in polycrystals, bringing into question whether the number of realizations is

sufficiently large to state that this variation is statistically significant. Yet, to date, to

our knowledge, no report in the literature has completed such a study for polycrystals.

Therefore, there is a need to take a closer look at the statistical significance of the

differences in the obtained distributions and on the effect of grain neighborhood.

To determine the statistical significance of porosity distributions, the two-tailed p-
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value is determined for void volume at the same axial plastic strain between voids in

[111]-, [101]-, and [001]-oriented crystals, using the mean and standard deviation from

Figure 2.10. When the p-value is close to unity, the two distributions are nearly identical.

Any differences between the mean likely originate from rare cases or outliers. The low

triaxiality simulation for the random polycrystal shown in the top left-hand corner in

Figure 2.11 is one example. This is not the case at high triaxialities, wherein the void in

the hardest crystal continued to experience the most growth.

When the value is close to zero (below the standard 5% threshold), the populations

are statistically distinct from one another and any differences cannot be attributed to

randomness. For instance, the p-value is less than 0.05 between the voids in [111]-oriented

grains and both other grain orientations for the high triaxiality case in the regular 108-

grain polycrystal. In other words, the voids in the [111]-oriented grains have void growth

patterns that are distinct from the voids in both [101]- and [001]-oriented grains. The

orientations of the parent grains are likely the primary cause of the faster void growth.

The other cases have intermediate p-values, well above the standard 5% threshold.

At the lower triaxiality, and between the voids in [101]- and [001]-oriented grains at all

triaxialities, the differences between the other two void populations are not statistically

distinct. We suspect that in these cases, the faster void growth in the [101]-oriented grains

is due more in part to the grain neighborhood than to the parent grain orientation.

2.3.5 Neighborhood effects

The spread in data in Figure 2.8 poses two important questions: to what extent is

the spread due to neighborhood, and how is void growth affected by the Taylor Factor

of the grains around the main grain that surrounds each void? To this end, a set of

nine microstructures were designed to understand how longer-range average geometric
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Figure 2.11: p-value plots based on the previous plots in Figure 2.10, of the distri-
bution of the void volume in the 72-grain polycrystal at a stress triaxiality of (a)
Tx=0.6 and (b) Tx=3, and in the regular 108-grain polycrystal at a triaxiality of
at a stress triaxiality of (c) Tx=0.6 and (d) Tx=3. The orientations listed in the
plot indicate the two grain populations compared. If a line is labeled, for example,
[100]v[111], each value compares the distribution of void volumes between voids in
grains in [100]-oriented grains and [111] oriented grains at each axial strain. Note
that only the voids in the [111] are below a threshold of α < 0.05 (which is a typical
value) in figure (d), indicating that the [111] population is distinct from the [100] and
[101]-oriented populations.

50



Void growth in grain interiors Chapter 2

hardness of the neighborhood affects the growth of the voids. These microstructures were

created from existing microstructures to cover the possible extremes of the material.

Each of these microstructures changed one of two aspects: either the hardness of the

grain orientation containing a void or the average hardness of all the nearest neighboring

grains of a central grain. These populations are called interior grains and neighborhood

grains, respectively, and in each case, only the growth of the void in the interior grain is

tracked. Three interior grain orientations were chosen: soft, medium, and hard, shown as

brown, green, and purple dots in Figure 2.12(b). For the neighborhood microstructures,

three distinct microstructures among the 30 108-grain microstructures were randomly

selected. The interior grain of interest was not touching the edges of the unit cell. The

12 neighbors were reassigned orientations lying in a similar location in orientation space,

equally classified as either hard, med or soft, different from central grain. Figure 2.12

shows an example where the interior grain has a medium-hardness orientation, and the

neighborhoods are either soft, medium, or hard, represented by the brown, orange, and

purple grains, respectively. The other grains outside of this neighborhood retained their

originally assigned orientations.

Figure 2.13 shows the strain evolution of the void growth in the central grain of each

microstructure. Regardless of neighborhood, the hard interior grains have the fastest

growth rate. For the same interior grain orientation, we observe that grains with hard

neighborhoods grow faster than those with softer neighborhoods. At low triaxiality, the

hardest level of the interior grain has less influence on void growth rate. We observe that

both neighborhood and interior grain hardness level affect void growth rates, such that a

medium hard interior grain with a medium neighborhood could grow slower than a soft

interior grain with a hard neighborhood. This result identifies neighborhood as one source

for the weakening influence of orientation on void growth within a polycrystal. At higher

triaxiality, the effect of orientations can be more easily identified, wherein hard interior
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Figure 2.12: Simulations setup (a,c,d) for three of 9 of the neighborhood simulations,
showing a medium interior grain (green), with a (a) soft, (c) medium, and (d) hard
neighborhood. Note that there are 12 nearest neighbors in the 3D microstructure,
and the medium orientation of the neighbors is not identical to the medium interior.
Corresponding orientations can be seen in (b), where the additional outlined dots
nearby the [100] and [111] orientation represent the orientations of the neighborhood
when the interior grain has the closest orientation. In this case, the orange is closest
to the green interior dot.
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grains or hard neighborhoods would tend to increase growth rates. The apparent lack of

growth, seen particularly in the soft grain with a soft neighborhood in Figure 2.13(b), is

likely due to growth below the resolution of the voxelized Fourier grid. Faster growing

grains are contributing to the macroscopic void growth, and thus the algorithm does not

need to add additional void voxels to the Fourier grid. In Figure 2.13(c,d), we show the

associated axial stresses versus strain curves. In all cases, the higher stresses generated

in harder grains results in faster intragranular void growth rates. Neighborhood effects

on stress states are not as influential as the orientation of the interior grain.

Grain neighborhoods likely made a difference in this analysis because changing 12

of the 108 grains can change the macroscopic stress. However, no major change in

macroscopic stress occurred when the same orientations are simply reoriented, as in the

original cases in subsection 2.3.3. However, we reveal a notable dependence of void growth

on parent orientation. This implies that it is important to account for crystal orientation,

particularly when the material is strongly textured or if stress concentrations tend to

develop preferentially in particular orientations. Grain stress and its neighborhood Taylor

factor are not strongly correlated at any triaxiality, but grain stress and its own Taylor

factor is. Figure 2.14 shows the initial void growth speed of the void vs. the initial

average grain stress for the original 30 108-grain simulations conducted, where each dot

represents one grain in one of the 30 simulations and is colored by the Taylor factor of

the grain. Again, we observe a correlation between the grain stress and its Taylor Factor

at higher triaxiality, but not at low triaxiality.

The apparent insensitivity of growth rate to parent orientation seen in the lower

triaxiality case was not seen in the single crystals and not seen in the polycrystal at

high triaxiality. This difference points to a strong neighborhood effect. Considering that

the orientation plays a smaller role when approaching hydrostatic loading, this trend

is unexpected. One possibility is that the load in the grains is sufficiently directional,
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Figure 2.13: Volume vs. strain (a,b) and macroscopic stress vs. strain (c,d) plots of
voids in the regular polycrystals at two triaxialities (a,c) Tx=0.6 and (b,d) Tx=3,
where the voids are inside a hard, medium, or soft grain (purple, green, and brown, as
labeled as the interior grain), where the grains nearest neighbors are all hard, medium,
or soft (solid, dashed, or dotted). These plots correspond to microstructures detailed
in Figure 2.12. The plots reveal that the hardest grains (and interiors) have the most
void growth.
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Figure 2.14: Initial void growth velocity vs. stress (with dots colored by Taylor factor)
for all 30 realizations of the regular FCC super-lattice grain structure with 108 grains
at stress triaxialities of (a)Tx=0.6 and (b) 3. The figures indicate that grain stress
correlates with Taylor Factor, but only at the higher triaxiality is there any appreciable
increase in void growth velocity with grain stress.

but the neighborhood behavior approaches an isotropic medium, reducing the neighbor-

hood effect, and in consequence allowing the anisotropic response of each grain. On the

other hand, when the grain is loaded in nearly uniaxial tension, the anisotropy of the

neighborhood is amplified, which in turn may shield individual grains.

The relevance and novelty of the work in this chapter, in terms of unraveling the

dependence of intragranular void growth with microstructural (e.g. grain orientation and

grain neighborhood effects) and mechanical features (e.g. triaxiality), should be consid-

ered in connection with recent state-of-art in-situ characterization experiments, as well as

a potential guidance for the design of forthcoming experiments of this kind. In-situ char-

acterization of damage in engineering alloys, like the void-tracking experiments based

on 3-D X-ray micro-tomography, mentioned in the introduction as motivation for the

present study [96, 97], revealed a significant dispersion of void growth, qualitatively con-

sistent with our results. However, a more quantitative comparison and cross-validation

between experiments and predictions would require not one but two simultaneous in-

situ characterization methods to identify void’s and grain’s spatial locations, as well as
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grain orientations. Recent multi-modal experiments with this level of fidelity have been

reported in the literature, but not necessarily for the in-situ characterization of engi-

neering alloys fabricated using standard processing techniques. For example, Lieberman

et al. [112] pre-characterized ex-situ the local orientation field using 3-D High-Energy

Diffraction Microscopy (HEDM) in a high-purity copper sample. The sample was then

incipiently spalled and post-characterized in terms of its void distribution, providing con-

firmation of damage occurred primarily by voids forming at grain boundaries. With this

data, the post-mortem correlation between voids, grain orientations and grain bound-

ary types was subsequently analyzed using FFT-based methods. Pokharel et al. [113]

used tomography and orientation mapping to study a 2-phase metal-metal composite, in

which damage mainly occurs by debonding between phases. Naragani et al. [114] used

similar characterization techniques to study damage/orientation correlations, including

at the void coalescence stage, in an additively manufactured Ni superalloy, in which rel-

atively large voids (with respect to the grain size) were printed, i.e. pre-seeded in the

microstructure. These recent multi-modal experiments demonstrate that these state-of-

the-art techniques are mature enough to deliver data to contrast with our model results.

The predictions reported in this chapter should be provide guidance to experimentalists

on where to look next.

Specifically, we envision that, depending on the loading conditions, the texture could

affect the macroscopic behavior of the material, but at a microscopic level, the voids

behave as if they were in a more isotropic medium. That is to say, in low-triaxialtiy

simulations, we found no strong isotropy in polycrystals, where single crystal behavior

differs more significantly. At higher triaxialities (and more dynamic loads), the opposite

would be thus expected: macroscopically, the material would behave more isotropically,

but the voids would grow heterogeneously on average, i.e. fastest/slowest in the hardest-

oriented grains for displacement-rate/load controlled experiments, which could cause
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different coalescence behavior and thus failure. As there are no such experiments yet

available that directly compared the void growth rate in polycrystals, our results suggest

the design of new experiments in engineering materials to look into the average growth

rate of voids of various orientations, for cross-validation with the model predictions.

2.4 Conclusions

In this chapter, using a dilatational visco-plasticity fast Fourier transform-based

model, we investigated crystallographic orientation effects on the growth of intragranular

voids. Without the effects of void nucleation and coalescence, three sets of simulations

with different crystalline microstructures were conducted, and the orientations of the

grains in these microstructures were varied over the full orientation space. The first type

of microstructures were single crystals, the second type, Voronoi polycrystals where every

grain had one void in its interior, and the third type, another voided polycrystal where

the void centers were the centers of a FCC super-lattice with 12 nearest neighbors, and

the grains filled the Wigner-Seitz cells surrounding them. In each case, the initial void

volume fraction per grain is 1%. A set of 72 orientations were tested for the single crystal,

and those same 72 orientations were applied to 30 random realizations of both of types of

polycrystals, so that the neighborhood (and, in the case of the random polycrystal, the

grain morphology) was different in each realization. Each of these microstructures were

simulated at four axisymmetric triaxialities, to determine if triaxiality had an effect on

the void growth. For some select cases, DVP-FFT and CP-FE models were conducted on

nearly the same microstructures. The comparison demonstrated that DVP-FFT yields

comparable results with CP-FE.

The trends are clear in single crystals; the voids in the [111]-oriented grains, that

is in the hardest grain, grow the fastest in strain-rate-controlled simulations. At lower
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triaxialities, the void growth rate is slower overall, and the voids in the [101]-oriented

grains grow the slowest. At higher triaxialities, the void growth is much more rapid, and

the slowest growing void is the void in the [101]-oriented grain. In simulations where

the stress was fully prescribed, the slowest growing voids were the [101]-oriented grains,

and the softest grain had the fastest voids growth. The void growth rate with respect to

strain is identical to the constant-strain-rate simulations.

In polycrystals, not only the grain orientation, but also the nearest grain neighborhood

plays a large role in dictating the void growth, especially at lower triaxialities. At higher

triaxialities, most notably in the regular polycrystal, the single crystal trend become

more apparent and the voids in the [111]-oriented grains grow the fastest on average.

In the case of the polycrystals, it was unexpected that the fastest growing void is the

intragranular void in the hardest grain. This outcome contradicted previous observations

for a different configuration (i.e. intergranular porosity) that the voids would grow the

fastest in the softest grain, given that soft single-crystal ligaments between intergranular

voids in polycrystals can deform at higher strain rate under the same stress [90]. The

expectation was that by surrounding the void with a soft material in a heterogeneous

polycrystal, the soft material would deform plastically the fastest. This would result in

faster void growth, since dilatational plasticity models are predicated on the idea that

the deformation of the surrounding material determines void growth. The findings of the

work in this chapter suggest that crystal orientation has a significant influence on the

growth of voids it contains. They imply that crystal orientation needs to be considered

in the response of polycrystalline materials, particularly those that have texture or in

which local stress concentrations preferentially develop in certain orientations.

This study did not identify any clear trends in the role of the neighborhood in the

growth of voids, neither due to void neighborhood hardness nor hardness disparity, but

did suggest that neighborhood can affect the void growth if it increases or decreases the
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stress of the grain, particularly at high triaxialities. In addition, it would appear that

the neighborhood plays a strong role in reducing the expected anisotropic behavior at

low triaxialities. It appears, also, that at higher triaxialities, the neighborhood does not

play as strong a role, because grain stress, Taylor factor, and void growth rate correlate

more strongly. Determining to what extent the neighborhood plays a role would be an

interesting and important study in the future. Given that, for example, in high-purity

metals voids typically form at grain boundaries and junctions, it is also imperative to

study the effect of growth at grain boundaries and triple junctions, as the neighborhood

effects are expected to play a more complex role.

The polycrystalline results indicate a discrepancy in isotropic behavior between macro-

scopic and microscopic properties, pointing to trends that might be observable in future

experiments. In low-triaxiality simulations, the texture is expected to dominate the

macroscopic properties, but not the void growth rate in randomly-textured samples. At

higher triaxialities, while the sample might behave more isotropically, the voids may grow

at different rates in relation to containing grain’s crystal orientation. New in-situ exper-

iments on engineering materials may need to track void growth of intragranular voids

and compare the void growth rate at different triaxialities and with different loading

conditions.
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Chapter 3

LS-EVP-FFT and modifications

3.1 Motivation for use of LS-EVP-FFT

The previous chapter discusses the growth of voids as implemented in a dilatational-

viscoplastic (DVP) fast-Fourier transform (FFT) based algorithm. This model takes

advantage of the use of two grids to simulate the growth of voids while ensuring that the

grid remains regular and rectangular. The use of the two grids and the defining of the

voids on a regular, rectangular grid has some disadvantages. Firstly, at the end of each

time increment, the void volume fraction of the regular Fourier grid must be updated

using the nonregular material grid. The use of two grids without a one-to-one mapping

reduces the efficiency of the algorithm. Second, the growth of voids on the Fourier grid

is achieved by replacing one or more voxels with crystalline properties with void voxels.

Because at least one void voxel must be added to the Fourier grid each step, there is a

discrete minimum by which the void must grow. This promotes discontinuous growth.

Finally, the discretization of the spherical void on a rectangular grid creates a stair-step

pattern, most notably at the points in the void that are closest to the corners of the

simulation cell. This stair-step pattern, in turn, introduces noise at the void-material
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interface. While the effect of elastic anisotropy is not explored within this thesis, an

additional limitation to the DVP-FFT model is that it does not include elasticity. As a

result, the effects of elastic anisotropy and, more importantly, strain gradient plasticity

on void growth cannot be studied using this model.

These issues have been resolved in a recently-developed large-strain (LS) elasto-

viscoplastic (EVP) FFT model (abbreviated here as LS-EVP-FFT) developed by Ze-

cevic et al. [89], and is used in the remainder of this thesis for void simulations. The

next section presents relevant details of the original LS-EVP-FFT formulation of Zecevic

et al. [89] and the modifications that allow predicting void growth in multicrystals with

intergranular voids. Section 3.3 describes the simulation cases used to verify the model

and compare it with CP-FEA and DVP-FFT, and section 3.4 shows the results of these

verification simulations. Within section 3.4, subsection 3.4.1 compares LS-EVP-FFT

predictions with analytical results for Eshelby’s inclusion, and subsection 3.4.2 presents

comparisons with CP-FE simulations for intragranular voids in single crystals. Subsection

3.4.3 presents predictions of void growth in single crystals under axisymmetric tension,

with various crystal orientations aligned with the major tensile axis, from DVP-FFT and

LS-EVP-FFT. Finally, section 3.5 summarizes the results and defines terms that will be

used in the next two chapters.

3.2 LS-EVP-FFT basics

The void growth calculations reported here were performed adapting the LS-EVP-

FFT model developed by Zecevic et al. [89] to account for the presence of initially spher-

ical cavities. The LS-EVP-FFT formulation allows for the use of an irregular grid of

material points to model finite elasto-plastic deformation of crystalline materials. Com-

pared to the DVP-FFT formulation introduced by Lebensohn et al. [90], and used to
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simulate void growth by Christodoulou et al. [115], the geometry of spherical (or ellip-

soidal) voids and grain boundaries can be accurately represented, which is critical for

the type of study carried out in this work. Moreover, the formulation includes elasticity,

and, while in this work we model isotropically elastic materials, elastic anisotropy could

be easily accounted for.

The reader is pointed to the work published by Zecevic et al. [89] for a full description

of the LS-EVP-FFT model. Here, we provide a summary of the key elements of the

formulation in subsections 3.2.1 and 3.2.2, followed by a description of modifications to

the algorithm to improve the numerical stability when a phase with zero stiffness (the

void) is present in subsection 3.2.3. In terms of the adopted notation, first-order tensors

(vectors) are written in boldface, while scalars, second- and fourth-order tensors are italic

and not bold. Capitalized Xi and lowercase xi are position vectors of a material point

in the reference and current configurations, respectively. A hat over a field, ·̂, denotes a

Fourier transform of the field, ⟨·⟩ denotes its volume average, and a tilde over a field, ·̃,

denotes fluctuation of the field with respect to its mean value: ṽ=v−⟨v⟩.

3.2.1 Summary of LS-EVP-FFT prior to modifications

All simulations presented here correspond to periodic unit cells originally discretized

by means of a regular rectangular grid of N1×N2×N3 points with position vector X.

This regular reference configuration is transformed into the initial configuration using a

stress-free displacement field, uc(X), where “c” stands for conformal, to reproduce the

initial, possibly complex, internal geometry of the unit cell. A conformal deformation

gradient field, F c(X)=I+∂uc/∂X, where I is the second-order identity tensor, results

from the applied conformal displacement field.

When the boundary conditions are applied to the initial unit cell, the initial grid of
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material points is evolved into a new current configuration using a Lagrangian description,

in discrete time increments ∆t.

The large-strain formulation consists of a multiplicative decomposition of the total

deformation gradient, F ,

Fil = F e
ijF

p
jkF

c
kl, (3.1)

where F e and F p are elastic and plastic deformation gradients. The velocity gradient

tensor, L, is

L = Le + Lp, (3.2)

where Lik=
∂u̇i

∂xk
=Ḟij(F

−1)jk, L
e
ik=Ḟ e

ij(F
e−1)jk, and Lp

im=F e
ijḞ

p
jk(F

p−1)kl(F
e−1)lm are the

total, elastic, and plastic velocity gradients at time t in the current configuration. Strain

rates are obtained symmetrizing Equation 3.2:

ε̇(x) = ε̇e(x) + ε̇p(x), (3.3)

where ε̇, ε̇e, and ε̇p are the total, elastic, and viscoplastic Eulerian strain rates.

Zecevic et al. [89] introduced a linearly viscous heterogeneous medium in the current

configuration which becomes homogeneous in the reference configuration. The use of the

linear reference medium in the current configuration allows most variables to stay in this

configuration. The linear viscous reference medium replaces its elastic counterpart used

in Lebensohn [80] to reflect the predominance of viscoplasticity at larger strains, allowing

for better convergence of the method in the majority of the deformation regime.

The constitutive equation extended from the small-strain EVP-FFT formulation [77,

83] is

σij = L0
ijkl

∂u̇k

∂xl

+ σij − L0
ijkl

∂u̇k

∂xl

= L0
ijkl

∂u̇k

∂xl

+ ϕij, (3.4)

where L0 is the viscous stiffness of the linear reference heterogeneous medium and the
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Cauchy polarization field, ϕ, is ϕij=σij−L0
ijkl∂u̇k/∂xl. In the reference configuration, the

first Piola–Kirchhoff (PK1) stress, P is:

Pij(X) = L0,ref
ijkl

∂u̇k

∂Xl

(X) + ϕPK1
ij (X) (3.5)

where L0,ref
inkm=JL0

ijkl(F
−T)jn(F

−T)lm is the homogeneous reference viscous stiffness in

the reference configuration, ϕPK1
in =Jϕ̃ij

(
F−T

)
jn

is the PK1 stress polarization field, and

J=detF . The polarization field accounts for the nonlinear and heterogeneous constitu-

tive response, while the spatial variation of the reference stiffness in the current configu-

ration accounts for the irregularity of the grid.

The equilibrium equation in the reference configuration is

∂Pij

∂Xj

(X) = L0,ref
ijkl

∂2u̇k

∂Xl∂Xj

(X) +
∂ϕPK1

ij

∂Xj

(X) = 0. (3.6)

Green’s function method can be used to solve the periodic linear problem in the

reference configuration. The fluctuation of the velocity gradient with respect to the

average value in the reference configuration is [84, 85]

∂ ˜̇ui

∂Xj

= −
∫
R3

Γref
ijkl(X−X′)ϕPK1

kl (X′)dV ′, (3.7)

where Γref(X − X′) is the periodic Green’s operator in the reference configuration that

corresponds to the reference viscous stiffness, L0,ref. The convolution is taken over

the regular reference grid and calculated efficiently in Fourier space using the equation

̂∂ ˜̇ui/∂Xj=Γ̂ref
ijklϕ̂

PK1
kl . The Green’s operator in Fourier space is taken to be Γ̂ref

inkj(0)=0 at

the origin to reflect the fact that the mean value of the fluctuation field vanishes.

The fluctuation field of the velocity gradient in the current configuration can be
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calculated as [89]:

∂ ˜̇ui

∂xn

=

−
{∫

R3

Γref
ijkl(X−X′)

[
J(X′)ϕ̃km(x

′)
(
F−1(X′)

)
lm

]
dV ′
}(

F−1
)
jn

+
∂U̇i

∂Xj

·
(
F−1

)
jn
.

(3.8)

The differences between Equation 3.8 derived for an irregular grid for large strains

and the analogous expression corresponding to a regular grid for small strains are mi-

nor. In the large-strain case, the polarization fluctuation in the current configuration

is mapped to the reference configuration, and the convolution is mapped back to the

current configuration. The remainder of the algorithm remains unchanged, and the con-

stitutive relation still needs to evaluated in the current configuration. The expression for

∂ ˜̇u/∂x in the small-strain implementation is retrieved when F=I in Equation 3.8. For

mixed boundary conditions, the unknown components of the average velocity gradient,

⟨∂u̇/∂x⟩, are iteratively adjusted until the known and applied components of ⟨σ⟩ match,

following Lebensohn et al. [83].

The fix-point Equation 3.8 and constitutive equations, which are described in fol-

lowing section, are solved iteratively with the augmented Lagrangian approach [79, 83].

For this, auxiliary Cauchy stress (Lagrange multiplier) and velocity gradient fields are

introduced. The large-strain augmented Lagrangian algorithm of Zecevic et al. [89] is an

extension of the small-strain EVP-FFT formulation of Lebensohn et al. [83].

Zecevic et al.’s [89] approach also adapted a centered difference approximation for

derivatives originally proposed by Willot [116], and re-derived the expressions for the

discrete Green operator. The final expression in Fourier space is

Γ̂ijkl =
(
L0
imknDmn

)−1
Djl (3.9)
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where the D is the second-order centered difference operator in Fourier space defined as

[117, 118]

D(i, j, k) = (3.10)
2
(
cos
(

2π(i−1)
N1

)
− 1
)

sym sym

− sin
(

2π(i−1)
N1

)
sin
(

2π(j−1)
N2

)
2
(
cos
(

2π(j−1)
N2

)
− 1
)

sym

− sin
(

2π(i−1)
N1

)
sin
(

2π(k−1)
N3

)
− sin

(
2π(j−1)

N2

)
sin
(

2π(k−1)
N3

)
2
(
cos
(

2π(k−1)
N3

)
− 1
)
 .

(3.11)

where i, j and k are the indices of the grid points.

3.2.2 Constitutive equations

Under the adopted kinematics assumptions, the elastic constitutive equation in the

current configuration is given by:

ε̇eij(σ) = Sijklσ
∇J
kl , (3.12)

where S is the elastic single crystalline compliance in the current configuration and σ∇J

is the Jaumann rate of Cauchy stress given by

σ∇J
ik = σ̇ik − ω̇e

ijσjk + σijω̇
e
jk, (3.13)

where σ̇ is the total Cauchy stress rate, and ω̇e=asym(∂u̇/∂x)−ω̇p is the elastic spin

and ω̇p is the plastic spin, given below. In this work, the viscoplastic deformation of the

single crystal matrix surrounding the void is due to dislocation glide on 12 ⟨110⟩{111}

potentially active slip systems, given by the following non-linear, incompressible, rate-
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sensitive equation relating the (symmetric) plastic strain rate ε̇p to the Cauchy stress at

a single crystal material point x in the current configuration:

ε̇pij =
∑
α

mα
ij γ̇

α = γ̇0
∑
α

mα
ij

(
|mα

klσkl|
τα

)n

sign (mα
mnσmn), (3.14)

with γ̇α, τα, and mα
ij=sym(nα

i b
α
j ) being, respectively, the shear rate, the critical resolved

shear stress, and the symmetric part of the Schmid tensor, where nα and bα are the

normal and Burgers vector direction of such slip system, γ̇0 is a reference rate, and n is

the stress exponent. Correspondingly, the plastic rotation rate or plastic spin is given by

the complementary anti-symmetric expression:

ω̇p
ij =

∑
α

µα
ij γ̇

α = γ̇0
∑
α

µα
ij

(
|mα

klσkl|
τα

)n

sign (mα
mnσmn), (3.15)

where µα
ij=antisym(nα

i b
α
j ). Elastic stretching of the lattice is ignored when accounting for

the reorientation of the slip direction and normal, resulting in bαi =F e
ijb

α,ini
j ≈ Re

ijb
α,ini
j and

nα
i =(F e−T)ijn

α,ini
j ≈ Re

ijn
α,ini
j , where “ini” indicates quantities in the initial configuration

and Re is the total lattice rotation, consisting of both material and plastic rotation. This

rotation is also used to obtain the elastic compliance in the current configuration.

If the shear rates γ̇α(x) can be considered constant in a time increment ∆t such

that ∆γα(x)=γ̇α(x)∆t, the critical stresses of the deformation systems can be explicitly

updated due to strain hardening. Here we use a Voce law [107], such that the evolution

of the critical stress with accumulated shear strain in each grain is given by

τα = τα0 +

(
τα1 + θα1

∑
α

γα

)(
1− exp

(
−
∑
α

γα

∣∣∣∣θα0τα1
∣∣∣∣
))

, (3.16)

where τα0 , τ
α
1 , θ

α
0 , and θα1 are the initial threshold stress, the initial hardening rate, the

asymptotic hardening rate, and the back-extrapolated threshold stress, respectively.
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3.2.3 Modifications to the LS-EVPFFT

Several modifications were introduced in the LS-EVP-FFT algorithm to allow for void

growth while maintaining the desired boundary conditions.

The first modification was to maintain an axisymmetric stress triaxiality throughout

the simulation while imposing a constant strain rate along the primary axis. The full

axisymetric stress tensor, expressed in terms of triaxiality, σtx, and von Misses stress,

σvM, with a primary axis in the z-direction, is:

σij =


σtx − 1/3 0 0

0 σtx − 1/3 0

0 0 σtx + 2/3

σvM. (3.17)

In the previous work by Christodoulou et al. [115] using DVP-FFT, the applied σvM

was adjusted in order to satisfy the desired von Mises strain rate, ε̇
(app,p)
vM , using the

following relationship derived from the homogeneity of degree n of the strain rate as a

function of stress:

σ
(2)
vM =

(
ε̇
(app,p)
vM

ε̇
(1,p)
vM

)1/n

σ
(1)
vM, (3.18)

where the number in parentheses indicates the calculated (1) or target (2) stress/strain

rate. This correction was applied after converging on the applied Cauchy stress.

In this work, rather than imposing the von Mises strain rate, we impose the strain rate

component along the longitudinal principal axis, which mimics the CP-FE simulations

of Ling et al. [2], for further comparison with the latter. The resulting largest principal

stress component is in turn used to impose the stress triaxiality. At any given increment,
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the other components σjj ̸=II are:

σjj ̸=II =
σtx − 1/3

σtx + 2/3
σII , (3.19)

where σII is the largest principal stress.

Beyond this slight change in boundary conditions, it was necessary to make three

additional changes to the LS-EVP-FFT to resolve numerical instabilities due to the

impingement of void voxels into the surrounding material voxels as deformation evolves.

Due to the infinite compliance of the void voxels, any velocity gradient field in the void

satisfying the compatibility and with the correct volume average is an acceptable solution.

As the void grows under the applied stress, the void voxels neighboring the matrix become

closer and closer to the matrix voxels. The resulting small distances between the matrix

and void voxels imply very large velocity gradients in the boundary void voxels, even for

velocities similar to those of the material. Consequently, small numerical inaccuracies in

the solution for the velocity gradient field in void voxels may lead to impingement of void

voxels into the surrounding matrix. This instability was not as pronounced in previous

LS-EVP-FFT applications Zecevic et al. [89], where internal voids were not present.

The first change was the use of adaptive time increments, with the purpose of improv-

ing the accuracy of the numerical solution and of the evolution of explicitly integrated

variables (such as the deformation gradient field). If the simulation had not acceptably

converged or the maximum von Mises strain at any voxel in the material exceeded 5%,

the time increment was cut to ∆t=5%/ε̇vM s, and the time step was recalculated.

The second change made was to use the average velocity gradient of the previous

step as the initial guess for the local velocity gradient, i.e. (∂u̇/∂x)0,t+∆t=⟨∂u̇/∂x⟩t,

as opposed to using the local velocity gradient of the previous step. As noted above,

due to the infinite compliance of the void phase, there are infinitely many acceptable
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solutions for the velocity gradient field in the void, and thus the initial guess may affect

the velocity gradient solution in the void. Starting with a uniform initial guess for the

velocity gradient field in the void (and material) leads to a more uniform solution for the

velocity gradient field in the void that is still acceptable and results in less localization

in the void. On the other hand, the velocity gradient field in the material phase is not

affected by the initial guess. This change minimizes the tendency of the boundary void

voxels to quickly approach the surrounding material, which appears to be the root cause

of numerical convergence issues.

Even with two previous changes in place, it was still necessary to artificially correct

the velocity field in the critical void voxels to achieve large distortions of the void. After

each time step, before the position of the voxels is updated, the velocity of certain void

voxels is interpolated to be similar to that of the neighboring material voxels. Only

the void voxels at the corners and edges of the cube in the reference configuration were

adjusted. First, a displacement vector, ∆x was calculated as the displacement between

the neighboring voxel and the void voxel:

∆x{ xV} = x− xV (3.20)

Then, the interpolated velocity of the material points was taken to be

v{xV} =

∑
M v{x}

∣∣∆x{xV}
∣∣−3∑

M |∆x{xV}|−3 (3.21)

where M indicates that only neighboring material points are considered. This interpo-

lated velocity is adjusted to be 1% faster if the velocity and average displacement vector

were antiparallel, and 1% slower if they were parallel (i.e., the velocity was adjusted to

be 1% greater away from the material). The void voxel was then assigned this adjusted

70



LS-EVP-FFT and modifications Chapter 3

interpolation.

The velocity gradient in the entire volume was then calculated using the corrected

velocity field, and used for updating of deformation gradient for next time increment. It

was during this re-calculation of the velocity gradient that the discrete Green’s operator

is used, to avoid adding additional spurious numerical oscillations. Apart from this, the

algorithm used the continuous Green’s operator.

Even with these changes implemented, there were some levels of strain when the void

voxels would impinge upon the surrounding material and convergence was not achieved.

These non-converged cases are not included in the results that follow.

3.3 Simulation setup for verification

The unit cell discretization used in this work follows Appendix B of Zecevic et al. [89],

which provides the mapping of a 2D square inclusion (or heterogeneity) in the reference

configuration to a circular inclusion/heterogeneity in the initial configuration, optimizing

the position of the centers of each voxel to improve the accuracy of the representation

of the void’s circular shape. The algorithm was extended to a third dimension, mapping

a cube to a sphere, and optimizing the location of the surface area of the void-material

boundary. Positions of the remaining voxels in the unit cell were interpolated using the

optimized locations of boundary voxels. The relevant equations to transform the cubic

void region in the reference configuration with position vector X to a spherical void in

the initial configuration with position vector x are

x1 = X1

√
1− X2

2 +X2
3

2
+

X2
2X

2
3

3
(3.22)
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x2 = X2

√
1− X2

1 +X2
3

2
+

X2
1X

2
3

3
(3.23)

x3 = X3

√
1− X2

1 +X2
2

2
+

X2
1X

2
2

3
. (3.24)

First, for verification of our implementation, single-step simulations were performed

to ensure that the stress in the material surrounding the void agrees with available

analytical solutions obtained from Eshelby’s inclusion theory. Then, cases of void growth

in single crystals are compared with available CP-FE and DVP-FFT simulations. In

particular, we present comparisons with Ling et al. [2]’s CP-FE simulations to ensure

that the void shapes and fields are consistent with a different large-strain formulation,

and with DVP-FFT simulations, in terms of macroscopic quantities. While we expected

differences due to elasticity in the current formulation, it was useful to confirm that both

FFT-based models give similar, although not identical, results.

Three types of unit cells were used in this work. All cases contained one void at the

center of the simulation cell with these characteristics:

• a 2D single crystal with 1.2% initial porosity, for a single loading step (i.e. no void

growth), to compare with Eshelby’s solution for the stress field at the void/matrix

boundary;

• a 3D single crystal with 0.8% initial porosity, for a single loading step, (i.e. no void

growth), to compare with Eshelby’s solution for the stress field at the void/matrix

boundary; and

• 3D single crystals with initial 1% porosity, to compare with CP-FE simulations.

The first two cases were intended to verify the initial step of the LS-EVP-FFT sim-

ulations by comparing numerical results with analytical solutions from Eshelby’s theory,
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a) 2D cell: Full cell c) Eighth of cellb) 2D cell: Inset

Figure 3.1: Simulation cells used in this work. (a-b) 2D simulation cells, where (a)
shows the entire cell without the cell boundaries marked, and (b) shows the void (in
red) more closely with the cell boundaries marked. (c) Eighth cell of the 3D cell that
was used for the single crystal simulations.

and are discussed in subsection 3.4.1. The first simulation consisted of a 2D 256×256

simulation cell with a circular (cylindrical) void in the center that was 31 voxels in di-

ameter (Figure 3.1(a-b) shows the full cell, and an inset image focusing on the void).

The second case consisted of a 3D 64×64×64 unit cell with a void in the center with 16

voxels in diameter (Figure 3.1(c) shows an eighth-cell corresponding to that geometry.

These 3D simulations allow further comparison with analytical stress fields obtained from

Eshelby’s theory. Note that the diameter of the 3D cell was chosen to place voxel centers

directly on the xy-, yz-, and zy-planes that passed through the center of the void.

The third set of simulations consisted of 3D single crystals, with dimensions of

64×64×64 and a void placed at the center with diameter 17 voxels (corresponding di-

rectly to the eighth-cell shown in Figure 3.1(c)), resulting in 1% volume fraction of the

void. This choice allowed a reasonable resolution while avoiding void interaction with

periodic repetitions of the unit cell. The purpose of these simulations was to compare

the LS-EVP-FFT to DVP-FFT in terms of macroscopic response and to the CP-FE

simulations of Ling et al. [2] in terms of local fields and void shape.

Most simulations were conducted imposing a stress triaxiality σtx=3.0, a constant

axial strain rate ε̇33 = 1.0s−1, and an initial time step, ∆t=2×10−3s. The 2D simulations

were performed for plane stress that was equal in the x- and y-axes, and the constant
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axial strain rate was applied in the x-axis (ε̇11=1.0s−1). Both single-step simulations,

discussed in subsection 3.4.1, use an initial time step ∆t=1×10−3s. For the comparison

with CP-FE results (3rd set of simulations) additional cases with stress triaxiality σtx=1

and initial time step ∆t=6×10−3s are also reported. In all cases, the FCC crystals

deform plastically by ⟨110⟩{111} slip, with a reference slip rate γ̇0=1.0/s, and, in most

cases, a stress exponent n=5 (see Equation 3.14). Notable exceptions to the adoption of

this non-linear viscoplastic behavior is the use of a linear viscosity, n=1, to consider a

linear viscoelastic material for comparison with Eshelby’s analytical stress fields, which

are available for linear material behavior. The adopted Voce hardening parameters from

Equation 3.16 were τ0=1.0 MPa, τ1=3.0 MPa, θ0=8.0 MPa, and θ1=0.0 MPa. For the

isotropic elasticity constants, Young’s modulus and Poison’s ratio, ν, were adopted to

be 1000 MPa, and 0.3, reflecting the constants used in the FEM in Christodoulou et al.

[115].

3.4 Verification

3.4.1 Comparison with analytical solutions

The results of the first two sets of simulations, intended to verify the LS-EVP-FFT

extension to the case of a spherical void in a single crystal, are compared with analytical

expressions for the stress field at the rim of the void, obtained using Eshelby’s equivalent

inclusion method. For this, we use the analytical solution in the case of a linear (vis-

coelastic) material, for comparison with LS-EVP-FFT calculations with stress exponent

n=1.

The equivalent eigen-strain-rate, ε̇∗∗mn, in the case of an anisotropic viscoelastic mate-

rial containing an ellipsoidal heterogeneity, under an applied stress, σ0
mn, can be calculated
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from the expression [119]:

[(LI
ijkl − LM

ijkl)Sklmn + LM
ijmn]ε̇

∗∗
mn = −(LI

ijkl − LM
ijkl)

(
LM
klmn

)−1
σ0
mn (3.25)

where LM and LI are the viscoelastic stiffness tensors of the matrix and the inhomogeneity,

respectively, and S is the Eshelby tensor. Conveniently, when the heterogeneity is a void,

LI = 0, and ε̇∗∗mn can be written as:

ε̇∗∗ij = (LM
ijmn − LM

ijklSklmn)
−1σ0

mn (3.26)

The stress at the boundary of an inclusion σb is:

σb = σ0 + σin + [σ] (3.27)

where σin and [σ] are the stress inside the inclusion and the stress jump across the

boundary, respectively. Since the stress in the void, σin+σ0, is zero, the stress at the

boundary is the discontinuity of stress, given by [119]:

[σ]ij = LM
ijkl

(
−LM

pqmnε̇
∗∗
mnnqnlK

−1
kp + ε̇∗∗

)
, (3.28)

where Kik=LM
ijklnjnl, and n is the normal to the boundary.

In the case of a viscoelastic material, the constitutive behavior of the matrix is given

by: σij=LM
ijklε̇kl. To obtain LM

ijkl, it is convenient to add the elastic and viscous parts of

the strain rate to give:

ε̇ij = Mijklσkl +

(
C−1

∆t

)
ijkl

σkl = (LM
ijkl)

−1σkl (3.29)
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where M and C−1 are the viscous and elastic compliances of the material, respectively.

Evaluating Equation 3.14 for n=1, results in:

(LM
ijkl)

−1 = γ̇0
∑
α

mα
ijm

α
kl

τα
+

(
C−1

∆t

)
ijkl

(3.30)

In the case of [100]−[010]−[001]-oriented crystal with isotropic elastic properties, the

stiffness tensor maintains cubic symmetry.

It is important to note that the chosen ∆t impacts the value of LM. For small values

of ∆t, the elastic stiffness tensor, which is readily invertible, dominates. However, this

does not capture the viscoelastic nature of the desired solution. For very large values of

∆t, the incompressible viscous compliance dominates, leading to stiffness that would be

orders of magnitude larger. Therefore, ∆t=10−3s was chosen, to allow for a reasonable

balance between the elastic and viscous compliances.

Using both cylindrical and spherical voids results in the following comparisons: Fig-

ure 3.2 shows the stress in the material at the void boundary given by the 2D FFT-based

method (dots) and corresponding analytical results based on Eshelby’s theory (solid

lines), using the same macroscopic stress (0.716τ0 in the x- and y-axes, zero out of plane,

dotted lines). The figure shows each component of the stress as a function of angle, θ,

measured in polar coordinates with r=0 at the center of the void. As is visible in the

figure, the matching is good in general, except out of the plane, where the normal stress

σ33 given by FFT-based calculations in Figure 3.2c exceeds the predicted values, at the

corners (in the reference configuration), at θ=π/4+nπ. This deviation is likely due to the

large conformal deformation in those regions, and is partially countered using the average

velocity gradient as an initial guess in the multi-step simulations. Additionally, it is in

these regions that void velocity is greater than in the material, for the same reasons.

Figure 3.3 shows the stress in the material at the void boundary calculated with the
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Figure 3.2: Stress at the void boundary of a circular/cylindrical void in a [100]-oriented
grain with a constant strain rate with equal stresses applied in the xy-plane, where θ
is the signed angle in radians between the vectors that start at the void center and
pass through the material point with the highest x-value and the material point in
question. Dots correspond to the voxels in the FFT-based calculation, and lines are
analytical results based on Eshelby’s theory.
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3D FFT-based model (dots), and corresponding analytical results based on Eshelby’s

theory (solid lines), using the same macroscopic stress (σ33=1.0646τ0, σtx=3.0, dotted

lines). The figure shows each component of the stress as a function of angle, θ, measured

in polar coordinates with r=0 at the center of the void, along the three great circles that

pass through the origin and lie in the xy-, yz-, and zx-planes, where θ=0 at the highest

value of x, y, and z, respectively, as indicated in Figure 3.3. The match is good, except,

once again, at the corners of the void in the reference configuration (θ=π/4+nπ), where

the values in the FFT-based predictions exceed the analytical results, for the same reason

as in the 2D case.

3.4.2 Comparison with CP-FE

For comparison of the proposed extension of LS-EVP-FFT with the CP-FE simu-

lations of Ling et al. [2], three voided single crystal unit cells were considered, with

orientations [100]-[010]-[001], [111]-[2̄11]-[01̄1], and [1̄25]-[2̄11]-[210] aligned with the axes

of the cell. The applied boundary conditions also matched [2], with the primary stress

axis (direction of the largest principal stress) aligned with the x-axis. The three cases are

labeled according to the crystal orientation of the primary axis: [100], [111], and [1̄25].

Ling et al. [2]’s cases with stress triaxialities 1.0 and 3.0, and a constant axial strain rate

ε̇11=1s−1 were simulated and compared with the CP-FE results.

Figure 3.4 and Figure 3.5 show contour plots of total cumulative plastic slip, γcum ≡∑
α γ

α, comparable with Figures 7 and 8 of Ling et al. [2]. Figure 3.4 shows the contour

plots of γcum at 10% axial strain for stress triaxiality σtx=1. There is only a small amount

of void growth, but the strain fields are qualitatively similar to the γcum in Figure 7 of

Ling et al.’s, shown at left. The shapes of the simulation cells and voids are also similar.

Relative minor quantitative differences can be attributed to the differences in material
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ε̇33 strain rate and a stress triaxiality σtx=3, where θ is the signed angle in radians
between the vectors that start at the void center and pass through the material point
with the highest x, y, and z value and the material point in question for the xy-,
yz-, and xz-planes, respectively (shown in g). Dots correspond to the voxels in the
FFT-based calculation, and lines are analytical results based on Eshelby’s theory.

79



LS-EVP-FFT and modifications Chapter 3

parameters and hardening law, as well as to the use of different micromechanical solvers

(CP-FE vs. LS-EVP-FFT).

Figure 3.5 shows the contour plots of γcum at 10% axial strain for stress triaxiality

σtx=3, except for the [111]-oriented crystal, which is shown at 5.8% axial strain due to

numerical instabilities for that case. There is more accumulated deformation than in the

previous cases, and the fields are qualitatively similar to accumulated plastic slip from

Figure 8 of Ling et al.’s, shown at left.

3.4.3 Comparison with DVP-FFT

We now compare void growth predictions in single crystals, previously performed with

DVP-FFT in chapter 2, and with the new LS-EVP-FFT implementation. Five crystal

orientations were simulated: [100]-[010]-[001], [100]-[011̄]-[011], [11̄0]-[112̄]-[111], [210]-

[12̄1]-[1̄25], [100]-[012̄]-[021], all loaded primarily along the z-axis. For convenience, these

cases will be identified by the crystallographic orientation aligned with the primary axis,

i.e., [001], [011], [111], [1̄25], and [021]. The Taylor factors for these five orientations, for

exponent n=5, are: 1.933, 3.187, 3.331, 2.482 and 1.933. In what follows, the use of the

terms “hard” and “soft” will refer to high and low values of Taylor factor, respectively.

These orientations, used for the majority of the single crystal and bicrystal simulations,

were the ones chosen by Han et al. [48], and Ling et al. [2].

Figure 3.6 shows the DVP-FFT and LS-EVP-FFT predictions of: (a) volume fraction

of the void, (b) axial stress, and (c-d) transverse plastic strains, as a function of axial

plastic strain for cases [021], [001], [1̄25], [011], and [111], ordered here by void growth

rate, from slowest to fastest. All indicators show similar trends, as predicted by both

models. The case of [111]-oriented crystal, i.e. the orientation with the largest Taylor

factor, showed the highest stresses, and, as a result, experienced the fastest increase in
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Figure 3.6: Comparison between DVP-FFT (solid lines) and LS-EVP-FFT (dot-
ted lines) predictions in single crystals for triaxiality σtx=3. (a) Volume fraction
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y-directions, as a function of axial plastic strain, εp33. (a) The relative differences in
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for each crystal orientation. The labels of high and low contrast are used later and
are described in the text.

porosity. For the other single crystal orientations, both models predict slightly different

overall porosity rates, but in the same order, from slowest to fastest, as noted above.

In general, Taylor factor dictates the growth rate, and harder crystals in strain-rate-

controlled simulations generally exhibit a faster void growth, because the stress at any

given strain is higher under these loading conditions. It is important to note that in

stress-controlled simulations, Christodoulou et al. [115] showed the opposite relationship

with Taylor factor, with voids growing fastest in soft single crystals, i.e. with low Taylor

factors, and slowest in hard single crystals, with high Taylor factors. This reversal is

important for the analysis of the results that follow.
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A note on void growth contrast in single crystals

Both models show a significant contrast between porosity evolution and stress between

the [111] case and all other cases. For the remainder of this work, we will use the

terms “high-contrast” and “low-contrast” when referring to grain boundaries. These

designations refer to the contrast in the growth rate of the voids in the single crystals

forming the grain boundary. All bicrystal simulations involving a [111] grain combined

with any of the four other orientations are considered to be “high-contrast,” due to the

fact that voids in this single crystal grew quickly relative to the other single crystals.

Also, the stress in the [111] case was much higher than in the other cases. All other GB

simulations would be considered “low-contrast” (as indicated in Figure 3.6(a)), given that

the void volume fraction vary no more than about 20% during the corresponding single

crystal simulations. The stress in these simulations do not differ by much as well. Other

grain boundaries can be categorized in terms of contrast, as in the following chapter,

which also uses this term to describe low-energy coherent grain boundaries, which do not

use these five orientations.

3.5 Summary

This chapter provides an overview of the large-strain (LS) elasto-viscoplastic (EVP)

fast-Fourier transform (FFT) algorithm that was developed by Zecevic et al. [89] and

modified to accommodate void growth. This version of the LS-EVP-FFT will be used in

the next two chapters to explore void growth in single and biphase metals.

The LS-EVP-FFT model builds upon the small-strain EVP-FFT model developed

by Lebensohn et al. [83], and incorporates two novel elements: The first is the use of a

stress-free deformation “conformal” gradient, which is applied to the regular, rectangular

reference configuration before the first step to produce the current configuration. This
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conformal gradient allows for the accurate geometric representation of a spherical void,

avoiding the stairstep pattern that results when modeling circular or spherical inclusion

on regular, rectangular grids, and the noise in the mechanical fields that results from this

stair-step pattern. The second is the use of a linearly viscous heterogeneous medium in

the current configuration that is homogeneous in the reference configuration. The use of a

linear viscous reference in place of an elastic reference medium allows better convergence

during the plastic deformation regime. The transformation of the heterogeneous medium

into a homogeneous medium in the reference configuration using the conformal gradient

allows the use of the small-strain EVP-FFT algorithm, with only minor modifications,

to solve large-strain calculations.

For this thesis work, additional steps were taken to improve the numerical stability

of the algorithm when an infinitely compliant void was introduced. First, the time

increment, ∆t, was reduced to avoid excessively large plastic strains in one time step, to

improve the accuracy of the overall solution and of the evolution of explicitly integrated

variables. Second, the average velocity gradient of the entire unit cell of the previous

step was used as the initial guess of each step, as opposed to the local average velocity

gradient of the previous step, to reduce the tendency of the boundary void voxels to

rapidly approach the material voxels. Finally, the velocity of certain voxels in the void

was interpolated to be that of the surrounding material, to avoid void voxels impinging

into the material.

Several simulations were conducted for verification of the model. In these simulations,

the void is modeled as a square or cube in the reference configuration in 2D or 3D

simulations, which mapped to a circle or sphere in the initial configuration. For the

first set of simulations, we compared 2D and 3D simulations with Eshelby solution for a

void in a matrix with cubic symmetry. The agreement was generally very good, but the

model did overpredict the stress and strain in the regions with the greatest “conformal”
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deformation, which are the corners of the void in the reference configuration. These

are the voxels whose velocities were interpolated at the end of each step, alleviating the

overprediction in multistep simulations.

Qualitative agreement was achieved between the LS-EVP-FFT and the CP-FE simu-

lations of Ling et al. [2]. However, the LS-EVP-FFT model has a limit on the maximum

strain that can be accommodated by the voids that is not present in the CP-FE method.

This limit is due to the impingement of void voxels past the material boundary, resulting

in negative values of the Jacobian of deformation. However, the fields are smoother than

would be possible with the dilatational viscoplastic (DVP) FFT used in the previous

chapter.

Based on a selection of simulations of single crystals with voids, there is very good

agreement between the macroscopic response of the DVP-FFT and the LS-EVP-FFT.

These simulations, as in the previous chapter, show that stress and the rate of void

growth under strain-rate controlled loading are highest in the [111]-oriented crystals in

FCC. The five orientations used in these simulations will be used in future chapters.

Finally, the concept of “contrast” was introduced, which is the difference in void vol-

ume fraction at a given strain between two single crystals with different crystallographic

orientations. “High-contrast” refers to a large difference in the volume fraction of the

void between two single crystal simulations (such as between a [111]-oriented crystal and

any of the four other orientations), and “low contrast ” refers to a small difference. This

concept is based solely on knowledge of void growth within the individual single crys-

tals. As such, it can be considered a characteristic of void growth at the junction of any

combination of grains without further calculation.
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Voids at grain boundaries

4.1 Introduction

The role of microstructure on void growth in metallic, polycrystalline materials that

deform plastically by dislocation glide is not well understood. A number of ex-situ

studies showed the formation of voids in these materials [1, 6, 19, 30, 120], but they did

not allow for the observation of the directionality of growth. In spallation experiments,

relevant information on void nucleation and growth is mostly lost, as voids coalesce and

span multiple grains [1, 8, 30, 114]. Because void growth is difficult to capture in in-situ

experiments with crystallographic information, microstructural effects on void nucleation

and growth is mostly understood via computational modelling or analytical results.

Ex-situ studies in high-purity metals have indicated that voids form at grain bound-

aries and that the inclination angle with respect to the largest principal stress direction

plays a role in nucleation [7, 30], both of which have been confirmed by Molecular Dy-

namics (MD) simulations [55, 64]. The study of nucleation is critical and an appropriate

problem for MD, but not as suitable at higher length-scales. In the continuum-level

approach used in this chapter, simulations start with a void already nucleated at grain
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boundaries or triple junctions. In polycrystalline metals, voids tend to nucleate at de-

fects like grain boundaries, after which the rate of void growth is of interest to correlate

microstructural features and damage resistance. Recent studies have shown that voids

often appear to grow or exist more in one grain over another, while still located at grain

boundaries, triple junction lines, or quadruple points. Francis et al. [7] showed that in

spalled Ta, voids at grain boundaries tended to be larger in key crystal orientations,

beyond reaffirming that frequent sites for incipient void formation were grain boundaries

and triple junctions.

A number of micromechanical/crystal plasticity (CP) simulations in the literature

have sought to understand void growth in crystalline metals. These simulations have

indicated that crystallography plays a key role in the growth of voids in grain interiors

[2, 50, 52, 121–123]. In chapter 2 the dilatational viscoplastic fast Fourier transform

(DVP-FFT) model of Lebensohn et al. [90] was used to show that in strain-rate controlled

simulations with axisymmetric loading, voids grew fastest in FCC single crystals that had

the higher Taylor Factors, a value that is typically associated with how geometrically

“hard” or “soft” an orientation is. It was also noted that in stress-controlled simulations,

the opposite was true: the voids grew faster in single crystals with lower Taylor factor.

Other works aimed at understanding void growth at grain boundaries, phase bound-

aries, and triple junctions. Starting with the most simple configuration, given by a void

at the intersection of a FCC bicrystal with a given inclination angle, Dakshinamurthy

et al. [72] used CP Finite Elements (CP-FE) focusing on void shape in the two grains

on either side of the grain boundary. They found that at high triaxialities, voids grew

faster into the softer grain compared to its harder neighbor. The micromechanical fields

at remote locations from the void converged to that of the single crystal for the same

loading state. This study did not vary the grain boundary inclination relative to the

loading direction.
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While several experimental and modelling works mentioned earlier found the impor-

tance of grain boundary inclination angle on nucleation of voids, only a few studies have

focused on how this variable affects void growth. Liu et al. [124, 125] built upon their CP-

FE single-crystal FCC void growth work and simulated bicrystal configurations, looking

at intra- and inter-granular fracture with grain boundary inclinations at 0/45/90°. In

[124], they found that unit cells with 0°-inclined grain boundaries failed by transgranular

fracture, while the tilted grain boundary (45°) failed by intergranular fracture. In [125],

they extended their study to coalescence, a topic which will not be discussed here. Wen

and Yue [126] performed a CP-FE study of inclination angle and focused on stresses at

the grain boundary in Ni superalloys. They found that, in anisotropic bicrystals, high

stresses, including high stress gradients, were apparent near the grain boundary, espe-

cially close to the void. They also noted that the crystallographic orientation of grains

and the loading direction dictated the extent of these elevated values.

Misorientation is an additional common quantity used to describe grain boundaries,

and there are several studies that attempted to understand how void growth is affected

by this variable. Chen et al. [51] used misorientation and tilt/twist character to describe

void growth/slip activation in CP-FE simulations of Ni-based superalloys. They found

that twist boundaries, relative to a [001] single crystal, promoted void growth, while tilt

boundaries strongly reduced the void growth in stress-controlled simulations. They also

observed asymmetric growth on either side of the grain boundary. Asim et al. [73] studied

phase boundary inclination, and its effect on void growth at the interface of FCC-HCP

bicrystals using CP-FE. It is important to note that they maintained the HCP crystal

orientation to the grain boundary inclination, thus conflating certain results of the phase

boundary inclination study with crystal orientation. They found that inclination angle

in this context strongly affected total void growth.

Other studies have also looked at voids at triple junctions. Jeong et al. [74] used
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CP-FE to investigate voids at grain boundaries and triple junctions in BCC using dis-

placement boundary conditions. In their study, the bicrystal simulation cells consisted of

voids at a grain boundary whose normal was parallel to the primary axis of loading. For

their triple junction study, they introduced a new grain boundary whose normal was per-

pendicular to the loading direction. They found that the rate of void growth in bicrystals

contradicted that of their single crystal counterparts, in that the voids grew fastest to

slowest in the [110], [111], and [100]-oriented single crystals, but when in a bicrystal or

tri-crystal, the voids grew fastest in the [100] grain and slowest in the [110] grain. The ori-

entation dependence on void growth rate was attributed to relative strength differentials

in the bicrystals, and stress in the single crystals. They also noted that the activation

pattern of multi-slip is similar in single crystals and bicrystals, but the shear strains differ.

Zhang et al. [66] used MD to study voids at triple junctions in a Ni film, and found that

simply swapping grain locations without changing the orientations themselves, resulted

in different growth, both in morphology and volume fraction.

All the aforementioned works identified either misorientation, grain boundary incli-

nation, or grain orientation as the dominant variable and studied the trends that resulted

from their variation. However, the combined effect of all three descriptors has been rarely

investigated. Few studies have analyzed the extent to which growth occurs into one grain

or another, despite the evidence, both in experiments and simulations, that void growth

is not generally equal on both sides of a grain boundary. There is an additional question

as to why voids might grow faster into harder grains (grains with a high Taylor Factor,

and a lower propensity for plastic slip at the same stress), as in Francis et al. [7], given

there is strong evidence from the literature suggesting that voids should always grow

into the softest grain. Perhaps voids form in a harder grain, rather than right at the

grain boundary, and grow toward the boundary. It is also worth noting that the choice

of strain- or stress-controlled boundary conditions have a strong influence on which grain
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voids grow most quickly into.

The work in this chapter seeks to identify the role of grain boundary inclination

and adjoining crystal orientations on the growth of already nucleated voids in FCC

metals. We consider an isolated void at a grain boundary or a triple junction, far from

any other neighboring grains. To that end, we adapted a recently developed large-

strain elasto-viscoplastic fast-Fourier transform-based (LS-EVP-FFT) formulation [89]

to model void growth, and used it to simulate the growth of voids at grain boundaries

with varying grain boundary inclination, misorientation, and crystallographic orientation

of both grains. The first case is concerned with low-energy coherent grain boundary

orientation relationships, followed by a larger study of grain boundary inclination and

grain orientation. The initial void location relative to the grain boundary is also studied.

Finally, we study cases of voids at triple junctions. These simulations demonstrate that

the orientations of the crystals on both sides of the grain boundary, relative to the main

axis of loading, have the strongest influence on void growth at grain boundaries, larger

than either misorientation or grain boundary inclination. For most grain orientations

the void growth in bicrystal follows the rule of mixtures of single crystalline void growth.

However, for a subset of bi-crystal orientations, we observed that there exists a subset

of bicrystal orientations at which voids grow faster in the bicrystal than within the

individual single crystals, but only in cases where void growth is similar — but not equal

— in the constituent single crystals.

The plan of this chapter is as follows: In section 4.2 we present the simulations

conducted to probe the effect of crystallography on intergranular void growth. The

results of a comprehensive study of crystallographic effects on intergranular void growth

using LS-EVP-FFT are presented and discussed in section 4.3. Finally, key takeaways of

this study and outstanding questions are discussed in section 4.4.
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4.2 Simulation setup

The simulations in this chapter were all performed using the large-strain elasto-

viscoplastic fast-Fourier transform (LS-EVP-FFT) described in chapter 3. The unit cell

with a void is discretized by mapping a cube inclusion to a sphere, as in section 3.3.

To create unit cells with grain boundaries, one or more planes were introduced to

split the unit cell into two or three parts. After the spherical void was created, one or

more planes were placed through the center of the unit cell at varying angles, and the

matrix was split along those planes into grains.

Here we present LS-EVP-FFT simulations intended to probe the growth of voids at

and near grain boundaries and triple junctions, to elucidate some of the open questions

detailed in the introduction.

Five types of unit cells were used in this work. All cases contained one void at the

center of the simulation cell (unless otherwise noted), with these characteristics:

• 3D single crystals with initial 1% porosity, to compare with bicrystal and tricrystal

simulations;

• 3D bicrystals, with 1% initial porosity, with the grain boundary passing through

the center of the void at varying angles, assigning a selection of orientations to the

crystals corresponding to low-energy coherent grain boundaries in FCC systems;

• 3D bicrystals with 1% initial porosity, with a general (non-coherent) grain boundary

passing through the center of the void at varying angles;

• 3D bicrystals with 1% initial porosity, with a general grain boundary passing off-

center of, or completely missing the void; and

• 3D tricrystals with 1% porosity, with different permutations of a selection of orien-

tations.
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0° 60°45°30° 90°
x

z

y

Figure 4.1: The cells for the grain boundary inclination study, with the angles marked
below. Here, the void is shown in white, and the first and second grains are shown in
blue and red, respectively.

The first set of simulations consisted of 3D single crystals, with dimensions of 64×64×64

and a void placed at the center with diameter 17 voxels (corresponding to the eighth-cell

shown in Figure 3.1(c)), resulting in 1% volume fraction of the void. This choice allowed

a reasonable resolution while avoiding void interaction with periodic repetitions of the

unit cell. The purpose of these simulations was to compare grain boundary results to

that of the single crystals

The second set of simulations consisted of 3D bicrystals, with voxel dimensions as in

the previous single crystal cases. In these simulations, the material portion of the unit

cells were split in half through the center of the void at one of three inclination angles:

0°, 45°, and 90°, where the angle is measured between the plane normal and the z-axis;

the plane normal was always perpendicular to the y-axis, and the normal was rotated

in the xz-plane (as indicated in Figure 4.1). The orientations were chosen to mimic

those of low-energy coherent grain boundaries. The intention of these simulations was to

keep misorientation fixed, allowing individual grain crystallography and grain boundary

inclination to be isolated.

The third set of simulations consisted of 3D bicrystals identical to the previous set

of simulations, but with one of five inclination angles: 0°, 30°, 45°, 60°, and 90°, shown

in Figure 4.1. In contrast to the previous simulations, the orientation of the grains were
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r/2 into grain 2at cell centerr/2 into grain 1r into grain 1 r into grain 2

Figure 4.2: The simulation cells for the offset void study. Here, the void is shown in
white, and the first and second grains are shown in blue and red, respectively.

fixed to the primary axis of loading. These cases were devised to further probe the effect

of grain misorientation and grain boundary inclination on void growth.

The fourth set of simulations were bicrystals identical to the previous cases, but

with the void displaced from the center of the cell (while the grain boundary remained

coincident with the center of the cell) by r/2 or r in the direction of the grain boundary

normal, in both positive and negative directions, shifting the initial void position to lie

primarily in one grain. Simulations were limited to those with grain boundary normals

at 0° (the full combination of offsets shown in Figure 4.2) or 90° to the principal axes

(essentially (001) and (100) planes). The intent of these cases was to see if void growth

can effectively propagate from one grain to the other, even if the void is formed primarily

in the interior of one of the grains forming the grain boundary.

The fifth and final set of simulations was of tri-crystals with identical unit cell dimen-

sions to the previous cases. In these simulations, the material portion of the unit cells

were split into three parts along the 30°, 120°, and 90° planes, moving clockwise, from

one edge of the unit cell to the center of the void, with plane normals perpendicular to

the y-axis (Figure 4.3). The intention of these simulations were to probe non-symmetric

combinations of grain orientations, similar to Zhang et al. [66].

All simulations were conducted imposing a stress triaxiality σtx=3.0, a constant axial

strain rate ε̇33 = 1.0s−1, and an initial time step, ∆t=2×10−3s. In all cases, the FCC
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Z

YX

Figure 4.3: The grain structure for the triple junction simulations, with the three
grains in light red, light blue and blue.

crystals deform plastically by ⟨110⟩{111} slip, with a reference slip rate γ̇0=1.0/s, and,

in most cases, a stress exponent n=5 (see Equation 3.14). Notable exceptions to the

adoption of this non-linear viscoplastic behavior is the use of a linear viscosity, n=1,

to consider a linear viscoelastic material for comparison with Eshelby’s analytical stress

fields, which are available for linear material behavior. The adopted Voce hardening

parameters from Equation 3.16 were τ0=1.0 MPa, τ1=3.0 MPa, θ0=8.0 MPa, and θ1=0.0

MPa. For the isotropic elasticity constants, Young’s modulus and Poison’s ratio, ν, were

adopted to be 1000 MPa, and 0.3, reflecting the constants used in the FEM in chapter 2.

The overall void volume fraction in the simulation is taken to be the sum of the

Jacobian of the deformation of the void voxels divided by the corresponding sum over the

entire unit cell,
∑

V J(x)/
∑

M+V J(x). To determine the void volume fraction pertaining

to each grain in bicrystal or tri-crystal simulations, the 3D coordinates of the nodes in the

surface of the void in contact with each grain were extracted and the resulting volume was

calculated using a convex hull algorithm (specifically, python’s scipy.spatial.ConvexHull

package), similar to Jeong et al. [74], which was then divided by the volume of the convex

hull of the grain itself. If, for any reason, the sum of volume of the convex hulls did not

equate to the total volume of the void, the remaining volume was split in portions (two

or three) and added to all of the volumes. In practice, this difference accounted for a

small portion of the volume of the bi- or tri-crystals.
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Boundary Tilt/Twist Misorientation angle r
Σ3{111}{111} tilt 70.5° ⟨110⟩
Σ11{113}{113} tilt 129.5° ⟨110⟩
Σ3{110}{110} twist 70.5° ⟨100⟩
Σ5{100}{100} twist 36.9° ⟨100⟩
Σ13{100}{100} twist 22.6° ⟨100⟩
Σ17{100}{100} twist 28.1° ⟨100⟩

Table 4.1: Low-energy coherent grain boundaries in the 0-45-90° simulations.

4.3 Results and Discussion

4.3.1 Voids at coherent grain boundaries

We begin our study of voids at grain boundaries with several cases of low-energy

coherent grain boundaries in FCC materials. These simulations consisted of a bicrystal

with a void in the center of the cell, with the void center coincident with the grain

boundary plane at 0°, 45°, and 90°, corresponding to the angle between the plane normal

and the z-axis rotated in the xz-plane. The orientations were selected to correspond to

one of six low-energy coherent grain boundaries listed in Table 4.1, which is a subset of

the relationships reported in Sutton and Balluffi [127]. The orientations of the grains were

set to coincide with the normal to the grain boundary (drawn schematically in Figure 4.4

for the Σ5{100}{100} twist boundary). For comparison, single crystal simulations for

each of the individual grain orientations were also performed.

Figure 5.5 shows an example of void volume fraction evolution for the Σ5{100}{100}

twist grain boundary case. Figure 5.5(a) shows the void volume fraction normalized

by its initial value, f/f0, of the two single crystals (brown solid line and pink dashed

line for single crystal 1 and 2) rotated 45° around the y-axis, the entire void in the

bicrystal with a 45° grain boundary (black solid line), and the portion of the void in the

bicrystal corresponding to one grain or another (brown dotted line for the first grain,

pink dot-dashed line for the second), as a function of axial strain, ε33. The vertical
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Figure 4.4: A schematic representation of an xz cross-section for the low-energy grain
boundary simulations, showing how the Σ5{100}{100} twist boundary rotates with
the grain boundary inclination angle. The cells themselves are identical to those shown
in Figure 4.1.

dotted line shows the strain (7.26%) at which several important micromechanical field

variables are taken from in Figures 5.5(b) and 4.6. Figure 5.5(b) shows the void volume

fraction normalized by its initial value, f/f0, for the single crystals (brown solid line

and pink dashed line), entire bicrystals (small black dots), and within each grain in the

bicrystal (larger colored dots, filled corresponding to the first grain, open corresponding

to the second grain), as a function of grain boundary inclination, θGB, at the same strain

(7.26%). Note that the total volume fraction (black dots) in the bicrystal should be an

average of the volume fraction pertaining to each grain in the bicrystal (colored dots),

but due to the different calculation methods between the partial and total void volume

fraction (detailed at the end of section 4.2), this is not always the case.

Figure 5.5(b) (which is repeated in Figure 4.6(c)) shows one interesting behavior,

which is not immediately intuitive. For the 45° bicrystal set, the void appears to grow

faster into grain 2, which shows slower growth in the single crystal case. This occurs

when the contrast between the single crystals is high. The void is also growing slightly

faster in the bicrystal than in either constituent single crystal in the 90° bicrystal set.

Contrast in both 0° and 90° bicrystal sets is low.

Figure 4.6 shows the normalized void volume fraction of the single crystal and bicrys-

tal pairs for all of the orientations listed in Table 4.1. The symbols and lines are consis-
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Figure 4.5: Plots of normalized void volume fraction, f/f0, at Σ5{100}{100} twist
grain boundaries grain pairs and in single crystals with the same crystal orientations.
(a) shows f/f0 versus axial strain, ε33 for the single crystals (brown solid line for the
first grain, dashed pink line for the second grain) rotated 45° around the y-axis and
the 45° grain boundary, showing the total void volume fraction (solid black line) of the
unit cell as well as the void volume fraction within each grain (dotted and dot-dashed
colored lines). The vertical dotted line in (a) indicates the strain at which the values
in (b) show the void volume fractions for the single crystals (again, solid and dashed
colored lines), the entire unit cell (small black dots), and the individual grains (larger
colored dots, filled and open), as a function of grain boundary inclination, where the
data points at 45° in (b) correspond to the values taken from (a).
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tent with Figure 5.5(b), which is reproduced in Figure 4.6(c). A few trends immediately

emerge: First, the voids in the twin boundary (Figure 4.6(a)) essentially behave as single

crystals, with very little deviation in void growth in the bicrystal from that of the single

crystal. In general, in all other cases of zero contrast, again referring to the difference

in void volume fraction between the single crystals, the void growth in the bicrystal is

nearly identical to their single crystal counterparts. There are two notable exceptions:

The bicrystals in Figure 4.6(b) with the 45° grain boundary and (f) with the 0° grain

boundary show much faster growth in the bicrystal than in either single crystal. The

second observation is that where there is contrast in the single crystals (typically in the

45° bicrystal sets), the void grows at a rate that is between that of either single crystal.

There also appears to be a slight anisotropy in growth in the grains in the bicrystal (c-e,

colored dots), and the void grows faster into the grain that showed slower growth as a

single crystal. This reversal in growth is not true, however, in the 90° bicrystal in (f),

which shows faster growth in the second grain in the bicrystal and faster growth in single

crystal form.

While studies with these orientation relationships may prove important from the

perspective of creating a database, they do not reveal many underlying trends about

grain boundary inclination angle or misorientation. As such, further study of the effects

of crystallography is necessary to reveal the relationship. In the following sections, we

consider a greater range of orientation relationships and return to the five orientations

discussed in the previous chapter in subsection 3.4.3.

4.3.2 Voids at bicrystal grain boundaries

In order to more generally probe the effect of crystal orientation and grain boundary

inclination on void growth, we used a variety of grain orientations to simulate bicrystals
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Figure 4.6: Volume fraction at 7.26% axial strain for all single crystals and bicrystals
with voids at the center of the unit cell as a function of grain boundary inclination.
Each individual plot (a-f) represents a different coherent grain boundary, with the
grain boundary designation listed at the top. Colored lines represent single crystal
data, and dots represent bicrystal data. Black dots are the total volume fraction in
the cell, while colored dots are the volume fraction within each grain. The brown solid
lines (single crystals) correspond to the grain orientation of the solid brown circles,
while the dashed pink lines correspond to the grain orientation of the open pink circles.
The volume fraction is normalized by the initial volume fraction of each population
(i.e. 1%). Except for 45° and 0° grain boundaries in (b) and (f), when the voids in
the single crystals show no growth contrast, the voids in the bicrystals similarly show
nearly identical growth. When there is contrast, as in (c-f), the total void volume
fraction in the bicrystal (black) is in between that of the single crystal (lines). At
45° in (c-e), the void in the bicrystal grows slightly faster into the softer grain (filled
brown dots).
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orientations letter Misorientation angle r
[001]-[011] (a) 45° [100]
[001]-[021] (b) 63.43° [100]
[011]-[1̄25] (c) 33.69° [−0.68,−0.16,−0.86]
[011]-[021] (d) 18.43° [100]
[001]-[111] (e) 69.73° [1.39,−0.58, 1.12]
[011]-[111] (f) 45.99° [0.29,−0.12, 1.40]
[111]-[1̄25] (g) 77.04° [−0.82, 0.13,−1.76]
[111]-[021] (h) 45.79° [0.26,−0.11,−1.41]
[001]-[1̄25] (i) 35.72° [0.77, 0.18,−0.86]
[1̄25]-[021] (j) 47.17° [1.20, 0.28, 0.79]

Table 4.2: Grain pairs studied in the fourth-sixth set of simulations, listing the pair,
the Misorientation angle, and the axis of rotation, r.

with a void in the center of the cell, with the grain boundary plane at 0°, 30°, 45°, 60°,

and 90°, measuring the angle between the plane normal and the z-axis and rotated in the

xz-plane. The simulations were assigned the five previous crystallographic orientations

used in subsection 3.4.3, in all possible combinations of grain pairs, with the orientations

always fixed relative to the z-axis, in contrast to the previous subsection. The combina-

tions and misorientations are summarized in Table 4.2. The letter designation indicates

the order in Figures 4.7-4.10.

Figure 4.7 shows the void volume fraction of voids in single crystals and bicrystals, as

a function of grain boundary inclination. Each plot shows the total normalized volume

fraction of the void in single crystals, grain-boundary pairs, and individual grains (colored

lines, black dots, larger colored dots, respectively), at 8.53% axial strain.

There are several noteworthy observations: First, void volume fraction at this strain

generally (the exceptions are discussed shortly) can be described using a reductionist

viewpoint: that is, the total void growth in the bicrystal is given by an average of the

single crystal growth rates of the constituent grains. Second, the total void growth is

insensitive to the grain boundary inclination. Third, in contrast to the total void growth,

the individual growth within each grain in the bicrystal is sensitive to grain boundary
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inclination, which is most notable in high-contrast growth involving the [111]-oriented

grains, as in Figure 4.7(e-h).

To further discuss the points made above, we use the terms “emergent” and “anisotropic”

growth, which may occur simultaneously. Emergent growth refers to higher total void

volume fractions in the bicrystalline unit cells, compared to the volume fractions in each

constituent single crystal unit cells at the same strain. This trend is the exception to the

previous viewpoint. Emergent growth occurs in some of the low-contrast GBs, namely

Figure 4.7(a-d), but not in others, as in Figure 4.7(i-j), regardless of the GB inclination

angle. Anisotropic growth refers to unequal growth in grain pairs. An example of this

is in Figure 4.7(e), where the void in the bicrystal grows fastest into the [001] grain,

whereas the void grew faster in the [111] single crystal. This behavior is always apparent

at 0° GBs, and infrequently in 90° GBs, and the void growth in bicrystals with inclined

grain boundaries lies between these two states. The void always grows fastest into (col-

ored dots) the grain in the bicrystal that showed slower void growth in the single crystal

(line with the same color) when the grain boundary is at 0°-inclination.

One explanation for the anisotropic growth, alluded to in the discussion of the single

crystal behavior in Figure 3.6, is the stress state at this strain. Figure 4.8 shows the

average stress of the single crystals, grain-boundary pairs, and individual grains (colored

lines, black dots, larger colored dots, respectively) at the same strain as in Figure 4.7.

The trend observed in the previous figure, where the void grew faster into one grain at one

inclination and another grain at another inclination angle is explained to be primarily

due to the stress/strain loading state, where the 0° simulation cell can be described

as “isostress” and transition to an “isostrain” loading state in the 90° simulation cell,

which would resemble the strain-controlled simulations in single crystals in the previous

two chapters. This tendency is most apparent in the cells containing [111]-oriented

grains, Figure 4.8(e-h). If the grains are subjected to isostress, the voids grow fastest
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Figure 4.7: Volume fraction at 8.53% axial strain for all single crystals and bicrystals
with voids at the center of the unit cell as a function of grain boundary inclination.
Each individual plots (a-j) represents a different bicrystal pair, with the two orienta-
tions noted in each plot. Colored lines represent single crystal data, and dots represent
bicrystal data. Black dots are the total volume fraction in the cell, while colored dots
are the volume fraction within each grain. The volume fraction is normalized by the
initial volume fraction of each population (i.e. 1%). Figures (a-d) show “emergent”
growth, where the total void volume fraction exceeds that of both constituent single
crystals. When the grain boundary inclination (GBI) is 0°, voids in bicrystals always
have a higher void volume fraction in the grain that showed less growth as a single
crystal (e.g. in (a), the void volume fraction in the [001] grain is greater than in
the [011] grain, while the void grew faster in the [011] single crystal). As the GBI
increases, this distinction is diminished, and in some cases (Figures (e-h), all which
involve the [111] grain), the void grows fastest in the hardest grain (the [111]-oriented
grain).
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in the “softer” grain, while the opposite is true in the cases of isostrain, in which the

grains that have different average stresses, but similar components of axial strain rate.

This trend reflects the observations seen in single crystals with voids; the isostress and

isostrain simulations resemble the stress- and strain-rate controlled conditions simulated

in chapter 2.

A simplification of this idea is that voids grow fastest with greatest plastic strain.

Taylor Factor is typically associated with elevated stresses at the same level of strain,

but in reality, the counter-intuitive response is related to the plastic strain: when in

isostress loading conditions, the crystal with the softest loading condition experiences

the most plasticity, while in isostrain loading conditions, the increased stress necessary

to achieve the same strain rate leads to a greater portion of plastic strain near the void.

In addition to the stress, the average maximum slip rate was calculated. The slip rate

of each slip system at each voxel was ordered (first, second, third, etc.) and the slip rate

at each ordinal position was averaged over the material (excluding the void) and within

each individual grain (for the bicrystal simulations). These are now compared, as in

previous figures, to see if there are any trends. Figures 4.9 and 4.10 show the averages of

the slip rate in the first and second most active slip systems, respectively, at 8.53% axial

strain. Focusing on Figure 4.9, the emergent cases (a-d) show a shared trend between

the grain-averaged slip rate (colored dots) in the bicrystal compared to its single crystal

counterpart: at least one of the grains shows greater slip activity and the second grain

shows equal or greater activity. The other cases (e-j) do not consistently show this trend,

with one or more grains generally showing reduced slip rates. However, Figure 4.9(f) and

(j), which are not emergent cases, show the same increase in maximum strain rate on

both halves that is present in the emergent cases, which leads us to look at Figure 4.10

and the second most active slip rate for a pattern.

Figure 4.10 shows the average slip rate in the second-most active slip systems, which
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Figure 4.8: Axial stress at 8.53% axial strain for all single crystals and bicrystals
with voids at the center of the unit cell as a function of grain boundary inclination.
Each individual plots (a-j) represents a different bicrystal, with the two orientations
noted in each plot. Colored lines represent single crystal data, and dots represent
bicrystal data. Black dots are the total stress in the cell, while colored dots are
the stress within each grain (excluding the void, which sustains no stress). It is
clear from the figures (e-h), those which involve the [111]-oriented grains, that the
0° and 90° simulations, where stress are equal and most distinct respectively, serve
as bounds for all simulations. These two bounds, in essence, mirror stress-controlled
and strain-controlled simulations, thus explaining why the growth is fastest in the
softer grain for the 0° inclined simulations. Based on stress alone, no figures indicate
“emergent” growth, except figure (j), where the stress in the bicrystal simulations in
cases with a grain boundary inclination above 45°, the axial stress, and thus von Mises
stress, exceeds that of the single crystal constituents.
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represent single crystal data, and dots represent bicrystal data. Black dots are the
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appear to follow the same trend, despite not exhibiting emergent behavior.
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provides an additional hint at whether slip is active in multiple slip systems. The single

crystal data from Figure 4.9 is shown as dashed lines, to highlight the difference between

the most active and second-most active slip systems. Starting from the high-contrast

grain cases (e-h), the second-most active slip system shows a slower slip rate (by > 0.15),

and the slip rate in the grains is less than that of the single crystal in at least one grain.

The bicrystals can be categorized into three groups, where the slip rate is 1) equal or

greater in both grain halves, 2) equal or greater in one grain only, or 3) less on both

halves. Of the cases that showed an increased slip rate on both halves — shown in

Figure 4.9(a-d) and (f) and (j) — the true emergent bicrystals fell into the first two

categories in Figure 4.10, while Figure 4.9(f) and (j) fell into the third category where

the slip rate is overall decreased in both halves. This indicates that while slip activity

may increase in one slip system, plasticity is not enhanced overall. Enhanced slip in

multiple slip systems appears to be connected with emergent behavior.

Neither the total stress nor the average stress of the grain halves in the bicrystals

indicate that emergent growth would occur; there is no significant elevation of average

total stress or an elevation of stress in one grain that would cause the total growth to

exceed the growth of both single crystals. However, it is possible that emergent growth

is due to a local value near the void. Figure 4.11 shows the axial stress fields, σ33(x),

at the same strain (8%), in the xz-plane for: (a) emergent [001]−[011], (b) high-contrast

[001]−[111], and (c) low-contrast [001]−[1̄25] grain pairs. The top row shows the axial

stress field in single crystals, the middle row shows the axial stress field in bicrystals with

0/90° grain boundaries, and the bottom row shows the difference between the stress field

in the bicrystal and the corresponding single crystalline fields. Compared to the other

two grain pairs, the (a) emergent [001]−[011] grain pair shows an increase in axial stress

on both halves of the bicrystal, while both the (b) high-contrast and (c) low-contrast

pairs show an elevation in stress in the [100] grain, while the [111], and [1̄25] grains show
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Figure 4.11: Contour plots of axial stress field, σ33(x), in various single crystals (top
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that the stress on both halves of the bicrystal increase overall in the emergent case,
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high- and low-contrast cases.

suppressed stress values. The stress elevation is the likely reason for emergent growth,

but it remains unclear why that pairing leads to this elevation.

Overall, the effect of crystal orientation on void growth overshadows grain boundary

inclination or misorientation from a purely mechanical perspective. It is important,

however, to note that with a different Lode parameter or boundary condition the trends

may be completely different. From the perspective of growth within a grain (partial

growth), grain boundary inclination and misorientation play larger roles. Ultimately, it

is plasticity that dictates void growth, as expected. It is possible that with anisotropic

elasticity, orientations that are stiffer might behave like materials that are plastically soft,

109



Voids at grain boundaries Chapter 4

or plasticity may initiate at the same stress and no discernible difference may result.

It was expected that the grains would behave like composite systems as a whole.

The anisotropic growth, especially in the iso-strain conditions, where void growth is

sometimes faster in the harder crystal, indicates one possible reason that voids may be

found primarily in those grains in ex-situ studies. It is also important to note that void

growth (and thus coalescence) may occur at a greater rate, due to the emergent void

behavior that causes the areas around the void to have elevated stresses relative to their

single crystal counterparts. It still remains unclear why some grains show this behavior.

4.3.3 Voids near bicrystal grain boundaries

In this section, the bicrystal was modified to see if the location of the void relative to

the grain boundary affects void growth. In these simulations, the void was displaced from

the center of the cell by r/2 or r in the direction of the grain boundary normal, in both

positive and negative directions. Simulations were limited to those with grain boundary

normals at 0° (our “isostress” case) or 90° to the principal axes (the “isostrain” loading

condition), and only with grain pair combinations of the [001], [011], or [111] orientations.

Figure 4.12 shows the void volume fraction at the single crystals and bicrystals in

this study. As in the previous section, colors are consistent among orientations, and the

diagrams indicate the initial location of the void, as well as the orientation of the grain

boundary. Whether the void lies partially or fully within one grain or another, the total

void growth differs only slightly, while the void continues to grow fastest in the grain it

is placed.

These simulations can be thought of as a “preview” of future void growth from the

simulations where there is no offset: If the void grows most quickly into one grain, it will

continue to grow into that grain. If it is fully embedded in one grain, the void does not
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grow into the soft grain. Thus, if ex-situ results indicate that voids exist more in one

grain, it is possible that there was either a micromechanical impulse (based on loading

state) into that grain after forming evenly on both sides of the grain boundary, or that

the void started in that grain, but close to the grain boundary. Macroscopic loading

conditions may affect this impetus.

4.3.4 Voids at triple junctions

To see if the observations and principles of the bicrystal cases apply to more com-

plicated grain junctions, tri-crystals with grains split evenly into three parts were also

studied. Every possible permutation of the five orientations were simulated.

Figure 4.13 shows the void volume fraction for the tri-crystals consisting of a (a)

[001]−[011]−[111] tri-crystal and [001]−[011]−[1̄25] crystal. The figures show the single

crystal void response (solid colored lines) and the total (black x’s) and partial (colored

dots) void volume fraction in the tri-crystals. Here, we see more variation in total void

growth, which is dependent on the grain in the horizontal-most position at the bottom

of the cell, as shown in (c). While individual grain void volume fraction varies with the

location of the other two grains, it is the grain that occupies this position that dictates

the stress in the lower half - since it most resembles the 0° isostress grain boundary.

The void shows emergent growth at the low-contrast triple junction. The presented

tri-crystal simulations reinforce the notion that these behaviors of anisotropic growth,

emergent growth, and grain orientation dictating the total void growth extend to more

complex grain configurations.
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Figure 4.12: Void volume fraction at 8.53% axial strain for all single crystals and
bicrystals as a function of the initial distance of the void center from the grain bound-
ary plane. Each column represents a different bicrystal pair, with the two orientations
noted in each plot. The top row (a-c) correspond to bicrystals with 0° grain bound-
aries, while the bottom row (d-f) correspond to bicrystals with 90° grain boundaries.
Colored lines represent single crystal data, and dots represent bicrystal data. Black
dots are the total void volume fraction in the cell, while colored dots are the void
volume fraction within each grain. Colored text indicates the grain the void has been
shifted into. The void volume fraction is not normalized by the initial volume fraction
of each population, but the initial void volume fraction of the total cell (1%) is indi-
cated in the dashed line. In general, voids placed in one grain over another, regardless
of the primary loading state (0/90° grain boundary inclination angle) continue to grow
fastest in the grain it was placed, although the growth rate is slightly faster when the
void is placed in the soft crystals. Figure (a) indicates that the emergent grains con-
tinue to be emergent, even in the movement of the void center.
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4.4 Summary and Conclusions

In this chapter, we used the large-strain elasto-viscoplastic fast Fourier transform-

based formulation described in the previous chapter to investigate crystallographic effects

on the growth of voids at or near grain boundaries and triple junctions. Neglecting void

nucleation and coalescence, several sets of simulations were conducted on a generic FCC

metal as a model material, with various combinations and permutations of crystal ori-

entation and grain boundary inclination. Bicrystals with 1% initial void volume fraction

and various crystal orientations, corresponding to low-energy coherent grain boundaries

in FCC metals, and several grain boundary inclinations were simulated and compared to

single crystal void volume fractions with the same subset of orientations. Also, bicrystals

with fixed orientations relative to the primary loading axis were simulated, to under-

stand the effect of individual grain orientation, and to probe certain patterns apparent

in the previous simulations. Next, bicrystals with voids at different locations relative
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to the grain boundary were studied. The study that followed focused on voids at triple

junctions, with different permutations of the original orientations studied.

From these studies, several trends emerged. First, voids at grain boundaries grow

anisotropically: Voids always prefer “softer” (low Taylor factor) orientations for stress-

controlled/isostress loading conditions, but in some cases prefer “harder” grains when the

grain boundary inclination leaves the grains in strain-rate-controlled/isostrain loading. In

this work, the isostress and isostrain conditions were achieved when the grain boundary

plane normal was aligned and perpendicular with the loading direction. Thus if voids

exist at the grain boundary but primarily in a “hard” grain, then what is likely happening

is that the grain boundary inclination is promoting stress-bearing in the “hard” grain.

Secondly, the crystallographic orientation of constituent grains relative to the loading

axis, not the misorientation or grain boundary inclination angle, is the most significant

variable in promoting or suppressing total void growth at grain boundaries.

Additionally, there are a set of orientations that result in “emergent” behavior, where

the total void growth in the bicrystalline unit cells is faster than void growth of constituent

single crystal unit cells. Emergent behavior is due to local stress/strain enhancements

on both halves of the bicrystal relative to the single crystal constituents.

If voids grow anisotropically, we find that they continue to grow faster in those grains.

Similarly, if voids initiate primarily in one grain but near the grain boundary, it is likely

they will remain in that grain.

114



Chapter 5

Voids at phase boundaries

5.1 Introduction

The crystal orientation of each grain in a polycrystal plays a role in plastic defor-

mation, since plastic slip occurs on discrete planes in crystallographic directions [128].

Behaviors that are plastically mediated are, thus, dependent on crystal orientation. One

such plastically mediated failure mechanism is ductile failure, wherein voids nucleate,

grow, and coalesce [34, 38]. Study in the role of crystallographic aspects, such as crystal-

lographic orientation, grain boundary or phase boundary plane, on each stage of ductile

failure are areas of intense research. Ex situ studies have demonstrated that voids form

at grain boundaries in high-purity FCC and BCC polycrystalline metals and that the GB

inclination angle plays a role in void nucleation [7, 30]. Certain studies have suggested

that voids tend to appear near grain boundaries with normals parallel to the loading

direction [6]. Francis et al. [7] observed that in spalled Ta, the voids at the grain bound-

aries tended to lie in one grain over another, but the voids preferred to form at the grain

boundaries, triple junctions, or quadruple points. Voids in biphase metals tend to form

near the phase boundaries, although voids may not form directly or evenly at the phase
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interface in most cases [8, 129].

However, studies demonstrating the locations of voids [6, 19, 30, 120, 130] often do not

monitor the stages of nucleation, growth, and coalescence of voids. Valuable information

is lost in ex situ studies with respect to the location of the initial nucleation and growth

of the void because coalesced voids often span multiple grains [8, 30, 34, 114, 130]. In situ

studies remain difficult to conduct, due to either the extremely high rate of deformation

rate which exceeds the monitoring capabilities of methods that are able to track full 3D

data sets with both void morphology and crystal orientation information, or due to the

specialized equipment to carry out such monitoring [96, 97]. This difficulty has led to

extensive research on the progress of ductile damage through analytical or computational

methods.

Molecular dynamics (MD) simulations have also demonstrated that voids form at

grain boundaries in high-purity polycrystalline metals and that the GB inclination angle

plays a role in void nucleation [30, 55, 64]. Nucleation of voids has been found to favor

grain boundaries with normals parallel to the loading direction [64]. MD also indicates

the formation of voids within each phase, in regions with a high number of defects, as

well as at the phase boundaries [131, 132]. While MD as a computational technique is

important and appropriate for understanding void nucleation, it is not appropriate for

larger length scales, and is generally not used to understand the crystallographic effects

of void growth. A notable example of a void growth study (as opposed to a nucleation

study) was that of Zhang et al. [66], who used MD to study already nucleated voids at

triple junctions in a Ni film. They used only three crystal orientations and swapped the

location of those three grains, and found that changing the location of the grains had an

impact on both morphology and void growth rate. To the authors’ knowledge, there are

no MD studies focusing on the growth of already nucleated voids at phase boundaries.

Several micromechanical and crystal plasticity (CP) simulations in the literature have
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sought to understand the growth of voids in crystalline metals. These studies have shown

that crystallography plays a key role in the growth of intragranular voids [2, 50, 52,

121–123]. A smaller number of crystal plasticity finite element (CP-FE) simulations

have focused on intergranular voids [51, 72, 74, 124, 126]. Dakshinamurthy et al. [72]

simulated voids in bicrystals and found that the voids grew faster into the softer grain,

particularly at high triaxialities. Liu et al. [124] showed that voids in bicrystals with a

grain boundary direction parallel to the tensile axis are likely to fail by transgranular

fracture, while those with tilted (45° from the loading axis) grain boundaries are likely

to fail by intergranular fracture. Wen and Yue [126] found that high stresses and high

stress gradients were apparent near the grain boundary in Ni superalloys, particularly

near the void, depending on the orientation of the crystal relative to the primary axis of

loading. Chen et al. [51] investigated how misorientation and the character of the grain

boundary affected the growth of the void in Ni-based superalloys and found that when

paired with a [001] single crystal, the twist boundaries promoted the growth of the void,

while the tilt boundaries had the opposite effect in stress-controlled simulations. Jeong

et al. [74] simulated bicrystals and tricrystals, showing that the growth rate of voids at

the grain boundaries contradicted the order of growth rate in single crystals, related to

the differences in stress in each grain. The growth of voids at phase boundaries remains

mostly unexplored by CP studies. To the author’s knowledge, only Asim et al. [73] have

completed simulations of void growth at phase boundaries using CP-FE. In their work,

they studied void growth in FCC-hexagonal close-packed (HCP) bicrystals using CP-FE,

varying the PB inclination, while keeping the HCP crystal orientation fixed to the normal

of the PB. This then conflated certain results of the study of PB inclination with those

of crystal orientation.

There are few studies that track void growth using CP fast-Fourier transform models

[90], which has the advantage of being more computationally efficient than its CP-FE
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counterpart, but only recently had the ability to accurately represent the geometry of

initially spherical voids. In chapter 2 the dilitational viscoplastic fast-Fourier trans-

form (DVP-FFT) model of Lebensohn et al. [90] was used to study voids fully embedded

in single crystals and grains in a polycrystal to the effect of crystal orientation on void

growth. It was demonstrated that the loading condition affected the interaction between

the growth of the void and the orientation of the crystal. In strain-rate controlled simu-

lations with axisymmetric loading and fixed stress triaxialities, voids grew more quickly

in the interiors of the FCC single crystal with the highest Taylor factor, a value that

is associated with how plastically “hard” or “soft” a crystal is oriented relative to its

primary loading axis. The opposite was true for stress-controlled simulations: The voids

grew more quickly in the crystal with the lowest Taylor factor. In this context, “soft”

refers to a plastically soft orientation, either due to a lower initial flow stress or due

to its orientation showing greater slip at equivalent stresses. Moving to void growth at

grain boundaries, chapter 4 used a modified version of the large-strain elastic-viscoplastic

fast-Fourier transform (LS-EVP-FFT) model of Zecevic et al. [89], which incorporates

elasticity and allows for the geometrically accurate representation of a spherical void, to

simulate voids at the GB of FCC bicrystals and tricrystals, and showed that the apparent

reversal of void growth rates when placed at the GB observed by Jeong et al. [74] was

due to the simulation cell mimicking the stress-controlled simulation of the DVP-FFT

study. Specifically, it was observed that in biphase cells where both grains were under

the same stress (“isostress”), the void showed anisotropic growth and preferred to grow

into the grain that was softer. In biphase cells where both grains experienced the same

strain rate (“isostrain”), either no anisotropy of void growth was apparent or the void

slightly preferred to grow into the harder grain. These states were achieved by rotat-

ing the GB without changing the grain orientation relative to the primary loading axis.

Furthermore, some voids showed emergent growth, which was the label given when the
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voids at the bicrystal grew faster than within either constituent crystal, due to elevated

slip on both sides of the GB. This behavior occurred independent of the GB inclination,

which weakly affected the total growth of the void in the bicrystal.

The work in this chapter aims to elucidate the crystallographic effects of crystal ori-

entation, PB orientation relationship, and PB boundary inclination on void growth. This

work is a continuum-level approach that is interested in voids already nucleated at phase

boundaries. A secondary goal is to expand on the work completed on the growth of

voids in single-phase bicrystals completed int the previous chapter and understand how

the introduction of new slip modes and material differences in hardening affect the be-

havior of voids. There are two underlying questions motivating this work, particularly

in comparison to void growth single-phase bicrystal: Firstly, is there a subset of bicrys-

tal orientations at which voids grow faster in the PB than within the individual single

crystals, breaking the void growth expected and observed for most grain orientations,

which generally lies between that in the constituent single crystals? Second, given a void

formed at the PB, are there some crystal orientations, PB inclinations, or orientation

relationships that foster growth, either overall or within one grain?

To answer these questions, we consider an isolated void at a PB, far from any other

neighboring grains, phases, or voids. We use a LS-EVP-FFT formulation [89] to simulate

the growth of voids in bicrystals with varying PB inclination, orientation relationship,

and crystallography. Two material systems are explored: A model FCC/BCC material

with identical properties besides the slip modes available, and a biphase FCC Cu/BCC

Ta metal. The first case deals with two common orientation relationships in FCC/BCC

metals, namely the K–S and N–W orientation relationships, followed by a larger study

of grain orientation, similar to that of the previous chapter, to see how the voids in the

two material systems compare with those at simple grain boundaries. The simulations

presented here demonstrate that the choice of slip mode availability in BCC metals,
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whether by the 12 ⟨111⟩{110} slip systems, the 12 ⟨111⟩{112} systems, or all 24 slip

systems combined, does not significantly affect the behavior of voids at PBs. However, the

distinct hardening characteristics exhibited by actual BCC and FCC metals profoundly

influence the observed patterns of void growth. Similarly to the single-phase bicrystals in

previous work, there exists a subset of bicrystal orientations at which voids grow faster

in the PB than within the individual single crystals, breaking the rule of mixture growth.

However, the subset of orientations in biphase materials is not necessarily the same as in

single-phase FCC bicrystals and differs between the model and specific material systems.

By varying both PB inclination and crystal orientation separately, we were able to show

that the PB inclination may affect how quickly the voids grow into one grain or another,

but does not impact the overall growth of a void to the same extent the crystal orientation

does.

The plan of this chapter is as follows: In section 5.2, we describe the simulations

conducted to probe the effect of crystallography on interphasic void growth using the

modified LS-EVP-FFT numerical method described in chapter 3. The results of a com-

prehensive study of crystallographic effects on void growth in generic FCC/BCC bicrys-

tals and Cu/Ta bicrystals are given in section 5.3. The implications of these results

are discussed in section 5.4, and the concluding remarks and remaining questions are

presented in section 5.5.

5.2 Simulation setup

The simulations in this chapter were all performed using the large-strain elasto-

viscoplastic fast-Fourier transform (LS-EVP-FFT) described in chapter 3.

Three types of simulation setups were used to understand the growth of voids at

phase boundaries. The first set of simulations was a single crystal without voids with
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voxel dimensions of 4×4×4 and no applied conformal gradient, used to demonstrate the

behavior of the phases and material systems prior to the introduction of a void.

All remaining simulations contained a void in the center of the simulation cell. They

can be split into two categories, 3D single crystals and bicrystals. The discretization

of the voided unit cells in this work follows the algorithm described in Appendix B of

Zecevic et al. [89], using the equations to map a 3D cube inclusion or heterogeneity in the

reference configuration to a spherical inclusion/heterogeneity in the initial configuration

in section 3.3. The algorithm optimizes the position of the centers of each voxel on the

surface of the void to improve the representational accuracy of the shape of the void. The

positions of the remaining voxels in the unit cell were interpolated using the optimized

locations of the boundary voxels.

All void simulations were performed with an initial 1% volume fraction of the void,

which balanced resolution while avoiding void interaction across periodic repetitions of

the unit cell.

The first type of simulation with a void consisted of 3D single crystals, with dimen-

sions of 64×64×64 and the void placed in the center with a diameter of 17 voxels, shown

as an eighth cell in Figure 5.1 (a). These simulations serve as a basis for comparison to

the bicrystalline simulations.

The second type of void simulation consisted of 3D bicrystals, with voxel dimensions

as in the previous single-crystals. For these simulations, after creating the spherical void,

a plane was placed through the center of the unit cell at one of three orientation angles

(0°, 45°, and 90°), and the matrix was split along those planes into grains. The angle

of inclination of the phase boundary is indicated by the angle between the plane normal

and the z-axis; the plane normal was always perpendicular to the y-axis, and the normal

was rotated in the xz-plane (as indicated in Figure 5.1).

Two sets of orientations were used for these two voided unit cells. The first set of
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0° 45° 90°
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z

y

a) Eighth of cell b) c) d)

Figure 5.1: (a) Eighth cell of the 3D unit cell that was used for single crystal and
bicrystal simulations, and (b-d) the cells for the GB inclination study, with the incli-
nation angles of (b) 0°, (c) 45°, and (d) 90°. In these three cases, the void is shown in
white, and the FCC and BCC phases are shown in blue and red. The initial volume
fraction of the void was 1%.

OR Planes Directions
K–S {111}FCC ∥ {011}BCC ⟨1̄01⟩FCC ∥ ⟨11̄1⟩BCC

N–W {111}FCC ∥ {011}BCC ⟨11̄0⟩FCC ∥ ⟨100⟩BCC

Table 5.1: Orientation relationships for FCC/BCC used in biphase simulations. The
single crystal orientations corresponding to these orientations were also simulated, for
completeness.

orientations correspond to K–S and N–W orientation relationships, chosen to keep the

misorientation fixed, allowing individual grain crystallography and GB inclination to be

studied, and are summarized in Table 5.1. For these simulations, the three PB angles

0°, 45°, and 90°, were used. The orientation of the grains was set to coincide with the

normal to the PB (drawn schematically in Figure 5.2). Single-crystal simulations with

each of the individual phase orientations relative to the primary loading axis in the z

direction were also simulated.

The second set of orientations used combinations of five orientations used in the

previous two chapters to decouple the effects of crystal orientation and PB inclination on

void growth in FCC/BCC bicrystals. The orientations chosen are as follows: [100]-[010]-

[001], [100]-[011̄]-[011], [11̄0]-[112̄]-[111], [210]-[12̄1]-[1̄25], [100]-[012̄]-[021], all strained

primarily in the z axis (the third direction). From this point on, only the orientation
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Figure 5.2: A schematic representation of an xz cross-section for the orienta-
tion relationship simulations. (a-c) The orientations for the Kurdjumov–Sach
(K–S)-orientation relationship, and (d-f) the orientations for the Nishiyama–Wasser-
mann (N–W)-orientation relationship simulations. Brown is used for the FCC half of
the bicrystal, and pink represents the BCC half. The cells themselves are identical to
those shown in Figure 5.1.

relative to the primary z axis will be listed to indicate the crystal orientation, i.e. [001],

[011], [111], [1̄25], and [021], respectively. Single-crystal, single-phase simulations with

these same five orientations were also conducted as a basis for comparison. For this

second set of orientations, only the 0° and 90° PB inclination angles were used, since

in the previous study of grain boundaries, these served as bounding cases between the

loading states of isostress and isostrain in each grain.

Throughout this work, for every bicrystal simulation run, two single crystal calcu-

lations were run. In cases where the unit cell is referenced, the word “crystal” is used,

either for the bicrystal or isolated single crystal unit cell. For clarity, if the variable

pertains to one of the two grains in a bicrystal simulation, the word “grain” is used. In

no instance does “crystal” refer to one of the halves of the bicrystal simulation.

All simulations were conducted imposing a constant axial strain rate ε̇33 = 1.0s−1,

and an initial time step, ∆t=2×10−3s. The imposed stress triaxiality, σtx, of the void-free
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single-crystal simulations was 1/3, corresponding to the uniaxial stress. For the voided

simulations, σtx=3.0.

Two sets of BCC-FCC materials were used: The first, a model FCC/BCC pair was

used to probe the effect of slip mode selection on void growth at phase boundaries, and

a Cu/Ta pair which more accurately captures the distinct hardening behavior of the two

phases. The FCC crystals deform plastically on the 12 ⟨110⟩{111} slip systems, while

the BCC crystals deform plastically on the 12 ⟨111⟩{110} slip systems, the 12 ⟨111⟩{112}

slip systems, or by both modes of slip (24 slip systems). For simulations of the model

FCC/BCC, the reference slip rate and stress exponent in Equation 3.14, are γ̇0=1.0 and

n=5, respectively. The Voce hardening parameters adopted from Equation 3.16 were

τ0=1.0 MPa, τ1=3.0 MPa, θ0=8.0 MPa, and θ1=0.0 MPa. For the isotropic elasticity

constants, Young’s modulus and Poison’s ratio, ν, were 1000 MPa and 0.3, reflecting the

constants used in CP-FE in chapter 2 and LS-EVP-FFT in chapter 3 and chapter 4.

The self- and latent hardening coefficients, hαα and hαα′
, were both unity. For Cu and

Ta simulations, constants were taken from Chockalingam et al. [133] and Feng et al.

[134], and are listed in Table 5.2, next to the model FCC and BCC constants in the first

column. The mechanical response of Ta with the three slip mode options are shown for

single crystals without voids in subsection 5.3.1, but all simulations of Ta with voids use

the combined ⟨111⟩{110} and ⟨111⟩{112} slip systems.

Figure 5.3 shows the flow stress in each slip system as a function of the total slip,∑
α γ

α, normalized by the FCC and Cu initial flow stress, τα0 , for the FCC and Cu ma-

terials for the FCC/BCC and Cu/Ta systems, respectively. The BCC and FCC systems

have the same Voce hardening parameters, and as such the flow stress curve is identical.

The Cu curve may have a lower initial value, but it hardens very quickly, surpassing the

flow stress of the Ta. A well known distinction between FCC and BCC metals is that

FCC undergoes strain hardening, and BCC does not. The Cu/Ta system is a classic case
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Parameter model FCC and BCC Cu Ta
C11 (GPa) 1.346 168.4 268.5
C12 (GPa) 0.577 121.4 159.9
C44 (GPa) 0.385 75.4 87.1

n 5 10 14
γ̇0 1.0 0.001 0.001
τ0 1.0 60.8 115.0
τ1 3.0 109.8 50.0
θ0 8.0 541.5 120.0
θ1 0.0 0.0 5.0

hαα 1.0 1.0 1.0
hαα′

1.0 1.0 1.2

Table 5.2: Constants used in FCC/BCC simulations
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Figure 5.3: Plot of flow stress, τα, as a function of the total slip,
∑

α γ
α. The solid line

shows the Voce hardening for the model FCC and BCC phases, the brown dashed line
shows the Cu Voce hardening, and the dotted pink line shows the Ta Voce hardening.
Note that the values have been normalized by the initial flow stress, τα0 , of the FCC
and Cu for the FCC/BCC and Cu/Ta systems, respectively.

in which Cu exhibits typical FCC hardening and Ta exhibits a typical lack of hardening.

The total fraction of void volume in the simulation is taken to be the sum of the

Jacobian of the deformation of the void voxels divided by the corresponding sum over

the whole unit cell,
∑

V J(x)/
∑

M+V J(x). To determine the volume fraction of the void

pertaining to each grain in the bicrystal simulations, the 3D coordinates of the nodes

on the surface of the void in contact with each grain were extracted and the resulting
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volumes were calculated using a convex hull algorithm (specifically, Python’s package

scipy.spatial.ConvexHull), similar to Jeong et al. [74], which was then divided by the

volume of the convex hull of the grain itself. If the sum of the two volumes of partial

voids did not equal the volume of the convex hull of the entire void, the remaining

volume was split in half and added to both partial volumes. In practice, this difference

represented a small portion of the volume of the void.

5.3 Results

5.3.1 Properties of void-free single crystals

To highlight the sources of variation between the two material systems, several uni-

axial simulations of void-free single crystals of both the model FCC, model BCC, Cu,

and Ta were conducted. Figure 5.4 shows the axial stress-strain response in [001] and

[111]-oriented crystals. The figure shows that the model FCC is indistinguishable from

the model BCC material with ⟨111⟩{110} slip, which is expected given the identical

properties otherwise. Figure 5.4(a) and (c) show that, compared to the BCC material

with ⟨111⟩{110} slip alone, the BCC material with ⟨111⟩{112} slip was softer, and the

combined case softer still. The latter part is likely due to the high number of slip systems,

which promotes slip, thus reducing the stress needed to initiate slip in the material. This

reduction in softness for the ⟨111⟩{110}, ⟨111⟩{112}, and combined slip modes is true

in the Ta material in Figure 5.4(b) and (d), but there is not as much difference between

the two cases where the ⟨111⟩{112} slip system is used alone and in combination with

⟨111⟩{110} slip. Because Ta has a higher yield stress but lower hardening rate than

Cu, Ta is initially harder but is overtaken by the Cu single crystal at ε33≈2.5%. This

crossover point is important for the results later.
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Figure 5.4: Stress-strain curves for void-free single crystals. (left, a and c) Show
model FCC and acbcc single crystals and (right, b and d) show Cu ant Ta. The
stress is applied uniaxially, with a fixed strain rate along the [001] (top row, a-b) and
[111] (bottom row, c-d) directions, representing a soft and hard crystal orientation,
respectively. As can be seen in this figure, the model FCC is indistinguishable from the
BCC material allowed to only slip on the ⟨111⟩{110} crystal slip modes. The material
is softer throughout deformation in the case of the BCC material with ⟨111⟩{112} slip
and even more so when both slip modes are able to activate. This graded softness is
true in the Ta, but there is not much difference between the case with just ⟨111⟩{112}
slip and the case with both slip planes active. In the Cu and Ta, the differences in
elastic and plastic properties results in a Ta that is initially harder, that is eventually
surpassed by the Cu before 10% strain is achieved.

127



Voids at phase boundaries Chapter 5

5.3.2 Voids at phase boundaries with special orientation rela-

tionships

We begin our study of voids at phase boundaries with a study of well-documented

orientation relationships at FCC/BCC phase interfaces. These simulations comprise a

bicrystal with a void in the center of the cell, with the void center coincident with the

PB plane at 0°, 45°, and 90°, measuring the angle between the plane normal and the

z axis and rotated in the xz plane. The use of a variety of PB inclination angles is

that most materials have the two phases intertwined and the interface plane does vary,

which in a previous study had implications on the loading state of the grains. The

inclination angles are selected to span the range of what might be encountered. The

orientations were selected to correspond to the Kurdjumov–Sach (K–S) and Nishiyama–

Wassermann (N–W) orientation relationship, summarized in Table 5.1. Single crystal

simulations, with each of the individual phase orientations relative to the primary loading

axis in the z-direction, and with the same initial void fraction f0=0.1, were also simulated

for reference.

We begin by analyzing void growth in a bicrystal and within single crystals with the

same crystallographic orientations, as an example for how data is extracted in further

figures, so that we may compare void growth as a function of phase boundary inclination.

Figure 5.5(a) shows the volume fraction of the void at the 0° K–S boundary of the

model FCC/BCC material, where only slip on the ⟨111⟩{110} slip mode was allowed.

Specifically Figure 5.5(a) shows the void volume fraction normalized by its initial value,

f/f0, as a function of axial strain, ε33. This figure shows the results of three separate

simulations: one bicrystal simulation and two single crystal simulations (one each of FCC

and BCC) with the same crystal orientations relative to the primary loading axis as the

bicrystal simulations. The total f/f0 of the bicrystal simulation is plotted as a solid black
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line, while the partial f/f0 for FCC and BCC in the bicrystal are plotted with a brown

dotted line and pink dot-dashed line, respectively. Two additional simulations of voided

single crystals with the same orientations as those comprising the bicrystal systems are

plotted, where the brown solid line shows f/f0 for the FCC [111]-oriented single crystal

and the pink dashed line shows f/f0 for the BCC [011]-oriented single crystal, as indicated

in the figure. The vertical dotted line shows the axial strain (8.4%) at which the volume

fractions are taken for Figure 5.5(b). This strain was chosen because it was the maximum

axial strain that all of the model FCC/BCC single crystal and bicrystal simulations with

the K–S and N–W orientations were able to achieve before numerical convergence was

no longer possible. Figure 5.5(b) shows f/f0 as a function of PB inclination, θPB. In

this plot, the total bicrystal f/f0 is shown with small black dots, the partial FCC and

BCC bicrystal values are shown with closed brown circles and open pink triangles, and

the single crystal f/f0 with the corresponding orientations are once again a brown solid

line for FCC and pink dashed line for BCC. Note that for volume fraction, the total

value (black dots) in the bicrystal should be a volume average of the volume fraction

pertaining to each phase of the bicrystal (colored circles and triangles), but due to the

different calculation methods between the partial and total volume fraction of the void

(detailed in section 5.2), this is not always the case.

Some important features to note in Figure 5.5(b) are as follows: in the 0° and 90° sim-

ulations, there is a large difference between the volume fraction of the voids in FCC and

BCC single crystal simulations. “Contrast” describes the difference in the volume frac-

tion of the voids in the two single crystals with the same orientations as in the bicrystal.

The high contrast cases are the 0° and 90° cases, and the low contrast is the 45° case.

Among the former, the void grew faster in the BCC grain in the bicrystal. This possi-

bly non-intuitive result can be attributed to two factors: First, the 0° boundary induces

a state of equal axial stress in the two grains, and in that case the softer grain shows
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Figure 5.5: Plots of normalized void volume fraction, f/f0, at the 0° K–S PB (shown
in Figure 5.2(a)) and in single crystals with the same crystal orientations, using the
model FCC/BCC properties listed in the first column of Table 5.2. (a) shows f/f0
versus axial strain, ε33 for two simulations of voids in single crystals (brown solid line
for FCC, dashed pink line for BCC) and one bicrystal simulation, showing the total
void volume fraction (solid black line) of the bicrystal unit cell as well as the void
volume fraction within each phase in the bicrystal (dotted and dot-dashed colored
lines). The vertical dotted line in (a) indicates the strain at which the values in
(b) show the void volume fractions for the entire bicrystal cell (small black dots),
the individual phases in the bicrystal (closed large circles and open triangles), and
the single crystals with the same two orientations as the bicrystal (solid and dashed
colored lines), as a function of PB inclination, where the data points at 0° in (b)
correspond to the values taken from (a).
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faster growth; the 90° boundary induces a state of equal axial strain rate in the two

halves, which typically favors growth in the harder grain, as seen in the previous chap-

ters. Second, the BCC is oriented to be softer in the 0° case, which is evidenced by the

slower growth in the single crystal compared to the FCC single crystal, and harder in

the 90° case, where the void grew faster in the BCC single crystal than the FCC single

crystal. The low-contrast case does not show any apparent preference due to the low

contrast.

We can then look at the relationship between void growth and PB inclination angle

for both of the orientation relationships and all materials, building on the previous ex-

ample. Figure 5.6 presents the normalized void volume fraction of the bicrystals with

K–S and N–W orientation relationships and the constituent single crystals with the same

orientations, in the model FCC/BCC material (left three columns, a-c and e-g) at 8.4%

strain and Cu/Ta (rightmost column, d and h) at 5.8% axial strain. These strains are the

maximum strains achieved by each phase pair for all orientations before numerical con-

vergence was no longer possible. Note that the strains that the simulations in the Cu/Ta

material were able to achieve are lower, but the amount of void growth is comparable.

For all K–S bicrystals, the void shows the slowest growth when the PB inclination angle

is 45°, and the fastest growth when the inclination angle is 0°. The total volume fraction

of the voids in the N–W bicrystals at this strain decreases with the PB inclination. The

total volume fraction of the voids in all bicrystals at these strains is close to an average

of the void volume fraction in the single crystals with the same orientations, or falls in

between the two constituent crystals. The selection of slip mode(s) does not appear to

have a strong effect on the response for the model FCC/BCC material. However, there

is a larger anisotropy in growth between the volume fraction of the void of each phase in

the 0° bicrystal when both the ⟨111⟩{110} and ⟨111⟩{112} slip modes could be activated

for both orientation relationships. The anisotropy is more pronounced in the Cu/Ta
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Figure 5.6: The normalized void volume fraction, f/f0, in the bicrystals and single
crystals with (a-d) the K–S orientation relationship and (e-h) N–W orientation rela-
tionship. The first three columns (a-c, e-g) show the model FCC/BCC material with
a different slip system selection for the BCC phase, as noted above the figure, at 8.4%
axial strain, and the last column (d, g) shows the Cu/Ta pair at 5.8% axial strain.
Solid brown lines and filled brown circles correspond to single crystal and (partial)
bicrystal FCC volume fractions, the dashed pink lines and open triangles are single
and bicrystal values for BCC, and the black dot is the void volume fraction in the total
bicrystal cell. In this configuration, the K–S bicrystals show the slowest growth when
the PB inclination angle is 45°, and similar growth at the other two orientations. The
total void volume fraction in the N–W bicrystal decreases with the PB inclination.
The slip system selection only minorly affects void growth.

material, which allows both slip mode activation. This anisotropy in growth between the

two phases in the bicrystal is expected in the 0° bicrystal, as noted in chapter 4, and is

likely due to the stress state, which is shown in the next figure. However, it is notable

that there is more anisotropy when more slip modes are permitted in the BCC phase.

There is also more anisotropy in the K–S bicrystals with the 90° inclination angle for this

slip mode selection. The voids in these more anisotropic cases prefer to grow into the

BCC portion of the bicrystal, which is again likely due to whether the grains have the

same axial strain rate or axial stress.
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Figure 5.7 shows the normalized axial stress, σ33/τ0,FCC, of the bicrystal with both

K–S and N–W orientation relationships in the model FCC/BCC material (left 3 columns)

at 8.4% strain and Cu/Ta (far right) at 5.8% axial strain, as well as the single crystal

pairs with the same crystal orientations. Note that the stresses are normalized by the

initial resolved flow stress of the corresponding FCC metal (1 MPa in the case of the

model FCC/BCC and 60.8 MPa, corresponding to that of Cu, for Cu/Ta) so that the

two material systems can be compared. Similarly to the volume fractions of the voids,

the magnitude of stress in all K–S cases increases from the 45°, 90°, to the 0° orientations,

while the observed stresses in the N–W bicrystals decreases with increasing PB inclination

angle. The stress seems to be more sensitive to the slip mode in this case, with the

stress decreasing most notably with the use of the combined ⟨111⟩{110} and ⟨111⟩{112}

slip modes in Figure 5.7(c) and (g). Finally, it is important to note how the stress in

the two grains of the bicrystal differ, depending on the angle of inclination. For all

0° bicrystals, the axial stress is nearly identical in each grain, allowing the void to grow

faster into the softer grain, whether geometrically or materially (the BCC grain). The

90° bicrystals are typically at the same strain (isostrain), and thus have stresses that

reflect the hardness of the orientation or material, with the harder grain sustaining a

greater stress, allowing faster growth in the harder grain (BCC in each case in the model

material). It is interesting to note that the Ta in the 90° bicrystal is in a geometrically

hard orientation, but appears to be materially softer than Cu, which is evidenced by a

lower stress and higher void volume fraction in the Ta single crystal than the Cu single

crystal at this strain. The axial stress in the bicrystal appears to be very similar in both

grains in this “isostrain” unit cell, which is perhaps due to the lower contrast in stress

apparent in the single crystals, which in turn may explain the faster growth of the void

into Ta at the bicrystal. The implications of hardening and history will be discussed

further in the next section.
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Figure 5.7: The axial stress, σ33/τ0,FCC, in the bicrystals and single crystals with (a-d)
the K–S orientation relationship and (e-h) N–W orientation relationship, normalized
the by the initial resolved flow stress in the relevant FCC phase (the model FCC or Cu
in the model FCC/BCC or Cu/Ta system, respectively). The first three columns (a-c,
e-g) show the model FCC/BCC material with a different slip system selection for the
BCC phase, as noted above the figure, at 8.4% axial strain, and the last column (d, g)
shows the Cu/Ta pair at 5.8% axial strain. Solid brown lines and filled brown circles
correspond to single crystal and (partial) bicrystal FCC stresses, the dashed pink lines
and open triangles are single and bicrystal values for BCC, and the black dot is the
stress in the total bicrystal cell. The slow growth seen in the 45° K–S bicrystals can
here be attributed to the lower stress observed in the each grain.
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5.3.3 Voids at bicrystal phase boundaries with crystal orienta-

tion fixed to the loading direction

The previous section with common orientation relationships makes it difficult to iso-

late the effects of the crystal orientation and PB inclination on void growth without

conflating the results by changing both variables simultaneously. The following set of

simulations was designed more fully probe these two variables, using the same bicrystal

simulations cells with a void in the center of the cell, and PB plane angles at 0° and 90°.

The simulations were assigned five crystallographic orientations ([001], [011], [111], [1̄25],

and [021]), in all possible permutations of phase pairs, with the orientations always fixed

relative to the z-axis, in contrast to the previous subsection.

Figure 5.8 shows an example of data of the normalized void volume, f/f0, for the

study using the five crystal orientations. This is a hypothetical case intended to show

how the variables are defined in the following figures, Figure 5.9 to Figure A.1. As in

previous figures, the lines are the void properties in single crystals, and the dots and

shapes are all data pertaining to the total and partial bicrystal values. The first value,

termed v1, is the minimum difference between the value in the bicrystal and the two

constituent single crystals, which for volume fraction is measure of whether the void in

the bicrystal grows faster than in either single crystal. If the value of fv1 is positive (as in

the example 90° case), the void volume fraction in the bicrystal is greater than in either

single crystal, a phenomenon called “emergent” void growth, introduced in chapter 4. If

fv1 is negative (as in the example 0° case), the void does not show emergent behavior,

and the point lies in between the two values. The second value, v2 is a measure of the

contrast of the values in the single crystals (simply the difference in the values). The

value favors BCC if positive, i.e. fv2 is positive if the void volume fraction is greater in

the BCC crystal, and negative if FCC has the greater void volume fraction at this strain.
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Figure 5.8: A hypothetical example of normalized void volume, f/f0, plotted as in
previous figures, used to illustrate the three key values plotted in Figure 5.9 and
Figure 5.10. The first variable is the minimum signed difference between the value in
the single crystal and in the total bicrystal with the same phase orientations. fv1 > 0
indicates an “emergent” case (the black point in (a) lies above either point), and
fv1 < 0 indicates a rule-of-mixtures case (it lies between the two). The second variable
is the difference between the value in the single crystals, with fv2 > 0 indicating that
the void grows faster in the BCC single crystal. The third variable measures the
difference in void fraction on each half of the bicrystal, with a fv3 > 0 indicating
faster growth in the BCC half of the bicrystal.

Variable Name equation with variable x
v1 emergent behavior xv1 = xbxtal −max (xsxtal,FCC, xsxtal,BCC)
v2 single crystal contrast xv2 = xsxtal,BCC − xsxtal,FCC

v3 bicrystal anisotropy xv3 = xbxtal,BCC − xbxtal,FCC

Table 5.3: Summary of the equations to determine emergent behavior, contrast, and
anisotropy.

The third value, v3, measures the anisotropy of growth in the bicrystal, with a positive

fv3 indicating faster growth in the BCC half, a value of zero indicating equal growth in

each half, and a negative value indicating faster growth in the FCC half of the bicrystal.

The exact determination of these values is summarized in Table 5.3.

Figure 5.9 shows the three void volume fraction f/f0 values, demonstrated in Fig-

ure 5.8, for all model FCC/BCC simulations using the five orientations at an axial strain

of ε33=8.26%. The dashed arrows in Figure 5.9(a-c) indicate the history of the 90° [111]-

[111] pair where the ⟨111⟩{110} and ⟨111⟩{112} slip modes are both permitted, which

is the case plotted in Figure 5.11. Figure 5.9(a) indicates that the emergent behavior
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(where the void grows faster at the bicrystal, fv1) only occurs in cases where contrast

is low (|fv2| is small). Figure 5.10(b) does not show any apparent connection between

anisotropy, fv3, and emergent behavior, but (c) does indicate a connection between grain

boundary inclination angle, contrast, and anisotropy: There is a negative correlation

between fv2 and fv3 for the simulations with a 0° grain boundary (red circles). What

this means, is that the void at the bicrystal prefers to grow into the slower-growing sin-

gle crystal phase. If the FCC single crystal grows faster than the BCC single crystal

(fv3<0), the void in the bicrystal grows into the BCC phase with this inclination angle.

The opposite is true for the 90° simulations (green circles), but the trend is not as strong.

This trend mirrors what was seen in previous grain boundary simulations in chapter 4,

and the K–S and N–W simulations. The arrows in each of the three indicate a monotonic

trend up to this strain.

Finally, Figure 5.9(d) shows the distribution of the anisotropy, fv3, split by the three

slip mode options in BCC. The use of combined slip modes shifts the anisotropy to favor

growth in the BCC phase for both the 0° and 90° PB inclinations. In the 0° case, this

observation can be rationalized based on the results in Figure 5.9(c), which demonstrates

that the isostress case favors void growth into the softer grain. The BCC grain with the

combined slip modes would be softer due to the greater number of available slip systems

that are capable of accommodating more strain. However, in the 90° case, the reason

for the increase is not immediately evident, as this state tends to favor void growth into

the harder grain. To understand the role of slip mode availability, we mapped the slip

activity in the BCC grain as the void grows. In regions where there was significant

plasticity when one slip mode was allowed, such as near the void, the number of active

slip systems is greater when both slip modes are allowed. In regions that did not show

active slip, far from the expanding void, the number of active slip systems is minimally

affected by the number of available slip modes. The enhanced slip activity near the void
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Figure 5.9: Plots of three key void volume fraction f/f0 variables (indicated in Fig-
ure 5.8 and Table 5.3) for the model FCC/BCC simulations at ε33=8.3% for the
isostress (0°, red) and isostrain (90°, green) PB inclination, showing the relationship
between (a) fv1 and fv2, (b) fv1 and fv3, and (c)) fv2 and fv3. The (a-c) dashed arrows
indicate the path of the 90° [111]-[111] pair where the ⟨111⟩{110} and ⟨111⟩{112} slip
modes are permitted, which is the case plotted in Figure 5.11. (d) shows the distribu-
tion of the anisotropy, fv3 for the simulations split by the three slip mode selections
(purple, gray, and blue for ⟨111⟩{110}, ⟨111⟩{112}, and combined slip, as indicated
by the plane on the figure).

138



Voids at phase boundaries Chapter 5

Fig. 11

2

1

2

0°

90°

f
v2

 (sxtal contrast)

−1

1

2

−1

0°90°f v
2
 (

s
x
ta

l 
c
o

n
tr

a
s
t)

−1

1

2

0°

90°

b)

f
v1

f v
3
 (

b
x
ta

l 
a

n
is

o
tr

o
p

y
)

f
v1

a) c)

−1−1

E
m

e
rg

e
n

t

Ta grain in 

bxtal preferred

Cu

Ta

sxtal & bxtal

Cu

E
m

e
rg

e
n

t

Cu sxtal

faster growth

Ta sxtal

faster growth

Cu sxtal

Ta bxtal

f v
3
 (

b
x
ta

l 
a

n
is

o
tr

o
p

y
)

Figure 5.10: Plots of three key void volume fraction f/f0 variables (indicated in
Figure 5.8 and Table 5.3) for the Cu/Ta simulations at ε33=5.8% for the isostress (0°,
red) and isostrain (90°, green), showing the relationship between (a) fv1 and fv2, (b)
fv1 and fv3, and (c)) fv2 and fv3. The dashed arrows in these plots indicate the path
of the 90° [111]-[111] pair, which is the case plotted in Figure 5.11.

encouraged the more rapid deformation in the BCC grain, but the bulk of the material

was unaffected, allowing fv3 in the isostrain case to be uniformly increased.

To elucidate the role of hardening differences present in Cu/Ta, on void growth in

bicrystals, Figure 5.10 shows the same three void volume fraction f/f0 variables for the

Cu/Ta material at ε33=5.8%. The trends are largely the same as in the FCC/BCC

case without hardening differences. In Figure 5.10(a) emergent behavior only occurs

in low-contrast cases. Also, the void prefers to grow into the slower-growing phase (as

a single-crystal) phase in the isostress (0°) state, and weakly prefers to grow into the

faster-growing phase in the isostrain (90°) case. However, the main difference is that

void growth is always preferred in the Ta grain unlike that seen in the model FCC/BCC

case, although this is likely due to the higher number of slip systems in Ta, and the very

fast hardening in Cu. Finally, looking at the arrow, which follows the trajectory of the

90° [111]-[111] pair, we see that the progress of the variables in time is not monotonic

because it does not stay in the same quadrant, specifically crossing in fv1 and fv2. This

is discussed in the following figure. The anisotropy fv3 appears to increase monotonically

in this case.
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It is worthwhile to show how the stress and void volume fraction evolves over the

course of deformation, as the model FCC/BCC material and Cu/Ta show different trends,

as indicated by the dashed arrows in Figures 5.9 and 5.10. Figure 5.11 shows the volume

fraction and axial stress of the 90° (isostrain) [111]-[111] set, which are indicated in the

dashed arrows in Figures 5.9 and 5.10. In the case of the model FCC/BCC material,

the corresponding simulations where the ⟨111⟩{110} and ⟨111⟩{112} slip modes are both

permitted are shown in this figure. Figure 5.11(b) shows that void in the Cu/Ta pair

begins by following growing at a rate that is between the two single crystals (rule-of-

mixtures growth), but eventually accelerates faster than the void in the Ta single crystal

(emergent growth), due to the very fast hardening of the Cu phase. The Ta half of the

bicrystal is always faster than growth in the Cu half, even as the stress increases in the

Cu half (d), thus anisotropy continues to grow. The voids may grow initially in Cu rather

than Ta since Cu initially has the lower yields stress. With straining, Cu will harden

quickly, whereas Ta will not. This rapid hardening would lead to the formation of a ring

of highly slip-resistant material around the void. In contrast, Figure 5.11(a) shows a

rule-of-mixtures growth the entire history. The BCC half grows faster, given the higher

stress in that half, shown in Figure 5.11(d).

With several references to the nature of the loading condition, or whether the grains

are truly in isostrain and isostrain conditions, it is useful to demonstrate those values

to support these claims, beginning with stress differences between the two grains in the

bicrystal. Figure 5.12 shows stress and strain-rate, plotted as the difference between

the BCC and FCC phase in the bicrystal, with positive values favoring BCC (xv3 =

xbxtal, BCC − xbxtal,FCC), against the corresponding value in void volume fraction, fv3.

Here, the points are shown at 8.0% and 5.0% in the model FCC/BCC (solid circles) and

Cu/Ta simulations (open triangles), respectively. The values are again normalized by the

corresponding FCC τ0. In Figure 5.12(c), the 0° simulations have very small differences in
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Figure 5.11: (a-b) Volume fraction and (c-d) axial stress as a function of axial strain
of the 90° [111]-[111] bicrystal pair and single crystals for both the (a, c) model
FCC/BCC where the ⟨111⟩{110} and ⟨111⟩{112} slip modes are both permitted and
(b,d) Cu/Ta, which are indicated in arrows in Figures 5.9 and 5.10. Solid lines indicate
the single crystal simulations, and the dotted lines represent that of the bicrystal,
where brown and pink indicate the values that correspond to the FCC and BCC
phases, respectively. The black line is the total values in the bicrystal simulations.
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stress between the two phases in the bicrystal (⟨σ33⟩v3 is small), consistent with the label

of “isostress” applied earlier. However, that is only true for the stress in the principal

axis, σ33, while the phases in the 90° “isostrain” simulations appear to have the same

x-component (σ11, shown in (a)), which is consistent with the non-zero stress applied in

that direction to maintain a triaxiality of σtx=3.0. It is worth noting, however, that in all

cases with a non-zero stress anisotropy in Figure 5.12(a-c), the degree of stress anisotropy,

⟨σ⟩v3, does scale positively with fv3, most notably in the transverse directions (a,b). We

thus find that in the model FCC/BCC system, the void grows faster in the grain with

the higher stress. Interestingly, this is not the case in the Cu/Ta system.

To explore the idea behind strain rate and void growth, the lower half (d-f) of Fig-

ure 5.12 shows the strain-rate difference in the bicrystal. The range of spread for the

normal strain rate in the axial direction (⟨ε33⟩v3, shown in Figure 5.12(f)) is smaller

in the isostrain case (90°), but it is not as close to zero as in the stress plots above.

Because the volume averages are taken over the solid material and do not include the

void, the deviation from zero is due to the contribution of void growth to the strain rate.

If the strain rate of the void in each bicrystal half were taken into account, one might

expect that the isostrain condition in the axial direction would be fulfilled. The rela-

tionship between ⟨ε⟩v3 and fv3 seen in Figure 5.12(f) appear to be reversed to those seen

in Figure 5.12(d), for several reasons. Beginning with Figure 5.12(f), the voids in the

0° bicrystals (red) show a positive relationship between ⟨ε33⟩v3 and fv3. This is because

the grains are at the same stress, so the void grows fastest in the grain that is accom-

modating the most strain. A negative relationship between ⟨ε33⟩v3 and fv3 is seen in the

90° bicrystals (green). In this case, the halves must be at the same strain-rate, so when

the void is grows faster in one half than the other, the surrounding material must deform

slower to accommodate. In x-direction, shown in Figure 5.12(d), the relationship is the

opposite for both PB inclinations as compared to their counterparts in the primary axis.
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The 90° bicrystals (green) in (d) show a positive relationship between ⟨ε11⟩v3 and fv3,

likely for the same reason that the 0° bicrystals (red) in (f) show a positive relationship:

when the component of stress is fixed in each grain, the void grows fastest in the material

that is able to accommodate greater strains. The 0° bicrystals in (d) shows a negative

relationship between ⟨ε11⟩v3 and fv3, this time likely due to the growth of the void in one

direction, causing material contraction in the other two directions. Given that the stress

in the primary axis is positive, and stress is not constrained (beyond that the average

stress must maintain the applied stress triaxiality), so the faster the grain grows in the

axial direction, the slower it grows in the transverse direction. The same effect seen in

the 0° bicrystals in (d) is likely the reason for the negative relationship between ⟨ε̇22⟩v3

and fv3 seen in all bicrystals in Figure 5.12(e).

We explored various correlations between anisotropic and emergent behavior and

found that the von Mises plastic strain shows a strong connection to both behaviors.

The void grows as the material deforms plastically, so it is logical that there is a very

strong positive correlation between average von Misses strain and void volume fraction.

Figures supporting this correlation can be seen in Appendix A. Since the growth happens

by deformation of material surrounding the void, it seems that again there is a strong

positive correlation between the standard deviation of εpvM and void volume fraction, as is

the case for average εpvM. A positive v1 for standard deviation indicates that the spread of

the data in the bicrystal is higher than in both respective single crystals. It is likely that

an increase in the standard deviation translates to a stronger plastic strain gradient. The

v3 value for standard deviation indicates a higher variation in one half of the bicrystal

(and again, possibly a higher strain gradient). Evidently the plastic strain in the Ta

grains is more heterogeneous than in the Cu grains. Because of the greater number of

available slip systems, even in cases where Ta has a higher initial yield strength, the

average and standard deviation of plastic strain exceeds that of Cu.
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Figure 5.12: Void growth anisotropy in the bicrystal, fv3, plotted against the corre-
sponding difference between grains in the bicrystal for (a-c) normal stress and (d-f)
normal strain rate. Red and green correspond to bicrystals with 0° and 90° PB in-
clination angles. Cu/Ta (open triangles) are shown at 5.03% axial strain, with stress
values normalized by 60.8 MPa, the tau0 of Cu. The model FCC/BCC material (solid
circles) are shown at 8.04% axial strain, with stress values normalized by 1.0 MPa,
the τ0 of both materials.
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The plastic strain fields for a PB pair showing emergent behavior were studied, and

there is an indication that the strains are enhanced relative to the single crystal counter-

parts, particularly close to the void, creating strong strain gradients. Appendix A shows

fv1 and fv3 as a function of the corresponding average and standard deviation of von

Mises plastic strain, εpvM, and the local fields for select single crystals and bicrystals.

To understand the anisotropy and how anisotropy relates to the local plastic strain,

three pairs were selected from the model FCC/BCC that showed distinct behaviors.

Figure 5.13 shows the von Mises plastic strain field, εvM(x), at 8% total axial strain in

the model FCC/BCC, shown in the xz-plane for: (a) fastest growth in the BCC phase

(greatest fv3) [111]−[001], (b) least anisotropy (least |fv3|) [1̄25]−[111], and (c) fastest

growth in the FCC phase (most negative fv3) [111]−[001] grain pairs. The same bicrystals

pairs are shown for the Cu/Ta at 5% axial strain in Figure 5.13(d-f). The differences

between the single crystal and the corresponding phase in the bicrystal, which are shown

in Figure A.2, are not shown here. In the model FCC/BCC material, the anisotropy

clearly is connected with the plastic strain near the void, with the phase that is preferred

showing enhanced values of plastic strain (and gradient). In the Cu/Ta, all simulations

show higher (if only by a small amount) values of plastic strain near the void in Ta.

Simply put, the more void growth one grain experiences, the greater the plastic strain

in that grain. However, because of fast hardening in Cu, the strain distribution is more

diffuse than in Ta: As the void starts to grow and deform the surrounding material, this

material hardens quickly. As a consequence, it may then become easier for the void to

grow via the deformation of material further away from the void that has yet to harden,

leading to a more diffuse strain field.
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Figure 5.13: Contour plots of von Mises plastic strain field, εvM(x), for the in the (a-c)
model FCC/BCC and (d-f) Cu/Ta, showing selected various single crystals (top row),
and bicrystals with the same crystal orientations (bottom row). The three orientation
pairs are (a,d) [111]−[001] (left two columns), (b,e) [1̄25]−[111] (middle two columns),
and (c,f) [001]−[111] (right two columns), which represent the decreasing fv3 values
from left to right. In contrast to the previous figure, the difference between single
crystalline and bicrystalline simulations are not shown.
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5.3.4 What promotes void growth in strain-rate controlled biphase

bicrystals?

The previous sections focuses on factors related void growth, but doesn’t address

the question of what contributes to the fastest overall growth of voids in the bicrystal.

Figure 5.14 shows all of the bicrystal simulations, from the previous two sections, for (a)

the model material at 8.3% axial strain and (b) Cu/Ta at 5.8% axial strain, which is

the maximum strain that all simulations were able to achieve before numerical conver-

gence became impossible. On the dependent axes, the rule-of-mixtures average of the

normalized void volume fraction at the respective strain in single crystal simulations with

the corresponding orientations for each phase. The void volume fraction of the bicrystal

is plotted on the independent axis. The dashed line has a slope of 1, above which the

bicrystal void volume fraction exceeds the rule of mixtures’ prediction (but does not nec-

essarily display emergent behavior), and below which the void in the bicrystal is growing

slower than this prediction. The simulations from subsection 5.3.2 are shown as open

square symbols, and the results from subsection 5.3.3 are shown as filled circles. The

colors red, blue, and green indicate PB inclination angles of 0°, 45°, and 90°, respec-

tively. The fastest growing voids of all bicrystals is the [111]-[111] bicrystals (which is

shown earlier in Figure 5.11 for the 90°bicrystal with ⟨111⟩{110} and ⟨111⟩{112} slip

available), which are the geometrically hardest orientations in both phases. The next

fastest growing void is within the N–W 0° bicrystal, which is identical to the 0° [111]-

[011] bicrystal simulations for both materials. However, because it combines the hardest

orientation ([111]) with a much softer orientation ([011]), it does not grow as quickly as

the [111]-[111] bicrystal. For the model FCC/BCC, the inclination angle does not have a

very strong effect when the orientations remain the same, as is the case with the closed

symbols. The K–S and N–W simulations, given that the inclination angle is fixed to the
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normal of the phase boundary, change with their respective single crystals. Overall, the

rule-of-mixtures average in the model material is an excellent predictor.

In the Cu/Ta (Figure 5.14(b)), the rule of mixtures’ predictions are frequently ex-

ceeded. This likely has to do with the different histories of the single crystal and bicrys-

tals, given different hardening behavior. In this case, the PB inclination did have a

slight impact, particularly when harder crystals were involved. The 0° bicrystals appear

to have faster growth relative to the 90° bicrystals. The fastest growing void is in the

0° [111]-[111] bicrystal, which is emergent. This is notable, because this is the fastest

growing void in the single crystals, indicating that voids in this bicrystal exceeds that of

any single crystal.

5.4 Discussion

The behaviors of bicrystals that we focused on in this study were the presence of

emergent behavior, which is an enhancement of void growth at the bicrystal relative to

its single crystal constituents, and anisotropy, when growth is preferred in one phase

over the other in the bicrystal. A third behavior studied is contrast, which is the relative
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difference in growth in the constituent single crystal, which is roughly a measure of how

soft or hard a crystal orientation is, had a strong influence on both of these behaviors.

When the contrast is high, this implies that the void is at a pair where one phase is soft

and the other is hard. When the values are close, the two grains/phases have similar

strengths in this orientation. In this study, it was confirmed that emergent behavior

occurs only when the contrast is low. Anisotropic behavior was generally enhanced by

this contrast, although anisotropy was also highly dependent on the inclination of the

phase boundary, which affected the loading state of each grain.

These behaviors are similar to the previous study of voids at grain boundaries in FCC

in the previous chapter. When there is little difference between the two phases other than

the use of the slip mode (as in the model FCC/acbcc material), there were no noticeable

differences present. The selection of the slip mode had a small effect on the material,

lowering the stress needed to initiate plasticity and thus making the material, in general,

softer. As in the previous chapter, which uses LS-EVP-FFT on voids at grain junctions,

the overall growth of the material is impacted by the crystal orientation relative to the

axis of primary loading, although the triaxiality of stress affects this slightly. In the model

material, there is no preference for growth in BCC or FCC, but there is a tendency for

the loading condition to dictate the level of anisotropy. This mirrors the grain boundary

simulations (chapter 4) and the intragranular simulations (chapter 2), the latter of which

showed that the loading state, whether strain rate or stress controlled, dictated the

ordering of the void growth rate in single crystals. For real-world applications, the local

loading state of a fully dense material, in general, would likely be able to show the

likelihood of anisotropy. Finally, the presence of emergent growth is, as in the previous

study, observable in low-contrast bicrystals in both the model FCC/BCC and Cu/Ta

bicrystals. The plastic activity is enhanced on both halves of the bicrystal relative to the

single crystal, which causes enhanced void growth.
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However, there were some deviations from the grain boundary simulations, particu-

larly in the case of Cu/Ta. While anisotropy was present, and had the same overall trend

(the anisotropy was higher in the case of the 0° bicrystals, likely due to the loading state

of each grain), the material preferred growth in Ta, even in the few cases where Cu was

the geometrically, and eventually, materially harder phase. This behavior was reflected

in the plasticity experienced near the void: Ta, in general, experiences greater plasticity.

Emergent behavior was not present in the same cases in Cu/Ta (notably, the [111]-[111]

pair, which would not have resulted in any emergent behavior in single phase materials,

because it would behave as a single crystal, even if it were a twin boundary), due to the

different behavior between the two phases. This different behavior, notably the difference

in hardening, did give rise to non-monotonic behavior in the sense of emergent behavior.

This different hardening behavior meant that while the tantalum may initially be at a

higher stress (in the 90° bicrystal), eventually the Cu grain would overtake it. Still, the

void would always be larger in the Ta crystal. The important implication here is that

modeling this and developing a model for implicit behavior would not be as simple be-

cause the history of the material would additionally have to be captured. It would not be

possible to run single-step simulations to formulate an instantaneous yielding criterion

without testing to see if the behavior is consistent with the entire hardening history of

the material.

The crystal orientations relative to the loading direction strongly indicated how

quickly the void would grow. With strain-rate control, the voids grow most quickly

in grains that have geometrically hard orientations relative to the primary axis. The

fastest growing void in a stress-controlled simulation (or experiment) would likely be in

the softest crystal, likely the [001]-oriented grain, although this could change depending

on triaxiality, as indicated in chapter 2. Because K–S and N–W orientation relationships

join a geometrically hard orientation ([111]) with a softer orientation ([101] or [100]),
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there is no configuration that would align both grains in a geometrically hard orienta-

tion. A twin grain boundary, or a similar phase boundary, where the grains are aligned

such that they are both being loaded along the [111] direction would contain the fastest

growing void.

Although the rule of mixtures calculation was an excellent predictor for the growth

of voids in the model material, the Cu/Ta simulations indicate that hardening rate dif-

ferences in the two constituent materials in a void in biphase materials can cause a

significant deviation from this calculation. This has implications for damage models that

seek to implicitly model void growth and ductile damage. If hardening is similar in both

materials, or if the void is at a single-phase grain boundary, there is no need to develop

a separate damage model outside of one that takes crystal orientation into account to

capture the overall void growth at grain and phase boundaries. However, if the hard-

ening behavior is significantly different, a closer look may be necessary, although this

necessitates further research.

Finally, the enhanced strain gradients that are caused by the enhanced plastic strain

near the surface of the void that correlate with the emergent behavior and anisotropy

have interesting implications with respect to size effects, specifically those that relate

geometrically necessary dislocations by means of strain-gradient plasticity models. Given

that some models reduce the gradient, would emergent behavior and anisotropy, too, be

suppressed?

5.5 Conclusions

In this work, using a large-strain elastic-viscoplastic fast-Fourier transform (LS-EVP-FFT)-

based model, we investigated the effects of crystallographic orientation, phase boundary

inclination, and slip mode selection on void growth at interphase boundaries. To focus on
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void growth, instead of nucleation or coalescence, two sets of simulations were conducted

with an initial void volume fraction of 1%. All simulations were carried out with a set of

model face-centered cubic (FCC)/body-centered cubic (BCC) materials with slip modes

of ⟨111⟩{110}, ⟨111⟩{112}, or both for the BCC materials, as well as Cu/Ta with both

slip modes active. The first set of simulations investigated the crystallographic effects

of void growth using two commonly observed orientation relationships to see the general

trends of the variation in material properties, and the second set used a selection of five

orientations fixed to the loading direction, while varying the phase boundary inclination

angle to avoid conflating the results of the two variables.

Some general conclusions may be drawn from this study. First, in two-phase bicrys-

tals, voids generally grow faster in softer grains, which exhibit higher plastic strain rates

at a given stress, in stress-controlled/isostress conditions, preferring harder grains only

in some strain-controlled/isostrain conditions. Phase boundary (PB) inclination angle,

which strongly affects the local loading condition of the grains, and thus the growth of

voids in each individual grain, weakly affects the total void growth. Slip mode selection

does not have a strong affect on the overall behavior of the material, but when more

slip systems are available, the BCC phase was softer and had slightly faster void growth

in the bicrystal. Finally, there is a subset of orientations in which the growth of voids

is similar in single crystals, where the growth of voids is faster in the bicrystal than in

either single crystal (“emergent growth”).

However, these trends begin to break down in real materials due to the low yield

stress but high strain hardening in typical FCC metals (Cu in this work) and the high

yield and low to no strain hardening in BCC (Ta in this work). Void growth in Ta is

faster in the bicrystal, regardless of orientation, due to the higher number of slip systems.

In contrast to the model material, where emergent behavior is nearly instantly apparent,

the history of the material hardening additionally matters. In a few cases in Cu/Ta,

152



Voids at phase boundaries Chapter 5

while the void did not initially show emergent behavior, it eventually showed emergent

behavior. Comparison with the model FCC/BCC case indicates that this is again due

to the different strain hardening behavior.

Ultimately, though, the loading conditions dictate in which bicrystals the voids grew

fastest in. In strain-rate controlled simulations, voids at the intersection of two phases

that are geometrically hard show the fastest growth.

As far as the authors are aware, emergent growth has not been confirmed outside of

CP-FFT, and thus using crystal plasticity finite element (CP-FE) to confirm the pres-

ence of emergent growth would be valuable. Because void growth in crystalline media

is highly dependent on loading condition, additional studies using different triaxialities,

Lode parameters, and stress-controlled simulations would add value to the current knowl-

edge base. Now that studies have been done on FCC/BCC, studies on FCC/HCP and

BCC/HCP materials are important to conduct. Finally, the use of strain-gradient plas-

ticity on the systems noted in this paper would elucidate the connection between plastic

strain and anisotropic and emergent behavior.
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Summary and Conclusions

This dissertation focuses on the effect of triaxiality, crystallographic nature, and phase

on the growth of voids in crystalline metals. Void growth is a plastically mediated pro-

cess, whether by the emission or absorption of dislocations. Here we treat plasticity

at the mesoscale and use a quasi-static crystal plasticity model to identify the key mi-

cromechanical variables for void growth. This dissertation focuses on the progressive

introduction of more heterogeneous neighborhoods around voids: within the crystals, at

grain boundaries, and finally, at phase boundaries.

In chapter 2, a dilitational viscoplastic fast-Fourier transform (DVP-FFT) algorithm

was used to study the effect of lattice orientation and triaxiality on the growth of voids

in single crystals and grain interiors. It was found that in single crystals, in strain-rate

controlled simulations with a fixed stress triaxiality, the voids in the hardest grains, that

is, the grains oriented such that at the same stress they exhibit less plasticity, exhibited

fastest growth, while the softer grains showed slower growth. The opposite was true in

fully stress-controlled simulations, a finding that has not been explored to date in the

literature. When there were many interacting voids in a polycrystalline material, the cor-

relation between void growth rate and orientation was very weak. However, on average,
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the trends in void growth observed in single crystals were similar in the polycrystalline

material, and the orientation effects on void growth strengthen with triaxiality, possibly

due to more isotropic overall behavior of the polycrystal at higher triaxialities.

In chapter 3, a large-strain elastic-viscoplastic fast-Fourier transform (LS-EVP-FFT)

model was introduced, which was used in the remainder of the research in this disser-

tation. The LS-EVP-FFT allows for geometrically accurate representations of spheres,

reducing the noise in the mechanical fields created by the edges and corners of the voxels

in the DVP-FFT, and also incorporates elasticity. Several modifications were made to

improve numerical stability by reducing excessive deformation of the void voxels, which

are infinitely compliant, at the material-void interface. Several cases are presented as

validation, and several single-crystal simulations in the previous chapter are compared

to single-crystal simulations using the LS-EVP-FFT, to indicate that the trends seen in

the previous chapter are maintained.

In chapter 4, we applied the LS-EVP-FFT algorithm to study the growth of voids at

grain junctions. Total void growth was largely dependent on the crystal orientation of

the grains, rather than the grain boundary misorientation or inclination angle. We found

that, given a fixed stress triaxiality and constant strain rate, voids at grain boundaries

grow faster into softer grains when the axial stress was equal in both grains but that

voids occasionally grow faster into the harder grains in the case where the axial strain

rate was most similar. There were also a small number of cases where the voids grew

faster when placed at the grain boundary or triple junction than in any constituent single

crystal. This “emergent” behavior occurred when the slip activity was enhanced in all

grains relative to their single-crystal counterparts. The study indicates that faster void

growth continues once it has begun but still indicates the possibility that voids may be

forming primarily embedded in one grain in studies that indicate a preference for grain

growth.
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Finally, we used the knowledge and work gained in the previous chapters to under-

stand void growth at phase boundaries in chapter 5. A model FCC/BCC material, which

differed only in slip mode selection, showed very similar behavior to the grain boundary

results, confirming the presence of emergent behavior at low-contrast grain boundaries.

A Cu/Ta material shows similar trends, but does indicate that voids grow slightly faster

into Ta in bicrystal simulations, in part due to the higher number of slip systems in

Ta. Because of the higher hardening of Cu, Cu eventually overtook Ta in flow stress,

which led to non-monotonic behavior, and led to a greater deviation from a void growth

rate that followed a rule of mixtures’ of the void growth in single crystals with the same

orientations. The difference in hardening rate did not appear to have a strong impact on

the grain in which the void preferred to grow. Strain gradients appeared to increase in

emergent cases.

Overall, the results follow a common trend: the loading condition and the crystal

orientation(s) of the material will dictate how quickly the voids grow. For strain-rate

controlled crystals, voids placed in the single crystal or at an interface grow fastest in

and within the crystals with a ”hard” orientation, which is not immediately intuitive. For

stress-controlled simulations, voids grow fastest in and within the crystals with a “soft”

orientation. This distinction is important and is related not only to the macroscopic

boundary conditions, but also to the grain-averaged loading condition. For voids that

are at grain or phase boundaries, the inclination of the grain or phase boundary can

change this loading condition. In general, the inclination angle has only a small effect on

the growth of the void, provided that the orientation of crystals relative to the primary

loading axis remains fixed. The crystal orientation(s) of the unit cell and the macroscopic

loading have a stronger effect on overall void growth. Simulations and experiments that

modify both variables simultaneously cannot say with certainty that one variable or

another is the root cause of any observed change in void growth. It is also of utmost
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importance to clearly outline the loading state of the material because it has a clear

impact on the conclusions: it dictates whether void growth is faster in geometrically soft

or hard orientations.

The appearance of emergent behavior, in which voids grow faster at the interface

of two or more crystals than in any of the constituent single crystals with the same

boundary conditions applied macroscopically, to the knowledge of the authors, has not

been explored or observed outside of these simulations. These bicrystals typically have

greater overall slip activity than their corresponding single crystals and occur only at

interfaces between crystals with similar — but not equal — growth as single crystals.

Where hardening behavior is similar, this behavior is immediately in effect, but some

cases of emergent behavior only become apparent when one material hardens more than

the other, which is a behavior that is characteristic of FCC/BCC biphase materials.
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Chapter 7

Recommendations

The use of crystal-plasticity-based fast-Fourier transform algorithms to explore void

growth in metals has enabled us to better understand the importance of crystal ori-

entation and loading condition. Further research is necessary to explore and quantify

ductile growth in failure in quasi-static and dynamic loading conditions. The author has

recommendations for future research prospects that can be categorized as experimental,

explicit, and implicit/analytical modeling.

First, experiments are critical to verify and validate this model. While it may be

difficult to replicate the loading conditions within large single crystals or bicrystals with

voids, experiments could be conducted to understand whether emergent void growth

is indeed a true phenomenon. The use of additively manufactured metals, tracking the

formation of voids during the 3D printing process [135], with purposely seeded voids could

be one way to achieve a coarse-grain structure. Specific orientations would be achieved

by machining or printing the parts such that it can be gripped with the loading direction

in mind. More simulations might have to be conducted to find a suitable grain or phase

boundary pair that would be predicted to be emergent and possible to manufacture,

and then single crystals with voids would need to be tested as well. The crystals or
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bicrystals would need to be large enough to grip, test, and characterize the material.

The microstructure would need to be tracked with a non-destructive 3D technique such

as 3D x-ray computed tomography [96] to track the void’s growth. In general, though,

more experimental data of this type, tracking the void growth prior to coalescence is

still necessary to validate simulations to eventually enable prediction of the progress of

ductile failure in porous metals.

There are many opportunities to further explore the growth of voids in metals using

simulations that explicitly model the void. First, applying other models (MD, DD,

FEA) to similar biphase systems to validate the occurrence of emergent void growth in

these systems is a necessary step prior to continued FFT simulations exploring emergent

behavior. If emergent growth is indeed a possible phenomenon, the lower-scale models

(MD, DD) might better identify its contributing mechanisms and how it is affected by void

length scale/size. Other higher-scale models, such as those that incorporate dislocation

climb or accounting for drag and relativistic effects to model higher strain rates, might

also look into emergent growth as a possible phenomenon.

FEA and FFT could be used to continue to extend our understanding of emergent

behavior at the grain scale. Specific grain boundary behaviors, such as grain boundary

sliding, can be taken into account to see whether this affects void growth. Strain-gradient

plasticity is also a possible avenue to explore, as the LS-EVP-FFT has a version developed

that incorporates strain-gradient plasticity. The phase boundary simulations in this

dissertation indicated that the strain gradient was higher in the bicrystal than in single

crystal counterparts when emergent behavior was present, and higher in the part of

the bicrystal that experienced faster growth. Using the LS-EVP-FFT that incorporates

strain-gradient theory to model void growth might suppress these behaviors, since strain

gradient models tend to reduce high strain gradients. Further modeling could also be

used to generate a grain/phase orientation map to predict emergent behavior for FCC
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and BCC grain and phase boundaries.

Finally, the conclusions of the dissertation are important for developing better im-

plicit models. If total void growth is all that is concerned, the grain or phase boundary

inclination angle does not strongly affect void growth at grain boundaries, nor does the

grain/phase misorientation. The crystal orientation relative to the loading direction is a

stronger predictor of void growth, but care should be taken to capture emergent behavior.

The author and collaborators have used DVP-FFT to develop an improved damage

model for porous FCC, using the average stress potential of voided single crystals using

single-step simulations [49]. For developing and calibrating damage models, DVP-FFT

would likely sufficiently calculate the emergent behavior in simple grain boundaries within

the first step, as the simulations in this dissertation indicated that emergent behavior is

immediately present in those cases. Furthermore, if the hardening rate is the same in

polycrystalline or multiphase metals, predicting the growth of voids at grain or phase

boundaries as two voids in each phase should suffice as a first approximation. However,

to calibrate the model to account for materials with different hardening behavior, as

in BCC/FCC phase boundaries, longer simulations might be necessary to adequately

capture the behavior. More research should be conducted on phase boundaries in metals

with distinct hardening rates to understand the interaction between void growth and

stress state before further implicit models are developed.
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Appendix A

Von Mises plastic strain averages

and field comparisons around voids

at FCC/BCC interphase boundaries

To illustrate and confirm the connection between plastic strain and void growth, Fig-

ure A.1 shows fv1 and fv3 see Table 5.3 for reference to the v variables) as a function

of the corresponding manipulation of average and standard deviation of von Mises plas-

tic strain, εpvM. In chapter 4, the maximum slip rate was shown to be an indicator of

emergent behavior in single phase bicrystals, and εpvM is related to the total sum of the

slip. The positive correlation in Figure A.1(a) supports the idea that slip is enhanced in

the material in the emergent cases. The average von Mises plastic strain, and therefore

overall slip, is enhanced in the emergent cases, but it also seems that the variation is

greater. The standard deviation, in fact, seems to have a stronger relationship for both

v1 and v3. To confirm, Figure A.1(b,d) demonstrates the standard deviation in the von

Mises plastic strain. As shown, the Ta grains demonstrate a higher variation of von Mises

plastic strain in all Cu/Ta (triangles) cases, in line with the preferred growth in Ta.
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Considering the apparent variations in the bicrystals that show emergent behavior

compared to their single crystal counterparts, we looked further into the local fields for

von Mises plastic strain to see if the strain gradient is enhanced in the case of emergent

materials, Figure A.2 shows the von Mises plastic strain field, εvM(x), at 5% total axial

strain in the Cu/Ta material, shown in the xz-plane for: (a) emergent [011]−[001], (b)

low-contrast [011]−[021], and (c) high-contrast [1̄25]−[111] grain pairs, marked by darker

symbols in Figure A.1(a,b). The top row shows the plastic strain field in single crystals,

the middle row shows the field in the bicrystals, and the bottom row shows the differ-

ence between the field in the bicrystal and the corresponding single crystalline fields.

Compared to the other two grain pairs, the (a) emergent [001]−[011] grain pair shows

a significant increase in plastic strain on one half (specifically in the Ta [011] grain) of

the bicrystal, particularly near the void, while both the (b) low-contrast and (c) high-

contrast pairs show no significant elevation in plastic strain without a decrease on the

opposite side. This increase in the maximum plastic strain appears to happen over the

same distance, meaning that the strain gradient in those regions is likewise enhanced. In

general, in the bicrystal, the Ta half shows elevated plastic strains near the void.
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consistent approximation for polycrystals: Comparison with full-field numerical
simulations. Acta Materialia, 52(18):5347–5361, 10 2004. ISSN 13596454. doi:
10.1016/j.actamat.2004.07.040.

[112] E. J. Lieberman, R. A. Lebensohn, D. B. Menasche, C. A. Bronkhorst, and A. D.
Rollett. Microstructural effects on damage evolution in shocked copper polycrystals.
Acta Materialia, 116:270–280, 9 2016. ISSN 1359-6454. doi: 10.1016/J.ACTAMAT.
2016.06.054.

[113] R. Pokharel, R. A. Lebensohn, D. C. Pagan, T. L. Ickes, B. Clausen, D. W.
Brown, C.-F. Chen, D. S. Dale, and J. V. Bernier. In-Situ Grain Resolved Stress
Characterization During Damage Initiation in Cu-10%W Alloy. JOM 2019 72:1,
72(1):48–56, 7 2019. ISSN 1543-1851. doi: 10.1007/S11837-019-03692-5. URL
https://link.springer.com/article/10.1007/s11837-019-03692-5.

177

https://link.springer.com/article/10.1007/s11837-019-03692-5


[114] D. P. Naragani, J. S. Park, P. Kenesei, and M. D. Sangid. Void coalescence and
ductile failure in IN718 investigated via high-energy synchrotron X-ray tomography
and diffraction. Journal of the Mechanics and Physics of Solids, 145, 12 2020. doi:
10.1016/J.JMPS.2020.104155.

[115] P. G. Christodoulou, S. Dancette, R. A. Lebensohn, E. Maire, and I. J. Beyerlein.
Role of crystallographic orientation on intragranular void growth in polycrystalline
FCC materials. International Journal of Plasticity, 147:103104, 12 2021. ISSN
07496419. doi: 10.1016/j.ijplas.2021.103104.

[116] F. Willot. Fourier-based schemes for computing the mechanical response of com-
posites with accurate local fields. Comptes Rendus Mécanique, 343(3):232–245, 3
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