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Carlo simulations of charge
transport across the surface of dye and cocatalyst
modified spherical nanoparticles under conditions
of pulsed or continuous illumination†

Kevin Tkaczibsona and Shane Ardo *abc

Solar fuel constructs consisting of discrete light-absorbers and distinct redox-active electrocatalysts are well

suited for numerical modeling of their charge-transfer processes. Herein by several series of Monte Carlo

simulations employing spherical nanoparticle molecular supports, we identify conditions that result in the

largest yield for forming specific redox states of electrocatalysts. In general, the yield for electrocatalyst

oxidation/reduction increased as the self-exchange electron-transfer time constant decreased and/or the

recombination time constant increased. When the number of electrocatalysts increased to more than one

per nanoparticle, yields for oxidation/reduction of electrocatalysts decreased because oxidative/reductive

equivalents were diluted among the larger number of electrocatalysts. As the light intensity increased the

yield for oxidation/reduction of electrocatalysts increased both in absolute number and yield per absorbed

photon. However, at extreme photon fluences the yield per absorbed photon decreased due to

significantly faster recombination which is clear from the equal-concentration second-order nature of the

recombination reaction in the number of oxidized/reduced molecules per nanoparticle. Results obtained

using electrocatalysts that only required a single oxidation/reduction event for turnover were within error

the same irrespective of whether optical excitation was simulated to occur as an initial pulse, to mimic

pulsed-laser spectroscopic measurements, or with repeated photoexcitation events, to mimic conditions of

solar illumination. However, when electrocatalysts required multiple oxidations/reductions for turnover the

intensity of pulsed light required to obtain the same electrocatalyst turnover yield that was observed using

repeated photoexcitation depended greatly on the electron-transfer time constants. In addition, at solar-

relevant fluences the equal-concentration second-order kinetic process for recombination exhibited a first-

order dependence on the number of nanoparticles that contained an oxidized/reduced molecule. The rate

of electrocatalyst turnover after two redox events was also determined to have a first-order dependence

on the concentration of oxidized/reduced molecules over most of the time that oxidized/reduced

molecules were present. Collectively the solar-simulated data showed that even under the assumption of

ideal kinetic processes and molecular and semiconductor densities of states, the observed kinetic behavior

can be complex and change as a function of time and fluence. These observations suggest that results

from pulsed-laser spectroscopic measurements are not always accurate predictors of the expected

behavior of sunlight-illuminated dye-sensitized photoelectrochemical cells that drive multiple-charge-

transfer reactions.
Introduction

Designing and evaluating architectures for solar fuel generation
are worthwhile academic research endeavors that may one day
ing, University of California Irvine, Irvine,
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lead to an economically pertinent technology that enables long-
term seasonable energy storage and/or a transportation fuel.1–5

This type of energy storage is predicted to be necessary when
society is powered by substantial renewable energy.5 Architec-
tures for solar fuel constructs generally fall into several broad
categories. The most efficient designs consist of photovoltaic-
grade materials with buried-junctions for effective photovoltaic
action and that are protected from corrosion using chemically
insulating overlayer coatings or direct electrical wiring to
aqueous electrolytes where the electrocatalysts perform the
electrochemical reactions.3,6–11 Other designs rely on coupled
Sustainable Energy Fuels, 2019, 3, 1573–1587 | 1573
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processes that together are much less well understood and
oen occur at semiconductor–liquid junctions with or without
molecular electrocatalysts and/or dye sensitizers.12–31 Each of
these constructs has beneted from experimental and compu-
tational studies of its photophysical and photochemical
processes in order to elucidate mechanistic details of operation
and identify architectures that result in large power-conversion
efficiencies.

Several types of computational models have been used to
simulate and assess the performance limitations of solar fuel
constructs. Some models capture bulk collective dynamics and
overall photovoltaic performance using statistical ensemble
models. For example, limiting physical processes in buried-
junction designs and non-molecular photoelectrochemical
designs have been simulated successfully using coupled
differential equations that capture deterministic behaviors ex-
pected from statistical thermodynamics.4,32–34 For mesoporous
dye-sensitized designs, transport phenomena for redox-active
species in solution and rates of electron transport between dyes
and within mesoporous thin lms have been modeled using
various methods with numerical results that are reasonably
consistent with experimental observations.35–44 However,
a limitation of simulations that capture continuous and/or bulk
behaviors is that they lack the granularity required to capture
dynamics that occur at discrete molecular light absorbers and
electrocatalysts. The molecularity of these photochemical
designs can be studied using ab initio quantum calculations,
density functional theory, electronic structure determination,
and molecular dynamics simulations. However, these atomic-
level calculations are too ne-grained to capture dynamics that
occur across nanometer-to-micron-sized regions consisting of
hundreds to thousands of molecules that are critical in order to
predict the overall function of the materials system. A modeling
domain that is intermediate between these two size regimes is
required to capture the micro-kinetic behavior of these systems
at relevant length scales. This need motivated us to develop
a physically pertinent numerical modeling and simulation
package based on a discrete-time random walk Monte Carlo
method and that we will share publicly. It is the rst of its kind
that captures salient features of dye-sensitized and cocatalyst-
modied constructs with the aim to help guide and progress the
design of these systems to a practical level of device viability.

An enormous number of fundamental experiments have
been conducted on dye-sensitized mesoporous thin lms using
a broad range of techniques.45,46 To better understand observed
behaviors related to charge transfer, Monte Carlo simulations
have been performed that simulate Markovian micro-kinetic
processes and quantify rates of electron and energy transfer
between dyes only.45,47 Some of the initial work was reported by
Meyer and colleagues in the early 2000s, who modeled surface
transport processes via discrete-time random walk Monte Carlo
simulations across a two-dimensional lattice with periodic
boundary conditions.48 Around the same time, Nelson, Durrant
and colleagues introduced a mathematically rigorous model for
charge recombination from these TiO2 nanocrystallites to
surface-bound dyes based on a continuous-time random walk
model.42,49–52 A critical assumption in this type of random walk
1574 | Sustainable Energy Fuels, 2019, 3, 1573–1587
model is that the walkers are independent and also that the
location of the oxidized dye does not change appreciably on the
timescale of the recombination process, which is not always
a valid assumption.37,53–62 Since that time, additional random
walk Monte Carlo models have been reported for analogous
processes and using computer code with similar features and
limitations as rst reported in the early 2000s.41,63–67 In 2009,
Ardo and Meyer were the rst to incorporate specically three-
dimensional spherical nanoparticle supports into discrete-time
random walk models, thus removing the need for periodic
boundary conditions.58,59 This was an important advance that
remedied the non-physical limitation of the two-dimensional
simulations, which occurred because in two dimensions, an
excess number of molecular positions were inherently located at
regions on the particles near the poles (top/bottom) that
incorrectly weighted processes in those regions. Moreover, the
two-dimensional models did not allow for accurate quantica-
tion of the spherical polar angular position of the molecules in
three dimensions. This spatial information is needed for each
perturbed dye in order to accurately model experimental data
obtained from time-resolved polarization spectroscopy tech-
niques, which can be used to quantify rates of transport across
surfaces such as self-exchange electron transfer or energy
transfer across nanometer-scale particles and on the nano-
second and longer timescales.58,59 Since then other discrete-time
random walk models have incorporated three-dimensional
semiconductor nanoparticles60,61,68,69 and even included surface-
conned charge transport across interparticle necking
regions.67,70 Interparticle charge transport is an important
process that captures dynamics occurring over the scale of
several semiconductor nanoparticles. While our code is also
able to model and simulate interparticle charge transport
behavior, herein for our initial studies we do not incorporate
this feature because the model parameter space is rich enough
in its absence. Unique to our model, in comparison to all other
prior models,45,47,71,72 is that we identify kinetic parameters that
lead to the most effective utilization of photons for turnover of
multiple-electron-transfer cocatalysts under the simulated
condition of pulsed-light excitation or continuous illumination.
We report results from a series of parametric time-inhomoge-
neous random walk Monte Carlo simulation studies using iso-
lated spherical nanoparticles arranged as a stack to mimic their
spatial location as a thin lm. These results are highly pertinent
to dye-sensitized cocatalyst-modied semiconductor nano-
particles that constitute mesoporous photoelectrochemical
electrodes or consist of colloidal suspensions.

Experimental
Modeling framework

The architecture modeled is motivated by mesoporous thin
lms of nanoparticles that are commonly used in dye-sensitized
photoelectrochemical constructs, where nominally identical
spherical anatase TiO2 nanocrystallites contain discrete surface-
anchored light-absorbing moieties and redox-active electro-
catalysts (Fig. 1). In the case of traditional dye-sensitized
materials, both the light-absorbers and the electrocatalysts are
This journal is © The Royal Society of Chemistry 2019
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Fig. 1 Model schematic showing the events that are included in the
model tomimic themajor kinetic processes that are operative in actual
dye-sensitized photoelectrochemical constructs.
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molecules, but the model is general in that, for example, the
light-absorbing units could be surface-conned material units
like quantum dots or nanocrystalline regions with isolated
optical transitions in the solid-state, or the electrocatalysts
could be materials whose charge localization and transport
follows a hopping or polaronic transport mechanism.73 The
model is able to simulate discrete processes that spatially
exchange states, such as self-exchange Dexter or Förster energy
transfer or self-exchange electron transfer initiated at an
oxidized or reduced dye. Self-exchange electron transfer is the
process assumed for the simulations performed herein with
hops to only the closest adjacent dyes being possible, which is
a valid assumption based on reasonable conditions and prior
analyses.74 The structure is incorporated into the model as 100
spheres that are positioned optically in series as a one-dimen-
sional stack but that do not physically interact. The top sphere
in this stack is considered to be at the surface of the thin lm
with subsequent spheres further down from the surface, at
larger z-coordinates. The surfaces of these spheres are created
using Wolfram Mathematica's built-in “Geodesate” function,
which results in approximately evenly spaced points that
represent possible locations of molecules. By tessellating 5
icosahedra, 252 points were generated on the surface of the
sphere with 240 points being hexagonally packed (6 adjacent
points) and the remaining 12 points being pentagonally packed
(5 adjacent points). It was not necessary to specically identify
the nanoparticle radius, molecule radius, lm thickness, and
lm porosity, because they are all related and so only their
relative sizes are pertinent. However, based on the values
chosen for the number of locations for molecules per particle
(252), the number of particles per stack (100), and the use of
a stack to model a mesoporous lm of �50% porosity, the
geometry is consistent with characteristics of typical dye-
sensitized mesoporous TiO2 thin lms.60,74,75 Per particle,
a specic number of these 252 points was chosen as positions of
electrocatalysts that could be oxidized/reduced once or multiple
times. Multiple redox events are desired in practical applica-
tions that make and break stable chemical bonds via multiple-
electron/proton-transfer reactions. Electrocatalyst positions on
This journal is © The Royal Society of Chemistry 2019
a given particle were chosen at random, with an additional
option to evenly distribute the electrocatalysts over each particle
such that each particle had the same number of electrocatalysts.
The remaining points were chosen to be dyes, and based on the
pulsed photon uence chosen for the experiment, locations for
initial photoexcitation were chosen as a subset of dye positions.
All simulations assumed unity quantum yield for rapid excited-
state electron transfer between photoexcited dyes and the
semiconductor support, such that photoexcitation always
resulted in an oxidized/reduced dye molecule. For each semi-
conductor nanoparticle, its number of mobile electrons/holes
was set equal to the number of oxidized/reduced molecular
charges on its surface; however the transport processes of the
injected electrons/holes were not simulated. Information
regarding generation of initial conditions is described in more
detail below. The simulation proceeded by randomly choosing
from a series of options for each molecular charge at each
timestep, including self-exchange electron transfer between two
adjacent dyes or electrocatalysts, electron-transfer recombina-
tion between the semiconductor nanoparticle and an oxidized/
reduced dye or electrocatalyst, photoexcitation of a ground-state
dye – when conditions of continuous illumination were simu-
lated – or doing nothing. When an electrocatalyst reached
a redox state required for an electrocatalytic turnover event, the
electrocatalyst was immediately regenerated and the same
number of charges in the semiconductor nanoparticle were
removed to simulate their collection elsewhere in the system.
This occurred repeatedly until all charge-separated states either
recombined or drove electrocatalysis. Information regarding
this simulation loop and the resulting output data are described
in more detail below.
Generation of initial conditions

Initial assignment of photoexcited dyes, and therefore charge
separated dyes, was performed in multiple ways depending on
the desired simulated condition. A set number of photoexcited
dyes was either distributed over the entire stack or placed on
each particle in the stack, e.g. for the case of 200 photoexcita-
tions over the 100-particle stack (hnpei ¼ 2), either 200 dye
positions were chosen randomly across the entire stack or 2 dye
positions were chosen randomly per particle. The assignment
wasmade using weights incorporated via an assignmentmatrix,
with weights based on one or more geometric considerations.
One option for the assignment matrix was a Beer–Lambert law
generation prole,

WBL ¼ 10�
n
N
ðAbsÞ ¼ 10

n
N
log10ðTÞ (1)

where the probability of photoexcitation decreases exponen-
tially as the position of the dye is deeper in the stack,WBL is the
weight associated with a given position from the Beer–Lambert
law weighting function and ranges from 0 to 1, n is the particle
number in the stack, N is the total number of particles, Abs is
the absorbance of the entire particle stack,60 and T is the frac-
tion of transmitted light through the entire particle stack. As
such, molecular positions closer to the top of the particle stack
were more likely to be photoexcited. This assignment, if
Sustainable Energy Fuels, 2019, 3, 1573–1587 | 1575
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repeated a statistically signicant number of times, yields
a distribution of excited dyes that follows an exponential decay
with particle height, as predicted by the Beer–Lambert law
(Fig. S1†). Another independent option for the assignment
matrix was based on polarized light excitation and well-dened
radial transition dipole moments for the surface-anchored dyes.
This assignment weighs each position based on the inclination
angle of the dye relative to the electric eld vector of the
polarized excitation light,

WA ¼ cos2 q (2)

whereWA is the weight associated with a given position from the
anisotropy weighting function and q is the angle between the
normal from the center of a particle and the molecular position
on its surface and the electric eld vector of the polarized
excitation light. Prior to performing the simulations, a list of
data for each electrocatalyst, dye, and oxidized/reduced dye was
generated that contained relevant parameters including mole-
cule type (dye or electrocatalyst), recombination probability,
hopping probability, redox state, and an array of positions for 5
or 6 adjacent molecules. Adjacent molecules were within 2.5
times the center-to-center distance between molecules the size
of [RuII(bpy)3]

2+ when in van der Waals contact. The recombi-
nation probability was set to be the same for electron transfer
between the semiconductor and either an oxidized/reduced dye
or an electrocatalyst. Also, when an oxidized/reduced dye is
adjacent to an electrocatalyst, the hopping probability to the
electrocatalyst was set to effectively 90%. This latter point is
described in more detail below. These hopping and recombi-
nation probabilities were calculated from time constants
ranging from 40 ns to 800 ms in steps of three points on a log-
arithmic scale. For each nanoparticle, the probability of
recombination was scaled by the number of charges in that
semiconductor nanoparticle. A second list of information was
generated that was updated at each Monte Carlo iteration
during the simulation, which included the two-dimensional
coordinates for all molecules that were altered from their initial
state as (particle number, position number). At time zero this
list only contained the locations of dyes that were initially
photoexcited; as the initially photoexcited dyes became altered
from their initial state over time these coordinates were
replaced by those of other dyes or electrocatalysts.
Simulation loop

Aer initially dening the state of the system at time equal to
zero, Monte Carlo simulations were performed by looping over
the list of molecules that were altered from their initial state
(second list). For each, a probability, Px, was assigned that
ranged from 0 to 1 for the possible options of recombination,
hopping to an adjacent point, or doing nothing, and with
probabilities dened as follows,

Px ¼ tstep

sx
(3)

where tstep is the amount of time between time points and sx is
the ensemble average time constant for the process, x. At the
1576 | Sustainable Energy Fuels, 2019, 3, 1573–1587
end of each simulated timestep, the list of molecules was
altered from its prior state and then the Monte Carlo process
was repeated, assuming that a small and predened timestep
had passed. The value of the timestep varied and was set for
each condition so that Px as a percentage was <1.1% for self-
exchange electron transfer between dyes and was <0.3% for
recombination to oxidized/reduced dyes or electrocatalysts. The
value of the timestep resulted in the probability of transferring
a charge from an oxidized/reduced dye to an adjacent electro-
catalyst being �30%. This probability was set to be 27 times
greater than the probability of transferring a charge between
adjacent dyes via a self-exchange reaction in order to reect the
reasonable condition that electron transfer to/from an oxidized/
reduced dye from/to an electrocatalyst is thermodynamically
favorable and thus much more probable. The exact 27-times-
greater probability was chosen such that there was exactly a 90%
probability that oxidation/reduction of an electrocatalyst would
occur aer an oxidized/reduced dye on a hexagonally packed
site became adjacent to an electrocatalyst, with a nominally
larger probability of this occurring on a pentagonally packed
site or when multiple electrocatalysts are adjacent to the
oxidized/reduced dye. The 90% probability for performing
redox with an electrocatalyst when an oxidized/reduced dye is
adjacent to the electrocatalyst was derived by solving the
following geometric series,

XN
n¼0

�
27

27þ 5

��
2

�
1

27þ 5

��n

¼
�

27

27þ 5

� 
1

1� 2

27þ 5

!

¼
�

27

27þ 5� 2

�
¼ 0:9 (4)

where the probability to oxidize/reduce the electrocatalyst instead
of one of the other ve adjacent dyes is 27/(27 + 1 + 1 + 1 + 1 + 1),
and the probability to oxidize/reduce one of the other two adja-
cent dyes that is also adjacent to the electrocatalyst is 1/(27 + 1 + 1
+ 1 + 1 + 1). This Monte Carlo process was repeated until no
oxidized/reduced dyes remained. Specic parameters used for
variousmodel inputs are listed in Table S1.† An additional option
in the model was its ability to mimic conditions of continuous
illumination, which incorporated repeated light excitation
events. The initial number of photoexcited dyes was set to zero
and aer each timestep there was an additional probability for
photoexcitation that scaled based on the desired intensity of solar
illumination and was weighted according to the assignment
matrix calculated from the Beer–Lambert law and polarization
considerations. Simulations using the condition of continuous
illumination were terminated aer 25 000 000 iterations and all
data were used to calculate time-averaged steady-state values.
While these values included the initial data prior to reaching
a steady-state condition, its inuence on the average values was
insignicant because on average its inclusion only resulted in
a <0.25% change in the simulated turnover yield.
Output data

During the simulation the number of times that an electro-
catalyst is completely oxidized/reduced by a dye is recorded,
This journal is © The Royal Society of Chemistry 2019
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because assuming rapid rates of electrocatalysis, this is the
most useful parameter to quantify the effectiveness that
a condition drives solar photochemical transformations. Using
these data we calculated the yield for electrocatalyst turnover,
i.e. the percentage of photoexcitations that contributed to
turnover of an electrocatalyst due to product formation.
Photoexcitations that contributed to electrocatalyst oxidation/
reduction but did not result in electrocatalyst turnover did not
count toward this total. To reduce computation time, photoex-
citations that were not able to contribute to electrocatalyst
turnover were identied and removed from the simulations
before any timesteps had been performed. This occurred when
a photoexcited dye was on a nanoparticle that either had zero
electrocatalyst on its surface or had fewer photoexcited dyes
than the maximum oxidation/reduction state of an electro-
catalyst. When these photoexcited dyes were removed, they were
counted as being unproductive toward electrocatalyst turnover.
Data were collected under a wide range of starting conditions
including varied maximum redox state of the electrocatalysts,
number of electrocatalysts, initial excitation uence (i.e.
number of initially excited dyes), use of a Beer–Lambert law
distribution when assigning dye photoexcitations throughout
the stack, self-exchange electron-transfer time constant
between adjacent molecules, and electron-transfer recombina-
tion time constant between surface-anchored molecules and
photo-generated charges in the semiconductor support.

Results and discussion
General simulation conditions and data interpretation for the
base case

For each specic condition simulated herein, electrocatalyst
turnover yield (as a percentage) is reported as a function of 1 of
14 logarithmically spaced hopping time constants, 1 of 14
logarithmically spaced recombination time constants, and 1 of
up to 10 initial excitation uences. These uences are quanti-
ed as the average number of photoexcitations per particle over
the stack of 100 particles and so a uence of hnpei ¼ 2 means
that there were on average 2 photoexcitations per particle, or
200 photoexcitations over the stack of 100 particles. Each
combination of parameters for these three variables was
simulated 25 times, and therefore 2500 semi-independent
particles were analyzed resulting in a total of 250–400 000
photoexcited dyes being averaged per condition. The particles
are semi-independent in that electron transfer did not occur
between molecules on separate particles, but photoexcitation
that followed the Beer–Lambert law generated an unequal
number of initially photoexcited dyes on each particle such that
particles nearer to the top of the lm had more oxidized/
reduced dyes while those farther from the top of the lm had
fewer oxidized/reduced dyes.

The data presented are reported as three-dimensional
contour plots, one for each excitation uence, as a function of
the hopping time constant and recombination time constant
(Fig. 2a). The base case model used to obtain the data shown in
Fig. 2 included polarized Beer–Lambert law weighting to assign
a distribution of photoexcited dyes, and electrocatalysts that
This journal is © The Royal Society of Chemistry 2019
required two redox events for turnover and occupied 1% of the
possible molecular positions. Each three-dimensional contour
plot for this condition changes monotonically as values on
either axis increase, and therefore a series of single-uence
contour plots can be easily visualized as a series of three-
dimensional sheets that span all possible hopping and recom-
bination time constants. This method of data visualization
helps one identify the optimal uence for ranges of kinetic
parameters, as evidenced by sheet crossover. An example of this
is the band of green shown crossing through the light blue sheet
in Fig. 2a as the turnover yield sharply increases. Visualizing the
range of kinetic parameters that leads to band formation, i.e.
crossing of two sheets, can provide insights into differences in
nearly identical monotonic behavior. Note, however, that when
the turnover yield for multiple uences are within error the
same, such as when the turnover yield is close to zero, mixed
coloration is observed in the contour plot that is not statistically
meaningful. It is also apparent from Fig. 2a that turnover yields
are nearly the same for each ratio of the recombination time
constant to the hopping time constant and thus, the observed
independent variable is not the hopping time constant and/or
the recombination time constant but can instead be their ratio.
This means that a two-dimensional plot that captures the
overall effect represented by the sheets can be generated using
the recombination-to-hopping time-constant ratio as the inde-
pendent variable. This is shown as two-dimensional plots in
Fig. 2b, which were obtained by recasting all points for each
sheet shown in Fig. 2a with the recombination-to-hopping time-
constant ratio as the independent variable and tting the data
using non-linear least-squares to a sigmoidal function (R2 >
0.975, except for the case of hnpei ¼ 0.1 which resulted in poor
signal to noise). As uence increases from hnpei ¼ 0.1 to hnpei ¼
8, the maximum turnover yield increases monotonically but
maintains the same functional form. From hnpei ¼ 8 up to the
maximum of hnpei ¼ 160, the steep portion of the sigmoidal t
shis to larger recombination-to-hopping time-constant ratios
but still reaches the same maximum turnover yield. Larger
recombination-to-hopping time-constant ratios are optimal
because hopping is critical to electrocatalyst turnover while
recombination is detrimental. The maximum turnover yield is
only �92%, because �8% of dye photoexcitations occur on
particles containing zero electrocatalysts based on the fact that
electrocatalysts are distributed randomly at an average of 1%
coverage per particle.

The two-dimensional plots shown in Fig. 2b report the turn-
over yield as a function of the ratio of the kinetic parameters, and
they span the range of excitation uences. A variation in Fig. 2b is
shown in Fig. 2c, where the kinetic parameters are rearranged so
that the normalized turnover yield is reported as a function of the
excitation uence, and they span the range of ratios of the kinetic
parameters where hopping is more probable than recombina-
tion. It is apparent from these data that an intermediate uence
is ideal for each specic recombination-to-hopping time-
constant ratio. The generally downward concave shape to the
data occurs because the complete twice-oxidation/reduction of
each electrocatalyst is less likely to occur at low uence while the
equal-concentration second-order recombination behavior is
Sustainable Energy Fuels, 2019, 3, 1573–1587 | 1577
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Fig. 2 (a) Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to double oxidation/reduction of an elec-
trocatalyst and turnover, when electrocatalysts are present at 1% surface coverage at the indicated initial pulsed-light excitation fluences. (b)
Non-linear least squares sigmoidal best-fits of the data in panel a as a function of the ratio of the recombination time constant to the hopping
time constant. (c) Plot of the data in panel a as a function of the initial pulsed-light excitation fluence at the indicated ratio of the recombination
time constant to the hopping time constant.
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more detrimental to the turnover yield at high uence. However,
even though these data show that higher uences result in
a smaller relative value for turnover yield, the overall rate of
turnover events still increases at higher uences, as seen in
Fig. S2.† Also, as the recombination-to-hopping time-constant
ratio increases, the optimal uence, indicated by the global
maximum of the data, decreases slightly and then greatly
increases because recombination is relatively slow and therefore
equal-concentration second-order recombination does not
outcompete photoexcitation until large uences are used.
Effect of electrocatalyst behavior

To understand the role that the redox state required for elec-
trocatalyst turnover plays in the outcomes of the simulations,
we performed simulations using electrocatalysts that each
required only a single redox event for turnover (Fig. 3). The
general trends observed are very different than those observed
for electrocatalysts requiring two redox events for turnover
(Fig. 2). For example, at lower uences the probability of
Fig. 3 (a) Sheet plots representing the percentage of photoexcited dye
trocatalyst and turnover, when electrocatalysts are present at 1% surfac
Non-linear least squares sigmoidal best-fits of the data in panel a as a fu
time constant. (c) Plot of the data in panel a as a function of the initial pul
time constant to the hopping time constant.
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electrocatalyst turnover is small when it requires two redox
events for turnover (Fig. 2a and b, in pink) whereas the proba-
bility can be large when a single redox event is required for
electrocatalyst turnover (Fig. 3a and b, in pink). This drastically
different behavior occurs at low uences, because many
photoexcitation events occur on particles where there are too
few oxidized/reduced dyes to perform multiple redox reactions
with any given electrocatalyst. As the uence increases, photo-
excitations become concentrated enough that they are reliably
created in sufficient numbers to oxidize/reduce electrocatalysts
once or twice as needed for turnover. However, then the limi-
tation in turnover yield is the ratio srecomb/shop(Dye–Dye), where
faster relative rates of hopping (small shop(Dye–Dye)) are more
benecial to turnover yield (Fig. 2b and 3b), as described above.
Another notable difference that arises from decreasing the
number of redox events required for electrocatalyst turnover is
shown in Fig. 3c versus Fig. 2c. Unlike the case when each
electrocatalyst requires two redox events for turnover, single
redox events at electrocatalysts are most likely to occur at the
lowest uences. At very high uences, the relative turnover yield
s that ultimately contribute to single oxidation/reduction of an elec-
e coverage at the indicated initial pulsed-light excitation fluences. (b)
nction of the ratio of the recombination time constant to the hopping
sed-light excitation fluence at the indicated ratio of the recombination
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is small irrespective of the redox state required for electro-
catalyst turnover. This behavior is almost entirely dictated by
srecomb/shop(Dye–Dye), where faster hopping (small shop(Dye–Dye))
and slower recombination (large srecomb) are optimal and
conditions of higher uence suffer from increased rates of
recombination due to it being an equal-concentration second-
order kinetic process in the number of oxidized/reduced
molecules per particle. In summary, low uence is optimum
when electrocatalyst turnover requires single redox events.
However, when electrocatalyst turnover requires two redox
events, hnpeiz 10 is optimum at small values of srecomb/shop(Dye–
Dye) and this optimal value for hnpei increases as srecomb/shop(Dye–
Dye) increases (Fig. 2c).
Effect of the Beer–Lambert law

Use of the Beer–Lambert law to model the photoexcitation
distribution in mesoporous thin lms used in dye-sensitized
solar cells is in general accurate for non-scattering lms.
However, to understand the inuence that the photoexcitation
prole has on electrocatalyst turnover we compared the condition
where photoexcitation events followed a Beer–Lambert law
distribution to the condition where the number of photoexcita-
tion events was the same for each particle and therefore spatially
homogeneous over the stack (Fig. 4 and S3†). The lowest possible
uence resulting in homogenous photoexcitation events (npe¼ 1)
resulted in only one oxidized/reduced dye per particle, and
therefore a 0% chance of turnover for electrocatalysts requiring
two or more redox events for turnover. In this case, use of the
Beer–Lambert law distribution was benecial. However, for all
other values of hnpei evaluated, turnover yield is larger when
uniform photoexcitation occurs instead of using a Beer–Lambert
law excitation prole. For example, Fig. 4 shows nearly identical
plots for the dark green sheet (hnpei ¼ 8, with Beer–Lambert law
Fig. 4 (a) Sheet plots representing the percentage of photoexcited dye
trocatalyst and turnover when electrocatalysts are present at 1% surface
follow the Beer–Lambert law or a uniform distribution over the stack. (b
a function of the ratio of the recombination time constant to the hoppin

This journal is © The Royal Society of Chemistry 2019
generation) and the brown sheet (npe ¼ 4, without Beer–Lambert
law generation) meaning that uniformly exciting dyes is approx-
imately the same as having twice as many total excitations that
follow a Beer–Lambert law distribution. This is because the Beer–
Lambert law distribution oen results in some photoexcitations
that occur too sparsely to be useful and others that are so
concentrated that the equal-concentration second-order nature of
the recombination process results in more rapid loss of oxidized/
reduced dyes. That is, toward the bottom of the stack it is likely
that some photoexcitations occur on particles with no other
photoexcitation events and therefore these events are never able
to contribute to the two redox events required for turnover of an
electrocatalyst. While at the top of the stack the rate of recom-
bination is fast because these particles oen have signicantly
more photoexcitations per particle than hnpei. Also, notably for
the condition of hnpei ¼ 2, uniform photoexcitation provides little
benet over photoexcitation that follows a Beer–Lambert law
distribution, because the rates of equal-concentration second-
order recombination are not drastically different for particles
with few photoexcitations. Collectively, these data suggest that
optimal conditions include having a very thin layer of strongly
absorbing material or a thick layer of weakly absorbing material.
Alternatively, introducing scattering particles to more evenly
distribute the incoming light across the stack is benecial. Non-
uniform photoexcitation is also problematic for fundamental
studies of charge carrier dynamics and interfacial electron-
transfer processes measured using transient absorption spec-
troscopy, because the ensemble kinetic behavior simultaneously
reports on several simple rst-order and/or second-order kinetic
processes but under different initial excitation conditions. The
aggregate transient absorption signal therefore does not follow
traditional kinetic models, which is a behavior that has been
reported previously in the literature.45,47,49–52,61
s that ultimately contribute to double oxidation/reduction of an elec-
coverage at the indicated initial pulsed-light excitation fluences that
) Non-linear least squares sigmoidal best-fits of the data in panel a as
g time constant.
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Fig. 5 (a) Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to the indicated single (1�), double (2�), or
quadruple (4�) oxidation/reduction of an electrocatalyst and turnover, when electrocatalysts are present at 1% surface coverage at the indicated
initial pulsed-light excitation fluences. (b) Non-linear least squares sigmoidal best-fits of the data in panel a as a function of the ratio of the
recombination time constant to the hopping time constant.
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Effect of electrocatalyst valency

The model herein shows that the yield for electrocatalyst turn-
over is smaller when an electrocatalyst must be oxidized/
reduced twice instead of just once for turnover, a fact that is
relevant to two-electron-transfer reactions like molecular dihy-
drogen evolution. However, many reactions require even more
than two redox events for electrocatalytic turnover. For example,
oxidation of water to molecular dioxygen occurs via a four
electron, four proton redox reaction, and in Nature's oxygen-
evolving complex this net reaction is thought to occur via
a single concerted O–O bond-forming step.76 Because of the
large interest in the oxygen evolution reaction, and other reac-
tions requiring even more redox equivalents like molecular
dinitrogen reduction to ammonia (6 electrons and 6 protons)
and carbon dioxide reduction to methane (8 electrons and 8
protons), we performed simulations using electrocatalysts that
are capable of accumulating 1, 2, or 4 charges prior to turnover,
and did so at low (hnpei ¼ 1), intermediate (hnpei ¼ 8), and high
(hnpei ¼ 80) photon uences. Fig. 5 and S4† show that in order
to net oxidize/reduce an electrocatalyst four times, especially
large uences are required. However, this condition is not
benecial from a recombination perspective and therefore, large
values for srecomb/shop(Dye–Dye) are needed to observe large values
for turnover yield. These data follow the trends observed in Fig. 2c
where there is an optimal uence that results in the largest
turnover yield when srecomb/shop(Dye–Dye) is large. Collectively,
these data suggest that optimal uence scales with the number of
redox events required for turnover of an electrocatalyst.
Effect of electrocatalyst coverage

Another parameter evaluated was the percent of positions occu-
pied by electrocatalysts rather than dyes. In the base case, a 1%
coverage of electrocatalysts requiring two redox events for
1580 | Sustainable Energy Fuels, 2019, 3, 1573–1587
turnover were used, which on average is equal to 2.52 electro-
catalysts per particle, and photoexcitation events were distributed
according to a Beer–Lambert law distribution. In Fig. 6, this
condition is used to compare effects with other electrocatalyst
coverages of 0.5%, 2%, and 4%, which on average correspond to
1.26, 5.04, and 10.08 electrocatalysts per particle, respectively.
While 1% electrocatalyst coverage appears to be optimal when
srecomb/shop(Dye–Dye) is large, higher coverages are optimal as
srecomb/shop(Dye–Dye) decreases. With increasing coverage of elec-
trocatalysts, accumulation of charges at electrocatalysts is more
difficult, because the same number of oxidized/reduced dyes is
diluted over a larger number of electrocatalyst sites. This limits
turnover yield when srecomb/shop(Dye–Dye) is large and therefore
turnover is overall ineffective when there are too many electro-
catalysts in the system. These simulation results are consistent
with behavior that we observed previously via pulsed-laser spec-
troscopy experiments.60 If srecomb/shop(Dye–Dye) is small such that
electrocatalyst turnover is poor, dilution of charges among elec-
trocatalysts no longer limits turnover yield and instead recom-
bination is limiting. In these cases, having a larger coverage of
electrocatalysts results in a larger turnover yield because
oxidizing/reducing an electrocatalyst occurs more frequently.
This is clear from the data in Fig. 6 where as srecomb/shop(Dye–Dye)
increases, the optimal coverage of electrocatalysts changes from
4% (green sheet) to 2% (light green sheet) and ultimately to 1%
(yellow sheet). The condition of 1% coverage of electrocatalysts
remains optimal under the uences, electrocatalyst coverages,
and values of srecomb/shop(Dye–Dye) evaluated. However, the value of
srecomb/shop(Dye–Dye) where the optimal electrocatalyst coverage
changes is dependent on the uence. At low uence (Fig. 6a), the
logarithmic range of kinetic parameters where the condition of
1% electrocatalyst coverage is optimum is larger than at higher
uence (Fig. 6b–d), while the transition of 4% to 1% electro-
catalyst coverage being optimum occurs over a smaller
This journal is © The Royal Society of Chemistry 2019
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Fig. 6 Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to double oxidation/reduction of an electro-
catalystwhen electrocatalysts are present at the indicated surface coverage at the initial pulsed-light excitation fluence of (a) hnpei ¼ 1, (b) hnpei ¼
2, (c) hnpei ¼ 4, or (d) hnpei ¼ 8.
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logarithmic range of kinetic parameters. At high uence (Fig. 6d),
srecomb/shop(Dye–Dye) must be near-optimal in order for 1% elec-
trocatalyst coverage to be most effective at electrocatalyst turn-
over, and logarithmic ranges of kinetic parameters where 2% and
4% electrocatalyst coverage are each optimum are large. This
observation is extremely pertinent to dye-sensitized photo-
electrochemical constructs, where most experimental demon-
strations report that low coverages of electrocatalysts lead to the
largest efficiencies for light-driven oxygen evolution through
water oxidation.77 Data from our simulations suggest that when
the electrocatalyst coverage is relatively large ($4%), optimal
performance is observed at larger uences and large values of
srecomb/shop(Dye–Dye). However, if lower uences are used, our data
suggest that a lower coverage of electrocatalysts is optimum.
Effect of pulsed-light excitation versus continuous-wave
illumination

A major challenge in using the results reported above to predict
behaviors of dye-sensitized photoelectrochemical constructs is
This journal is © The Royal Society of Chemistry 2019
that most oen efficiencies for light-driven oxygen evolution
through water oxidation are measured using conditions of
continuous illumination and not initial pulsed-light excitation
as simulated above. This prompted us to quantify the yield for
electrocatalyst turnover during conditions of continuous illu-
mination, which was mathematically implemented as a proba-
bility for light excitation at each step in the Monte Carlo
simulation.

In order to realize efficiency gains in dye-sensitized photo-
electrochemical constructs, detailed mechanisms and quantum
yields for electron, charge, and energy transfer processes are
necessary. Common techniques used to probe these processes
include transient-absorption spectroscopy and time-resolved
photoluminescence spectroscopy.45 However, it is not known
whether these pulsed-laser pump–probe techniques can repli-
cate behaviors observed under practical conditions of contin-
uous-wave illumination, which is the relevant condition for
actual application of these photochemical materials systems.
For this reason, we modeled the effects of repeated light
Sustainable Energy Fuels, 2019, 3, 1573–1587 | 1581
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Fig. 7 Sheet plots representing the percentage of photoexcited dyes that ultimately contribute to (a) single, (b) double, or (c) quadruple
oxidation/reduction of an electrocatalyst and turnover, when electrocatalysts are present at 1% surface coverage at the indicated initial pulsed-
light excitation fluences (colored sheets, taken from Fig. 2) or continuous illumination solar-simulated fluences (grayscale sheets).
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excitation under conditions of solar-simulated illumination for
a state-of-the-art dye-sensitized solar cell (�20 mA cm�2) but
under the caveat that surface-anchored electrocatalysts are
present and that each requires one, two, or four redox events for
turnover to mimic common conditions required for electro-
catalytic reactions. For electrocatalysts requiring a single redox
event for turnover, results from repeated light excitation at
intensities of effectively 1 sun and 10 suns are in excellent
agreement with results obtained using simulated initial pulsed-
light excitation at low uences (hnpei ¼ 0.5–1.0 excitation)
(Fig. 7a). Data obtained for conditions of effectively 100 suns
were very similar to those under lower light intensities, albeit
with small differences described in more detail below. When
each electrocatalyst required two or more redox events for
turnover, results over the same range of solar-simulated light
intensities could not be reproduced by any condition utilizing
initial pulsed-light excitation (Fig. 7b and c). Also, it is clear
from these data that turnover yields are no longer the same for
each value of srecomb/shop(Dye–Dye), meaning that srecomb/shop(Dye–
Dye) is not a reasonable single independent variable for these
data and that all data in a single sheet can no longer be repre-
sented by a sigmoidal function in terms of srecomb/shop(Dye–Dye).
The sensitivity of turnover yield to the light excitation condition
depends on which time constant is varied. Starting at the
optimal condition of small shop(Dye–Dye) and large srecomb, turn-
over yield decreases substantially as the recombination time
constant decreases; however, turnover yield is nearly constant
as the hopping time constant increases. This suggests that the
optimal condition is one where recombination is dictating the
overall turnover yield, for electrocatalysts requiring two or four
redox events for turnover (Fig. 7b and c), but not for electro-
catalysts requiring a single redox event for turnover (Fig. 7a).

The plots shown in Fig. 7 are rich in information, but
interpreting them when srecomb/shop(Dye–Dye) is not a good indi-
cator of turnover yield is challenging. Therefore, we decided to
analyze the data under conditions where one time constant is
xed while the other time constant is varied. Because of the
vastly different yields for electrocatalyst turnover under large
1582 | Sustainable Energy Fuels, 2019, 3, 1573–1587
and small time constant values, we decided that this analysis
should be performed for multiple values of the xed time
constants, and therefore that the perimeter of the plots shown
in Fig. 7 would be most instructive and representative of the
overall behavior. The resulting panoramic plots were con-
structed by starting at the condition where turnover yield is
smallest, i.e. where shop(Dye–Dye) is largest and srecomb is smallest,
and reporting turnover yield as the time constants are stepped
clockwise along the perimeter of the plots in Fig. 7a and b. This
protocol is shown schematically in Fig. S5† and the resulting
plots are shown in Fig. 8a and b. As expected, the plots are
nearly symmetric for the condition when electrocatalysts
required a single redox event for turnover (Fig. 8a), however the
plots are clearly asymmetric for the condition when electro-
catalysts required two redox events for turnover (Fig. 8b). The
causes of this asymmetry are due to the complex interplay of the
competing kinetic processes. To understand which kinetic
processes are rate-limiting for each set of time constants, it is
useful to examine the steady-state number of oxidized/reduced
molecules present on the surface of the nanoparticles as
a function of the intensity of repeated light excitation (Fig. 8c,
d and S6†). This is because the relationship between the
number of charges present at steady-state, the photon uence
rate, and the charge loss mechanisms is well known based on
detailed balance and Kirchhoff's current law. It follows that
under steady-state conditions, per particle, the rate of genera-
tion of charges due to photon absorption (G ¼ Ilight) equals the
rate of loss of charges due to recombination and electrocatalytic
turnover (R), which by mass action has the following kinetic rate
law,

R ¼ k1(nssc)
v1 + k2(nssc)

v2 (5)

where ki represents the rate constants for the rate-limiting
reactions, nssc is the steady-state number of charges on the
nanoparticle, and vi represents the order of the reactions in nssc.
Assuming that only one process with vi s 0 dominates the loss
term, R, the following log–log relation and derivative hold at
steady-state (where G ¼ R),
This journal is © The Royal Society of Chemistry 2019
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Fig. 8 Panoramic plots tracing the perimeter of the parameter spaces covered by the sheet plots in (a) Fig. 7a and (b) Fig. 7b, with the greyed out
regions indicating the independent variables for all panels and the labels for regions 1, 2, 3, and 4 as descriptors for all panels. As references,
panels (a) and (b) also contain data from the indicated initial pulsed-light excitation simulations (colored data, taken from Fig. 2). Panoramic plots
for the conditions in panels (a) and (b) showing the average number of molecular charges per particle at steady-state (hnssci) as (c and d) raw data
and (e and f) normalized to the data obtained using a 10-fold-lower photon fluence and converted into perceived reaction order in hnssci.
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and so
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�
log10

�
Ilight

�� ¼ 1

v
(6b)

Further analysis of the equation for the slope (eqn (6b))
under the assumption that the rate-limiting loss mechanism
does not change reveals that when the light intensity is
increased by an order of magnitude, such that d log10[Ilight] ¼ 1,
the following relations hold,

dðlog10½nssc�Þ ¼
1

v
¼ log10

�
nssc_high

�� log10½nssc_low�; (7a)
This journal is © The Royal Society of Chemistry 2019
and so

v ¼ 1

log
�nssc_high
nssc_low

� (7b)

where high and low stand for the relative conditions of high and
low light intensity. Using eqn (7b) and comparing the ratio of
the steady-state number of charges per particle at several light
excitation intensities, one can glean the apparent order of the
rate-limiting reaction for loss of charges (Fig. 8e and f) and
therefore, gain information as to the process that limits the
yield for electrocatalyst turnover.

Starting with the data in Fig. 8c and d, these plots are
clearly asymmetric, irrespective of whether the trends in
electrocatalyst turnover yield are nearly symmetric (Fig. 8a) or
Sustainable Energy Fuels, 2019, 3, 1573–1587 | 1583
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asymmetric (Fig. 8b). This suggests that the number of charges
present at steady-state is not the only indicator of the asym-
metry in the trends for turnover yield. The number of steady-
state charges reaches a maximum value when both shop(Dye–Dye)
and srecomb are at their maximum value (Fig. 8c and d,
boundary 1|2), which is not the optimal condition for turnover
yield. Irrespective, this condition makes sense because a large
value for srecomb means that recombination is slow and a large
value for shop(Dye–Dye) means that a long time is required for an
oxidized/reduced dye to encounter an electrocatalyst so that
the charge can then be lost due to turnover. Under this
condition, turnover yield is nearly the same as under the
optimal condition where instead shop(Dye–Dye) is small (Fig. 8a
and b). This means that when recombination is slow, hopping
does not limit turnover yield, which is a conclusion that is
consistent with the analysis of the data in Fig. 7a and b.

Before analyzing the trends in the apparent orders of the
rate-limiting reactions shown in Fig. 8e and f, it is useful to
understand how each reaction order is manifested in the data
shown in Fig. 8e and f and what reaction order is expected for
each rate-limiting reaction. In order to determine the reaction
order in the number of charges per particle for each kinetic
process that results in loss of charge, simulations were per-
formed using initial homogeneous pulsed-light excitation in the
presence of only one kinetic process for loss of charge. Results
from these hypothetical scenarios when npe is the same for each
particle are shown in Fig. S7.† The rate of recombination was
found to exhibit a second-order dependence on hnssci due to
recombination having a rst-order dependence on the number
of oxidized/reduced molecules and a rst-order dependence on
the equal number of charges in the semiconductor nanoparticle
(Fig. S7a†). However, when photon uence was low such that
hnssci# 1, a single recombination event per particle removed all
of its charge carriers meaning that each particle only had
a binary state of having zero or one charge-separated states and
therefore the ensemble average behavior over all particles was
in fact rst-order in hnssci (Fig. S7b†). Interestingly, the observed
rate of electrocatalyst turnover was determined to be approxi-
mately rst-order in the number of charges per particle over the
majority of the time that oxidized/reduced dyes were present
(Fig. S7c†), irrespective of the number of electrocatalysts per
particle.

The data in Fig. 8e suggest that under all light excitation
intensities studied and irrespective of the values of shop(Dye–Dye)
and srecomb, there is a substantial rst-order contribution from
hnssci to the loss of charges. At boundary 4|1, rst-order
behavior is expected because hnssci < 1 (Fig. 8c) and�80% of the
molecular charges are lost due to recombination (Fig. 8a),
which is manifest as a rst-order dependence on the number of
charges per particle, while the remaining charges contribute to
electrocatalyst turnover, which is also rst-order in the number
of charges per particle. At boundaries 1|2, 2|3, and 3|4, rst-
order behavior is expected because >80% of the molecular
charges contribute to electrocatalyst turnover (Fig. 8a).
However, notably, as observed at boundary 1|2, some second-
order behavior is expected from the remaining molecular
charges that are lost due to recombination (<20%). This is
1584 | Sustainable Energy Fuels, 2019, 3, 1573–1587
because at high uence hnssci > 1 (Fig. 8c) and even at low u-
ence some particles likely have nscc > 1. It is challenging to draw
additional conclusions from these data due to the near inde-
pendence of the observed behavior on the time constants or
light excitation conditions, and poor signal-to-noise for the
lowest excitation condition. However, this is not the case for
electrocatalysts that require two redox events for turnover
(Fig. 8f).

For electrocatalysts that require two redox events for turn-
over, all processes that result in loss of molecular charges
require two oxidized/reduced dyes. However, this does not
mean that charge loss will be second-order in the number of
charges per particle, because rates of electrocatalyst turnover
and rates of recombination when hnssci < 1 exhibit rst-order
dependencies on the number of charges (Fig. S7b and c†). At
boundary 4|1 and as expected, rst-order behavior is dominant
because at all light excitation intensities hnssci < 1 (Fig. 8d) and
�100% of the molecular charges are lost due to recombination
(Fig. 8b). At boundary 1|2, signicant second-order behavior is
expected because most molecular charges are lost due to
recombination (>70%) (Fig. 8b) and at high uence hnssci > 1
(Fig. 8d) and even at low uence some particles likely have nscc >
1. This same behavior occurs at boundary 2|3, although at high
uence, turnover yield is larger (Fig. 8b) and so there is a more
signicant contribution from the rst-order behavior of elec-
trocatalyst turnover. However, under this condition the
apparent order of nssc in the rate-limiting reaction for loss of
charges is much larger than two, suggesting that turnover is
larger than second-order in the number of charges per particle
or that the observed rate constant for turnover increases at
higher light excitation intensities. The data in Fig. S7c† suggest
that for the electrocatalyst coverages and uences used here, the
rate constant increases considerably, which therefore explains
the even larger apparent reaction order observed as a global
maximum near boundary 2|3 (Fig. 8f). Lastly, rst-order
behavior again dominates at boundaries 3|4 and 4|1 (Fig. 8f),
which is expected because turnover yield decreases to <10% in
these regions (Fig. 8b).

The consequences of the behavior and limiting mechanisms
described above are important in that for the case of electro-
catalysts that each requires one redox event for turnover, the
four boundaries at 4|1, 1|2, 2|3, and 3|4 show drastically
different hnssci as a function of both illumination intensity and
time constants, yet a nearly constant rst-order contribution
from nssc to the loss of charges, suggesting that the uence-
dependence of the rate-limiting reaction for loss of charges is
responsible for the symmetric trends in turnover yield observed
for the data shown in Fig. 8a. This also helps to explain the
minor asymmetry in turnover yield observed at boundary 1|2
under 100 suns of repeated light excitation where hnssci > 1 and
turnover yield is only �60%, meaning that second-order
recombination occurs for �40% of the oxidized/reduced mole-
cules. This rationale also suggests that the more pronounced
asymmetric trends in turnover yield observed in Fig. 8b are due
to the order of the photon uence on the rate-limiting reaction
for loss of charges. For these data, the approximate order of nssc
in the rate-limiting reaction for loss of charges ranges from one
This journal is © The Royal Society of Chemistry 2019
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(boundary 4|1), to two (boundary 1|2), to one but with variable
observed rate constant for electrocatalytic turnover (boundary
2|3), and again to nearly one (boundary 3|4). The anomalous
asymmetry in turnover yield is most apparent by comparing
data near boundaries 1|2 and 3|4, which are regions that are
symmetric in turnover yield at low uence for electrocatalysts
that require a single redox event for turnover (Fig. 8a). The
asymmetry in turnover yield for electrocatalysts that require two
redox events for turnover is due to differences in the order of
nssc in the rate-limiting reaction for loss of charges, which near
boundary 1|2 is approximately two due to the equal-concen-
tration second-order nature of the reaction, while near
boundary 3|4 is approximately one due to ensemble effects.

The implications of these results are very important for dye-
sensitized photoelectrochemical cells and related solar fuel
constructs. It is clear that a range of observed kinetic depen-
dencies will exist for the various processes that are operative in
dye-sensitized photoelectrochemical materials under constant
solar-simulated illumination at 1–100 suns. This means that
tting data to simple kinetic models and analyzing trends in the
resulting kinetic parameters will be greatly convoluted by
whether each semiconductor nanoparticle has greater than or
less than one charge at steady-state. In reality, this behavior is
even more complex than reported herein because our models
assumed that charges on oxidized/reduced dyes could not
transport to other semiconductor particles, that all particles
were identical in size, and that there was no distribution in the
electronic states in the semiconductor or in the molecular states
such that the kinetics could be described by straightforward
traditional kinetic rate laws based on the law of mass action.
Collectively, these data suggest that kinetic behaviors observed
in dye-sensitized photoelectrochemical cells may not be due to
heterogeneous environments or non-ideal kinetic processes,
but rather the complex interplay of limiting regimes in chemical
catalysis that are pertinent to these constructs. Data from these
simulations also suggest that, experimentally, kinetics observed
using pulsed-laser spectroscopies may represent a convolution
of several traditional kinetic equations even if a single under-
lying kinetic phenomenon is operative. This underscores an
even broader conclusion from this study, which is the obser-
vation that for electrocatalysts that required multiple redox
events for turnover, the conditions of initial pulsed-light exci-
tation could not reproduce the behavior observed based on
simulations that mimic the conditions of continuous illumi-
nation. Thus, fundamental time constants for kinetic processes
must be obtained using any pulsed-laser uence but then based
on the values obtained, a specic pulsed-laser uence must be
used in order to predict the performance of the materials
system under real-world sunlight illumination. This is unfor-
tunate because it requires a larger degree of experimental
specicity and interpretation in order to perform meaningful
experiments on these materials systems. For materials systems
whose electrocatalysts only require that they are oxidized/
reduced once for turnover, a specic pulsed-laser uence
consistent with exciting approximately one dye per particle
should mimic the performance under conditions of continuous
illumination, assuming that the underlying material geometry,
This journal is © The Royal Society of Chemistry 2019
molecular arrangements, and mechanistic kinetic processes
used in the models presented herein are accurate for the
systems under study. These conclusions are consistent with
experimental observations and analyses previously reported in
the literature, which are conicting on the mechanisms,
kinetics processes, and even order of reactions in charges that
are operative in dye-sensitized photoelectrochemical
constructs45,78,79 and therefore, this remains a very active area of
research.

Conclusions

This work developed and reported a new and advanced model for
charge transport across dye-sensitized materials that is most
pertinent to photoelectrochemical cells for solar fuel constructs.
Results from simulations indicate that the largest yields for
electrocatalyst turnover occur when the ratio srecomb/shop(Dye–Dye) is
large and that while higher uences result in larger absolute rates
of electrocatalyst turnover, turnover yields ultimately decrease due
to rapid recombination, a process that is second-order in the
number of charges per particle. In general, simulation results also
suggest that yield for electrocatalyst turnover is largest when the
total absorbance of the sample is low or scattering particles are
introduced to randomize excitation over the thickness of the
nanoparticle stack. Results also suggest that having 1% coverage
of electrocatalysts, which equates to �2.5 electrocatalysts per
particle, maximizes the turnover yield for the geometry and
parameters considered in the model. Conditions of continuous
illumination were simulated by incorporating repeated light
excitation events into the model, and in this case turnover yields
for electrocatalysts that required two redox event for turnover
greatly depended on the values of each kinetic parameter and
uence used. This observed behavior occurred due to differences
in ensemble reactivity for loss of charges, which resulted in
kinetic behavior that was rst-order or second-order in the
number of charges per particle, or some linear combination of
these processes. Under simulated 1 sun excitation conditions
incorporating dyes used in state-of-the-art dye-sensitized solar
cells, on average less than one oxidized/reduced dye was present
per particle at steady-state and the purely second-order kinetic
processes for recombination resulted in ensemble rst-order
kinetic behavior due to the binary redox state of each nano-
particle. This suggests that for effective dye-sensitized photo-
electrosynthetic cells for solar fuel production, a low coverage of
electrocatalysts is best and depending on the illumination
intensity and electron-transfer time constants, yields for electro-
catalyst turnover can be quite high under solar-simulated
conditions.
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112(27), 10287–10293.
71 B. J. Brennan, A. C. Durrell, M. Koepf, R. H. Crabtree and

G. W. Brudvig, Phys. Chem. Chem. Phys., 2015, 17(19),
12728–12734.

72 B. J. Brennan, K. P. Regan, A. C. Durrell,
C. A. Schmuttenmaer and G. W. Brudvig, ACS Energy Lett.,
2017, 2(1), 168–173.

73 A. J. E. Rettie, W. D. Chemelewski, D. Emin and
C. B. Mullins, J. Phys. Chem. Lett., 2016, 7(3), 471–479.

74 S. Ardo and G. J. Meyer, J. Am. Chem. Soc., 2011, 133(39),
15384–15396.

75 B. C. O'Regan and J. R. Durrant, Acc. Chem. Res., 2009, 42(11),
1799–1808.

76 M. Askerka, G. W. Brudvig and V. S. Batista, Acc. Chem. Res.,
2017, 50(1), 41–48.

77 D. L. Ashford, M. K. Gish, A. K. Vannucci, M. K. Brennaman,
J. L. Templeton, J. M. Papanikolas and T. J. Meyer, Chem.
Rev., 2015, 115(23), 13006–13049.

78 P. Xu, C. L. Gray, L. Xiao and T. E. Mallouk, J. Am. Chem. Soc.,
2018, 140(37), 11647–11654.

79 E. C. Brigham and G. J. Meyer, J. Phys. Chem. C, 2014,
118(15), 7886–7893.
Sustainable Energy Fuels, 2019, 3, 1573–1587 | 1587

https://doi.org/10.1039/c9se00009g

	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...

	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...

	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...
	Numerical Monte Carlo simulations of charge transport across the surface of dye and cocatalyst modified spherical nanoparticles under conditions of...




