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Beyond LDA: A Unified Framework for Learning
Latent Normalized Infinitely Divisible Topic Models

through Spectral Methods

Forough Arabshahi Animashree Anandkumar

University of California Irvine University of California Irvine
farabsha@uci.edu a.anandkumar@uci.edu

Abstract

In this paper we propose guaranteed spectral methods for learning a broad range
of topic models, which generalize the popular Latent Dirichlet Allocation (LDA).
We overcome the limitation of LDA to incorporate arbitrary topic correlations, by
assuming that the hidden topic proportions are drawn from a flexible class of Nor-
malized Infinitely Divisible (NID) distributions. NID distributions are generated
through the process of normalizing a family of independent Infinitely Divisible
(ID) random variables. The Dirichlet distribution is a special case obtained by
normalizing a set of Gamma random variables. We prove that this flexible topic
model class can be learnt via spectral methods using only moments up to the third
order, with (low order) polynomial sample and computational complexity. The
proof is based on a key new technique derived here that allowsus to diagonalize
the moments of the NID distribution through an efficient procedure that requires
evaluating only univariate integrals, despite the fact that we are handling high di-
mensional multivariate moments.

Keywords: Latent variable models, spectral methods, tensor decomposition, moment matching,
infinitely divisible, Lévy processes.

1 Introduction

Topic models are a popular class of exchangeable latent variable models for document categorization.
The goal is to uncover hidden topics based on the distribution of word occurrences in a document
corpus. Topic models areadmixturemodels, which go beyond the usual mixture model which allows
for only one hidden topic to be present in each document. In contrast, topic models incorporate
multiple topics in each document. It is assumed that each document has a latent proportions of
different topics, and the observed words are drawn in a conditionally independent manner, given the
set of topics.

Latent Dirichlet Allocation (LDA) is the most popular topicmodel [6], where the topic proportions
are drawn from the Dirichlet distribution. While LDA has widespread applications, it is limited
by the choice of the Dirichlet distribution. Notably, Dirichlet distribution can only model negative
correlations [4], and thus, is unable to incorporate arbitrary correlations among the topics that may
be present in different document corpora. Another drawbackis that the elements with similar means
need to have similar variances. While there have been previous attempt to go beyond the Dirichlet
distribution, e.g. [5, 15], their correlation structures are still limited (e.g. only positive correlations
can be modeled in [5]), learning these models is usually difficult and no guaranteed algorithms exist.

In this work, we consider a flexible class of topic models, andpropose guaranteed and efficient
algorithms for learning them. We employ the class of Normalized Infinitely Divisible (NID) dis-
tributions to model the topic proportions [8, 13]. These area class of distributions on the simplex,
formed by normalizing a set of independent draws from a family of positive Infinitely Divisible (ID)
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distributions. The draws from an ID distribution can be represented as a sum of an arbitrary number
of i.i.d. random variables. The concept of infinite divisibility was introduced in 1929 by Bruno de
Finetti, and the most fundamental results were developed byKolmogorov, Lévy and Khintchine in
the 1930s.

The Gamma distribution is an example of an ID distribution, and the Dirichlet distribution is obtained
by normalizing a set of independent draws from Gamma distributions. We show that the class of
NID topic models significantly generalize the LDA model: they can incorporate both positive and
negative correlations among the topics, they involve additional parameters to vary the variance and
higher order moments, while fixing the mean, and so on.

There are mainly three categories of algorithms for learning topic models, viz., variational infer-
ence [5, 6], Gibbs sampling [7, 9, 14], and spectral methods [2, 16]. Among them, spectral methods
have gained increasing prominence over the last few years, due to their efficiency and guaranteed
learnability. In this paper, we develop novel spectral methods for learning latent NID topic models.

Spectral methods have previously been proposed for learning LDA [2], and in addition, other latent
variable models such as Independent Component Analysis (ICA), Hidden Markov Models (HMM),
mixtures of ranking distributions, and so on [3]. The idea isto learn the parameters based on spectral
decomposition of low order moment tensors (third or fourth order). Efficient algorithms for tensor
decomposition have been proposed before [3], and implies consistent learning with (low order) poly-
nomial computational and sample complexity.

The main difficulty in extending spectral methods to the moregeneral class of NID topic models is
the presence of arbitrary correlations among the hidden topics which need to be “untangled”. For
instance, take the case of a single topic model (i.e. each document has only one topic); here, the
third order moment, which is the co-occurrence tensor of word triplets, has a CP decomposition, and
computing the decomposition yields an estimate of the topic-word matrix. In contrast, for the LDA
model, such a tensor decomposition is obtained by a combination of moments up to the third order.
In other words, the moments of the LDA model need to be appropriately “centered” in order to have
the tensor decomposition form.

Finding such a moment combination has so far been an “art form”, since it is based on explicit ma-
nipulation of the moments of the hidden topic distribution.So far, there is no principled mechanism
to automatically find the moment combination with the CP decomposition form. For arbitrary topic
models, however, finding such a combination may not even be possible. In general, one requires all
the higher order moments for learning.

In this work, we show that surprisingly, for the flexible class of NID topic models, moments up to
third order suffice for learning, and we provide an efficient algorithm for computing the coefficients
to combine the moments. The algorithm is based on computation of a univariate integral, that in-
volves the Levy measure of the underlying ID distribution. The integral can be computed efficiently
through numerical integration since it is only univariate,and has no dependence on the topic or word
dimensions. Intriguingly, this can be accomplished, even when there exist no closed form probability
density functions (pdf) for the NID variables.

The paper is organized as follows. In Section 2, we propose our “Latent Normalized Infinitely
Divisible Topic Models” and present its generative process. We dedicate Section 3 to the properties
of NID distributions and indicate how they overcome the drawbacks of the Dirichlet distribution
and other distributions on the simplex. In Section 4 we present our efficient learning algorithm with
guaranteed convergence for the proposed topic model based on spectral decomposition. Finally, we
conclude the paper in Section 5.

2 Latent Normalized Infinitely Divisible Topic Models

Topic models incorporate relationships between wordsx1,x2 . . . ∈ R
d and a set ofk hidden topics.

We represent the wordsxi using one-hot encoding, i.e.xi = ej if j th word in the vocabulary occurs,
andej is the standard basis vector. The proportions of topics in a document is represented by vector
h ∈ R

k. We assume thath is drawn from an NID distribution.

The detailed generative process of a latent NID topic model for each document is as follows
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1. Drawk independent variables,z1, z2, . . . , zk from a family of ID distributions.

2. Seth to ( z1
Z
, . . . , zk

Z
) whereZ =

∑

i∈[k] zi.

3. For each wordxi,

(a) Choose a topicζi ∼ Multi(h) and represent it with one-hot encoding.
(b) Choose a wordxi vector as a standard basis vector with probability

E(xi|ζi) = Aζi, (1)

conditioned on the drawn topicζi, andA ∈ R
d×k is the topic-word matrix.

From (1), we also have

E(xi|h) = E[E(xi|h, ζi)] = E(xi|ζi)E(ζi|h) = Ah. (2)

When thezi is drawn from the Gamma(αi, 1) distribution, we obtain the Dir(α) distribution for the
hidden vectorh = (h1, . . . , hk), and the LDA model through the above generative process.

Our goal is to recover the topic-word matrixA given the document collection. In the following
section we introduce the class of NID distribution and discuss its properties.

3 Properties of NID distributions

z1 z2 z3 zk

h1 h2 h3 hk

�

x1 x2 x3 x4 xn...

...

...

A

Figure 1: Graphical Model Representation of
the Latent NID Topic Model.z1, z2, . . . , zk are
a collection of independent Infinitely Divisible
positive variables that are characterized by the
collection of their corresponding Lévy measures
α1ν, α2ν, . . . , αkν And h1, h2 . . . , hk are the re-
sulting NID variables representing topic propor-
tions in a document of lengthN with words
x1, . . . , xN

NID distributions are a flexible class of dis-
tributions on the simplex and have been ap-
plied in a range of domains. This includes hi-
erarchical mixture modeling with Normalized
Inverse-Gaussian distribution [12], and mod-
eling overdispersion with the normalized tem-
pered stable distribution [11], both of which are
examples of NID distributions. For more appli-
cations, see [8].

Let us first define the concept of infinite divisi-
bility and present the properties of an ID distri-
bution, and then consider the NID distributions.

3.1 Infinitely Divisible Distributions

If random variablez has an Infinitely Divis-
ible (ID) distribution, then for anyn ∈ N

there exists a collection of i.i.d random vari-
ablesy1, . . . , yn such thatz

d
= y1 + · · · + yn.

In other words, an Infinitely Divisible distribu-
tion can be expressed as the sum of an arbitrary
number of independent identically distributed
random variables.

The Poisson distribution, compound Poisson, the negative binomial distribution, Gamma distribu-
tion, and the trivially degenerate distribution are examples of Infinitely Divisible distributions; as
are the normal distribution, Cauchy distribution, and all other members of the stable distribution
family. The Student’s t-distribution is also another example of Infinitely Divisible distributions. The
uniform distribution and the binomial distribution are notinfinitely divisible, as are all distributions
with bounded (finite) support.

The special decomposition form of ID distributions makes them natural choices for certain models
or applications. E.g. a compound Poisson distribution is a Poisson sum of IID random variables.
The discrete compound Poisson distribution, also known as the stuttering Poisson distribution, can
model batch arrivals (such as in a bulk queue [1]) and can incorporate Poisson mixtures.

In the sequel, we limit the discussion to ID distributions onR
+ in order to ensure that the Normalized

ID variables are on the simplex. Let us now present how ID distributions can be characterized.

3



Lévy measure: A σ-finite Borel measureν on R
+ is called a Lévy measure if

∫∞
0 min(1, x)ν(dx) < ∞. According to the Lévy-Khintchine representation given below, the Lévy

measure uniquely characterizes an ID distribution along with a constant scaleτ . This implies that
every Infinitely Divisible distribution corresponds to a Lévy process, which is a stochastic process
with independent increments.

Lévy-Khintchine representation [Theorem 16.14 [10]] LetM1(Λ) andMσ(Λ) indicate the sub-
set of probability measures and the set ofσ-finite measures on a non-empty setΛ, respectively. Let

µ ∈ M1([0,∞)) and letΨ(u) = − log
∞
∫

0

e−uzd(µ) be the log-Laplace transform ofµ. Thenµ is

Infinitely Divisible, if and only if there exists aτ ≥ 0 and aσ-finite measureν ∈ Mσ((0,∞)) with
∞
∫

0

min(1, z)ν(dz) < ∞, (3)

such that

Ψ(u) = τu +

∞
∫

0

(1− e−uz)ν(dz) for u ≥ 0, (4)

In this case the pair(τ, ν) is unique,ν is called the Lévy measure ofµ andτ is called the determin-
istic part. It can be shown thatτ = sup{z ≥ 0 : µ([0, z)) = 0}.

In particular, letΦzi(u) = E[eιuzi ] =
∞
∫

0

eιuzif(zi)dzi indicate the characteristic function of an

Infinitely Divisible random variablezi with pdf f(zi) and corresponding pair(τi, νi), whereι is the
imaginary unit. Based on the Lévy-Khintchine representation it holds thatΦzi(ιu) = E[e−uzi ] =

e−Ψi(u) whereΨi(u) = τiu +
∞
∫

0

(1 − e−uz)νi(dz) is typically referred to as the Laplace exponent

of zi. This implies that the Laplace exponent of an ID variable is also completely characterized by
pair (τi, νi). It holds for ID variables that ifνi is a well-defined Lévy measure, so isαiνi for any
αi > 0, which indicates thatαiΨi(u) is also a well-defined Laplace exponent of an ID variable.

3.2 Normalized Infinitely Divisible Distributions

As defined in [8], a Normalized Infinitely Divisible (NID) random variable is a random variable
that is formed by normalizing independent draws of strictlypositive (not necessarily coinciding)
Infinitely Divisible distributions. More specifically, letz1, . . . , zk be a set of independent strictly
positive Infinitely Divisible random variables andZ = z1 + · · · + zk. An NID distribution is
defined as the distribution of the random vectorh = (h1, . . . , hk) := ( z1

Z
, . . . , zk

Z
) on the(k − 1)-

dimensional simplex, denoted as∆k−1. The strict positivity assumption implies thath is on the
simplex [8, 13].

Let [k] denote Natural numbers1, . . . , k. As stated by the Lévy-Khintchine theorem, a collection of
ID positive variableszi for i ∈ [k] is completely characterized by the collection of the corresponding
Lévy measuresν1, . . . , νk. It was shown in [13] that this also holds for the normalized variableshi

for i ∈ [k].

In this paper, we assume that the ID variablesz1, . . . , zk are drawn independently from
ID distributions that are characterized with the corresponding collection of Lévy measures
αiν, . . . , αkν, respectively. Which in turn translates respectively to variables with Laplace expo-
nentsα1Ψ(u), . . . , αkΨ(u). Variablesαi will allow the distribution to vary in the interior of the
simplex, providing the asymmetry needed to model latent models. The homogeneity assumption
on the Lévy measure or the Laplace exponent provides the structure needed for guaranteed learning
(Theorem 1). The overall graphical model representation isshown in Figure 1

If the original ID variableszi have probability densitiesfi for all i ∈ [k], then the distribution

of vectorh, wherehk = 1 − ∑

i∈[k−1] hi is, f(h) =
∞
∫

0

∏

i∈[k]

fi(hiZ)Zk−1dZ. There are only

three members of the NID class that have closed form densities namely, the Gamma distribu-
tion, Gamma(αi, λ), the Inverse Gaussian distribution,IG(αi, λ), and the1/2-stable distribution
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(a) Gamma,λ = 1 (b) γ-stable,γ = 0.75
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(c) inverse Gaussian,λ = 0.01

(d) Gamma,λ = 10 (e)γ-stable,γ = 0.4
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10

12

(f) inverse Gaussian,λ = 4

Figure 2: Heat map of the pdf of three examples of the NID classthat have closed form with respect
to their parameters. All the figures haveα = (2, 2, 4). For the Inverse Gaussian the distribution
moves from the center to the vertices of the simplex asλ goes from0 to∞ with fixedα and for the
γ-stable we have the same behavior whenγ changes from1 to 0 with fixedα.

0 2 4 6 8 10
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(a) Gamma NID.
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(b) Inverse Gaussian NID.

0 0.2 0.4 0.6 0.8 1
-1

-0.5

0
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γ

(c) γ-stable NID.

Figure 3: Proportion of positively correlated elements of special cases of an NID distribution with
10 elements with respect to the parameter of the Laplace exponent for a fixed randomly drawn vector
α = [0.77, 0.70, 0.97, 0.46, 0.02, 0.44, 0.90, 0.33, 0.97, 0.45].

St(γ, β, αi, µ) with γ = 1/2. µ = 1 andβ = 1 to ensure positive support for the Stable distribution.
As noted earlier, Gamma(αi, 1) reduces to the Dirichlet distribution. An interested reader is referred
to [8, 13] for the closed form of each distribution.

Figure 2 depicts the heatmap of the density of these distributions on the probability simplex for
different value of their parameters. Note that all the distributions have the sameα parameter and
hence, the same mean values. However, their concentration properties are widely varying, showing
that the NID class can incorporate variations in higher order moments through additional parameters.

Gamma ID distribution: When the ID distribution is Gamma with parameters(αi, 1), we have the
Dirichlet distribution as the resulting NID distribution.The Laplace exponent for this distribution
will, therefore, beΨi(u) = αiln(1 + u).

γ-stable ID distribution: The variables are drawn from the positive stable distribution
St(γ, β, αi, µ) with µ = 0, β = 1 andγ < 1 which ensures that the distribution is onR+. The
Laplace exponent of this distribution isΨi(u) = αi

Γ(1−γ)√
2πγ

uγ . Note that theγ-stable distribution

can be represented in closed form forγ = 1
2 .
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Inverse Gaussian ID distribution: The random variables are drawn from the Inverse-Gaussian (IG)
distributionIG(αi, λ). The Laplace exponent of this distribution isΨi(u) = αi

(√
2u+ λ2 − λ

)

.

Note: The Dirichlet distribution, the1/2-Stable distribution and the Inverse Gaussian distribution
are all special cases of the generalized Inverse Gaussian distribution [8].

As mentioned earlier, the class of NID distributions is capable of modeling positive and negative
correlations among the topics. This property is depicted inFigure 3. These figures show the propor-
tion of positively correlated topics for the three presented distributions. As we can see the Inverse
Gaussian NID distribution can capture both positive and negative correlations. It should be noted
that the Logistic-Normal distribution that has been proposed before [5] canonly capture positive
correlations. But with NID topic models we can handle both positively and negatively correlated
topics simultaneously.

4 Learning NID Topic Models through Spectral Methods

In this section we will show how the form of the moments of NID distributions enable efficient
learning of this flexible class.

In order to be able to guarantee efficient learning using higher order moments, the moments need
to have a very specific structure. Namely, the moment of the underlying distribution ofh needs to
form a diagonal tensor. If the components ofh where indeed independent, this is obtained through
the cumulant tensor. On the other hand, for LDA, it has been shown by Anandkumar et. al. [2] that
a linear combination of moments of up to third order ofh forms a diagonal tensor for the Dirichlet
distribution. Below, we extend the result to the more general class of NID distributions.

4.1 Consistency of Learning through Moment Matching

Assumption 1 ID random variableszi for i ∈ [k] are said to bepartially homogeneousif they
share the same Lévy measure. This implies that the corresponding Laplace exponent of variablezi
is givenαiΨ(u) for someαi ∈ R

+, andΨ(u) is the Laplace exponent of the common Lévy measure.

Under the above assumption, we prove guaranteed learning ofNID models through spectral meth-
ods. This is based on the following moment forms for NID models, which admit a CP tensor
decomposition. The components of the decomposition will bethe columns of the topic-word matrix:
A := [a1|a2| . . . |ak].
Define

Ω(m,n, p) =

∞
∫

0

um dn

dun
Ψ(u)

( d

du
Ψ(u)

)p

e−α0Ψ(u)du, (5)

whereΨ(u) is the Laplace exponent of the NID distribution andα0 =
∑

i∈[k] αi.

Theorem 1 (Moment Forms for NID models) LetM2 andM3 be respectively the following matrix
and tensor constructed from the following moments of the data,

M2 =E[x1 ⊗ x2] + v · E[x1]⊗ E[x2], (6)

M3 =E[x1 ⊗ x2 ⊗ x3] + v2 · E[x1]⊗ E[x2]⊗ E[x3]

+ v1 ·
[

E[x1 ⊗ x2]⊗ E[x3] + E[x1]⊗ E[x2 ⊗ x3] + E[x1 ⊗ E[x2]⊗ x3]
]

(7)

(8)

where,

v =
Ω(1, 1, 1)

(

Ω(0, 1, 0)
)2 , v1 = − Ω(2, 2, 1)

2Ω(1, 2, 0)Ω(0, 1, 0)
, (9)

v2 =
−0.5Ω(2, 1, 2) + 3v1Ω(1, 1, 1)Ω(0, 1, 0)

(

Ω(0, 1, 0)
)3 , (10)

6
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(a) Weightv1 of theorem 1 for a Stable ID distri-
butionSt(γ, β, αi, µ) with µ = 0, β = 1, γ < 1
andαi > 0 vs. γ for α0 = 1
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(b) Weightv1 of theorem 1 for an Inverse Gaus-
sian distributionIG(αi, λ) vs.λ > 0 andαi ≥ 0
for α0 = 1

Figure 4: Weightv1 for two different examples of the NID distribution. Weightsv andv2 in the
theorem have similar behavior w.r.p the parameters.

Then given Assumption 1,

M2 =
∑

j∈[k]

κj(aj ⊗ aj), M3 =
∑

j∈[k]

λj(aj ⊗ aj ⊗ aj). (11)

for a set ofκj ’s andλj ’s which are a function of the parameters of the distribution.

Remark 1: efficient computation of v, v1 and v2: What makes Theorem 1 specially intriguing
is the fact that weightsv, v1 andv2 can be computed through univariate integration, which can be
computed efficiently, regardless of the dimensionality of the problem.

Remark 2: investigation of special casesWhen the ID distribution is Gamma with parameters
(αi, 1), we have the Dirichlet distribution as the resulting NID distribution. Weightsv1 and v2
reduce to the results of Anandkumar et. al. [2] for the Gamma(αi, 1) distribution, which arev1 =

− α0

α0+2 andv2 =
2α2

0

(α0+2)(α0+1) . When the variables are drawn from the positive stable distribution

St(1/2, β, αi, µ) weightsv1 andv2 in Theorem 1 can be represented in closed form asv1 = − 1
4

andv2 = − 5
8 .

It is hard to find closed form representation of the weights for other stable distributions and the
Inverse Gaussian distribution. Therefore, we give the formof the weights with respect to the param-
eters of each distribution in Figure 4. As it can be seen in Figures 2e and 2b, asγ increases, the
distribution gets more centralized on the simplex. Therefore, as depicted in Figure 4a the weight
becomes more negative to compensate for it. The same holds inFigure 4b.

The above result immediately implies guaranteed learning for non-degenerate topic-word matrixA.

Assumption 2 Topic-word matrixA ∈ R
d×k has linearly independent columns and the parameters

αi > 0.

Corollary 1 (Guaranteed Learning of NID Topic Models using Spectral Methods) Given em-
pirical versions of momentsM2 and M3 in (6) and (7), using tensor decomposition algorithm
from [3], under the above assumption, we can consistently estimate topic-word matrixA and
parametersα with polynomial computational and sample complexity.

The overall procedure is given in Algorithm 1.

Remark 3: third order moments suffice For the flexible class of latent NID topic models, only
moments up to the third order suffice for efficient learning.

Remark 4: hyperparameter tuning In practice, we can tune for hyperparameters to compute the
best fittingv, v1 and v2. This is based on their expressions in (9). If we do not want tolimit

7



Algorithm 1 Parameter Learning

Require: Chosen NID distribution and hidden dimensionk
Ensure: Parameters of NID distributionα and topic-word matrixA
1: Estimate empirical momentŝE(x1 ⊗ x2 ⊗ x3) ,Ê(x1 ⊗ x2) andÊ(x1).
2: Compute weightsv, v1 and v2 in (9) and (10) for the given NID distribution by numerical

integration.
3: Estimate tensorsM2 andM3 in (6) and (7) .
4: Decompose tensorM3 into its rank-1 components using the algorithm in [3] that requiresM2.
5: Return columns ofA as the components of the decomposition andα as the set of weights.

ourselves to a single parametric NID family, we can employ a non-parametric estimation of the
Lévy-Khintchine representation. Since this is one-dimensional, a small number of parameters will
suffice for good performance.
Overview of the proof of Theorem 1 We begin the proof by forming the following second order
and third order tensors using the moments of the NID distribution given in Lemma 1.

M
(h)
2 = E(h⊗ h) + vE(h)⊗ E(h), (12)

M
(h)
3 = E(h⊗ h⊗ h) + v2E(h)⊗ E(h)⊗ E(h)

+ v1E(h⊗ h)⊗ E(h) + v1E(h⊗ E(h)⊗ h) + v1E(h)⊗ E(h⊗ h) (13)

Weightsv, v1 andv2 are as in Equations (9) and (10). They are computed by settingthe off-diagonal
entries of matrixM(h)

2 in Equation 12 andM(h)
3 in Equation 13 to0. Due to the homogeneity

assumption, all the off-diagonal entries can be simultaneously made to vanish with these choices of
coefficients forv, v1 andv2. We obtainM(h)

2 =
∑

i∈[k] κ
′
ie

⊗2
i andM(h)

3 =
∑

i∈[k] λ
′
ie

⊗3
i where

ei’s are the standard basis vectors, and this implies they are diagonal tensors. Due to this fact and
the exchangeability of the words given topics according to (2), Equations 11 follow.

The exact forms ofv, v1 andv2 are obtained by the following moment forms for NID distributions.

Lemma 1 ([13]) The moments of NID variablesh1, . . . hk satisfy

E(hr1
1 hr2

2 . . . hrk
k ) =

1

Γ(r)

∞
∫

0

ur−1e−α0Ψ(u)
∏

j∈[k]

Bj
rj
du, (14)

wherer =
∑

i∈[k] ri andBj
rj

can be written in terms of the partial Bell polynomial as

Bi
r = Br(−αiΨ

(1)(u), . . . ,−αiΨ
(r)(u)), (15)

in whichΨ(l)(u) is thel-th derivative ofΨ(u) with respect tou.

5 Conclusion

In this paper we introduce the new class of Latent NormalizedInfinitely Divisible (NID) topic mod-
els that generalizes previously proposed topic models suchas LDA. We provide guaranteed efficient
learning for this class of distributions using spectral methods through untangling the dependence of
the hidden topics. We provide evidence that our proposed NIDtopic model overcomes the shortcom-
ings of the Dirichlet distribution by allowing for both positive and negative correlations among the
topics. We provide a guaranteed learning result, despite not having closed form densities for NID
variables.

Future extensions Our goal is to go beyond the partial homogeneity assumption and extend to more
general distributions. Moreover, we plan to investigate other constraints than the simplex. We plan
to allow for general functions that are composed of independent variables, and to design mechanisms
to learn them efficiently.
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Appendix

Proof of Theorem 1 Proof: The moment form of Lemma 1 can be represented as [13],

E(hr1
1 hr2

2 . . . hrn
n ) =

1

Γ(r)

∞
∫

0

ur−1e
−

k∑

i=n+1

Ψi(u) ∏

j∈[n]

(−1)rj
drj

durj
e−Ψj(u)du. (16)

We use the above general form of the moments to compute and diagonalize the following moment
tensors,

M
(h)
2 = E(h⊗ h) + ηE(h) ⊗ E(h), (17)

M
(h)
3 = E(h⊗ h⊗ h)

+ η1E(h ⊗ h)⊗ E(h) + η2E(h⊗ E(h) ⊗ h) + η3E(h)⊗ E(h⊗ h)

+ η4E(h) ⊗ E(h)⊗ E(h). (18)

Setting the off-diagonal entries of Equations (17) and (18)to 0 and get the following set of equations

E(hihj) + ηE(hi)E(hj) = 0 for i 6= j, (19)

E(hihjhl) + η1E(hihj)E(hl) + η2E(hihl)E(hj) + η3E(hjhl)E(hi) + η4E(hi)E(hj)E(hl) = 0

for i 6= j 6= l = 0, (20)

E(h2
ihl) + η1E(h

2
i )E(hl) + η2E(hihl)E(hi) + η3E(hihl)E(hi) + η4E(hi)E(hi)E(hl) = 0

for i 6= l. (21)

Writing the moments using Equation (16), assumingΦi(u) = αiΨ(u), we get the following weights
by some simple algebraic manipulations,

η =

∞
∫

0

ue−α0Ψ(u)
(

d
duΨ(u)

)2
du

( ∞
∫

0

e−α0Ψ(u) d
duΨ(u)du

)2
(22)

η1 = η2 = η3 = −
1
2

∞
∫

0

u2e−α0Ψ(u) d2

du2Ψ(u) d
duΨ(u)du

∞
∫

0

ue−α0Ψ(u) d2

du2Ψ(u)du
∞
∫

0

e−α0Ψ(u) d
duΨ(u)du

(23)

η4 =

− 1
2

∞
∫

0

u2e−α0Ψ(u)
(

d
duΨ(u)

)3
du+ (η1 + η2 + η3)

∞
∫

0

ue−α0Ψ(u)
(

d
duΨ(u)

)2
du

∞
∫

0

e−α0Ψ(u) d
duΨ(u)du

( ∞
∫

0

e−α0Ψ(u) d
duΨ(u)du

)3

(24)

Settingv = η, v1 = η1 = η2 = η3 andv2 = η4 and defining

Ω(m,n, p) :=

∞
∫

0

um dn

dun
Ψ(u)

( d

du
Ψ(u)

)p

e−α0Ψ(u)du, (25)

the set of weightsv, v1 andv2 have the following form,

v =
Ω(1, 1, 1)

(

Ω(0, 1, 0)
)2 , (26)

v1 = − Ω(2, 2, 1)

2Ω(1, 2, 0)Ω(0, 1, 0)
, (27)

v2 =
−0.5Ω(2, 1, 2) + 3v1Ω(1, 1, 1)Ω(0, 1, 0)

(

Ω(0, 1, 0)
)3 . (28)
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(29)

Weightsv, v1 andv2 ensure that moment tensorsM(h)
2 andM(h)

3 form diagonal tensors. Therefore
they can be represented as,

M
(h)
2 =

∑

i∈[k]

κ′
ie

⊗2
i , (30)

M
(h)
3 =

∑

i∈[k]

λ′
ie

⊗3
i . (31)

The exchangeability assumption on the word space gives,

E[x1] = E
(

E[x1|h]
)

= AE(h), (32)

E[x1 ⊗ x2] = E
(

E[x1 ⊗ x2|h]
)

= AE(h ⊗ h)A⊤, (33)

E[x1 ⊗ x2 ⊗ x3] = E
(

E[x1 ⊗ x2 ⊗ x3|h]
)

= E[h⊗ h⊗ h](A,A,A). (34)

Therefore,

M2 = AM
(h)
2 A

⊤ =
∑

j∈[k]

κj(aj ⊗ aj), (35)

M3 = M
(h)
3 (A,A,A) =

∑

j∈[k]

λj(aj ⊗ aj ⊗ aj) (36)

✷
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