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ABSTRACT OF THE DISSERTATION 

 
The Kinetic Scope of Alternatively Spliced pre-mRNA 

 
By 
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Doctor of Philosophy in Biomedical Sciences 

 
 University of California, Irvine, 2018 

 
Professor Klemens J. Hertel, Chair 

 
 
 

       

Eukaryotic gene expression is coordinated through a series of processes from which 

RNA is transcribed, processed, and translated into the proteins that serve as the functional 

building blocks of complex cellular organisms.  These steps are highly integrated, often 

occurring in the same spatial and temporal space. Although this co-transcriptional 

connection is well described, it remains unclear how the concerted rates of global RNA 

processing steps affect the final mRNA isoform. Here we disrupt steady-state RNA levels 

using 4-thiouridine (4sU) metabolic labeling and utilize high-throughput sequencing to 

determine the global rates of pre-mRNA processing.  We find that introns that display higher 

retention are subject to slower splicing kinetics, with longer introns being removed quicker. 

Exon skipping is subject to competing splice site pairing kinetics and size constraints that 

highlight optimal exon recognition features by the spliceosome. Integration of this 

information permits the determination of the order of intron removal across entire genes, 

thus producing detailed gene RNA processing maps. 
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Intron retention and exon skipping (cassette exons) are two types of alternative 

splicing that can be regulated by SR proteins by strengthening the recognition of introns and 

exons that are otherwise prone to alternative splicing. To test the hypothesis that SR proteins 

modulate alternative splicing through changes in splicing kinetics, we depleted SRSF1 in 

human hepatocellular carcinoma cells and derived RNA processing rates. Loss of SRSF1 leads 

to higher intron retention and more exon skipping. This is primarily achieved through 

changes in splicing rates and Pol II density, with a strong dependence on optimal feature 

length constraints. eCLIP data further demonstrates that SRSF1 binds preferentially to 

weaker exons that are prone to being skipped.  

Together these data suggest that alternatively spliced introns and exons have distinct 

kinetic profiles, constrained by lengths that favor exon definition. The splicing factor SRSF1 

acts primarily as an activator, promoting the constitutive splicing of exons and introns 

through the modulation of Pol II density and subsequent splicing kinetics.  
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CHAPTER 1 

Introduction 

 

 Gene expression is coordinated through a series of processes from which RNA is 

transcribed, processed, and translated into the proteins that serve as the functional building 

blocks of complex cellular organisms.  Importantly, each of these processes serve as points 

of regulation used by the cell to efficiently modify its gene expression profile to 

accommodate both reversible and irreversible changes and adaptations. In recent years it 

has been increasingly appreciated that most of these processes are dynamic and co-

dependent. This chapter will introduce the cascade of steps that are required for pre-mRNA 

processing to occur, the influence of co-dependent steps on one another, and the 

contribution of regulatory elements on RNA processing dynamics.  

 

Pre-mRNA Splicing 

Pre-mRNA splicing is an essential process required for the expression of genes in 

metazoans. Splicing describes the processing of nascent pre-mRNAs into protein-coding 

mRNA via the excision of non-coding intronic regions and the subsequent ligation of the 

flanking exonic sequences. Pre-mRNA splicing is carried out by a large ribonucleic protein 

complex comprised of over 300 proteins. Of these proteins, the uridine-rich small nuclear 

ribonucleoproteins (snRNPs) U1, U2, U4, U5, and U6 play primary roles in splice site 

recognition, selection, and excision of introns [1, 2] .  
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The first step of splicing requires the recognition of the 5’ and 3’ splice sites (ss). The 

5’ss is defined by U1 snRNP binding the 9 nucleotide consensus sequence, YAG/guragu 

(where Y is a pyrimidine and R is a purine), located at the junction between the 3’ end of an 

exon and the 5’ end of the downstream intron [3]. The 3’ss is defined through the 

contributions of three sequence elements located at the 3’ intron/exon junction. Spliceosome 

component U2AF binds to the polypyrimidine tract (PPT), a region containing 15-20 

pyrimidines (C or U), located approximately 18-40 nucleotides upstream of the 3’ss (Figure 

1.1) [4]. The U2AF subunit U2AF35 associates with the 3’ss [5]. The branch point sequence 

(BPS) is a highly degenerate sequence flanking a conserved branch point adenosine that 

serves as a binding site for SF1 [6, 7].  U2AF65 and U2AF35 work in concert to recruit U2 

snRNP to replace SF1 at the BPS [8]. These combined associations define an ATP- 

independent step early in the process of spliceosome assembly (E Complex). After stable 

binding of U2 snRNP to the BPS, ATP hydrolysis solidifies the spliceosome’s commitment to 

the defined splice site pair (A Complex) – technically, U2 stably associates with A complex 

formation, ie after ATP hydrolysis [9]. The B Complex and catalytically-active C Complex are 

formed after subsequent recruitment and rearrangement of the U4/U5/U6 tri-snRNP. 

Finally, two trans-esterification reactions occur in which the 5’ss phosphate of the exonic 

junction nucleotide is attacked by the 2’OH of the branchpoint adenosine, followed by the 

ligation of the 5’ and 3 exons and the excision of an intron lariat  [10]. 

 Alternative splicing is a process whereby different splice sites are selected, ultimately 

leading to the generation of multiple mRNA isoforms from single genes. These mRNA 

isoforms can employ similar, different, or opposing functions through the resulting protein  
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Figure 1.1. Sequence Elements for Splice Site Recognition 
Schematic of location and consensus sequences for the sequence elements required for 
spliceosomal recognition: exon/intron junction (5’ss), intron/exon (3’ss) junction, 
Branchpoint Sequence (BPS), and Polypyrimidine Tract (PPT).  Y refers to a pyrimidine (C 
or U nucleotide), R refers to a purine (A or G nucleotide), N refers to any nucleotide, and “/“ 
denotes a junction. The intron is represented as a thick black line, and exons as the flanking 
rectangles. 
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isoforms [11]. With the advent of genome-wide and proteome-wide studies, approximately 

20,000 protein-coding genes have been identified [12]. In agreement with the over 66,000  

alternatively spliced isoforms annotated by the UCSC Genome Institute, previous studies 

show that alternative splicing occurs in approximately 95% of multi-exon genes [12, 13]. 

Different types of alternative splicing have been characterized: alternative 5’ splice site 

selection (5’ss), alternative 3’ splice site selection (3’ss), skipped exons (SE), retained introns 

(RI), and mutually exclusive exons (MXE). These modes of alternative splicing are 

responsible for the rearrangements of coding sequence that either increase proteomic 

diversity, or reveal pre-mature stop codons that trigger degradation of the offending mRNA 

by surveillance machineries, effectively silencing production of the intended protein by that 

mRNA [14]. 

While the predominant form of alternative splicing found in various cancers is exon 

skipping (50-60%), intron retention has also been identified as significantly more frequent 

compared to normal cells (20%) [15]. Alternative inclusion or exclusion of an intron or exon 

suggests an inefficiency of splice site recognition by the spliceosome, likely due to the 

abundance of splice site sequences that stray from the consensus. However, the number of 

pseudo exons/splice sites contained in introns vastly outnumbers the quantity of real splice 

sites [16]. This implies that additional regulatory factors and features are employed to help 

guide the spliceosome to authentic splice sites.  

 

Regulation of Splicing 

 Considering the role of a multitude of splicing factors that must bind to a range of 

degenerate and yet specific sequences, it is important to consider distance constraints in the 
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context of protein binding and interactions.  Intron/exon architecture refers to the length of 

exons and introns and the influence this feature has on the approach the spliceosome takes 

to recognize splice sites. In vitro- and EST-based studies have demonstrated that recognition 

of introns and exons larger than 300 nt is inefficient, except where flanking exons/introns 

are much shorter [17, 18]. Additionally, exon skipping has been shown to be more common 

when the exons are flanked by long introns. These data support the hypothesis that there is 

an optimal distance across which splice site recognition occurs. Indeed, splice site 

recognition can be accomplished either through intron definition or exon definition (Figure 

1.2).  

Intron/Exon Definition 

Intron definition is used to recognize 5’ss and 3’ss across an intron when introns are 

shorter than 250 nucleotides. Exon definition is utilized for the recognition of splice sites 

across a short exon when flanking introns are longer than 300 nucleotides. The average 

human intron length is 3.4kb, yet 55% of introns in gene-coding regions range between 

100bp-2000bp in length. More than 80% of all annotated exons are less than 200bp in length 

[19, 20]. Considering the genomic bias toward short exons and long introns, it is not 

surprising that human splice sites are typically recognized via exon definition [21]. To 

summarize, the spliceosome employs the method of recognition that best optimizes distance 

parameters.  

In addition to optimal distance, efficient splice site recognition also depends on sequence 

complementarity. Multiple sequences are responsible for the effective recognition of the 5’ 

and 3’ splice sites by U1 snRNP and U2AF respectively. A strong 5’ splice site is defined by 

high sequence complementarity to U1 snRNP. A strong 3’ splice site is determined by a  
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Figure 1.2. Splice site recognition by distance constraint models 
A. Intron definition is the mode of recognition when introns are short (less than ~250 nts). 
Splice site pairing occurs across the intron. 
B. Exon definition is the mode of splice site recognition when introns are long (greater 
than~250 nts). Splice sites are paired across the exon. 
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contribution of three sequence elements: the PPT, BPS, and the 3’ intron/exon junction splice 

site [3].   

Popular Maximum Entropy modeling utilizes these 9nt and 23nt sequence features to 

determine a splice site strength score which can distinguish splice sites from decoy sites [22]. 

Combining these scores can be used to distinguish constitutively spliced exons from 

alternatively spliced exons [23]. However, additional sequence elements have been shown 

to recruit non-spliceosome proteins that can alter splice site recognition otherwise 

determined by complementarity, context, and architecture.  

 

Splicing Regulatory Elements 

Splicing regulatory elements (SRE) are non-splice site sequence elements that serve as 

binding sites for regulatory proteins that can improve or reduce spliceosome recruitment to 

nearby splice sites. SREs that are located within exons are considered ESE (exon splicing 

enhancers) or ESS (exon splicing silencers) depending on whether the regulatory protein 

that binds increases or decreases inclusion of the exon. Similarly, SREs that are located 

within introns are called ISE (intron splicing enhancers) or ISS (intron splicing silencers) 

[24]. The primary classes of proteins that bind to SREs are serine/arginine rich (SR), known 

for being splicing activators, and heterogenous nuclear ribonucleoproteins (hnRNPs), 

known for being splicing repressors. 

SR proteins contain a serine/arginine rich C-terminal domain (RS domain) and an RNA 

recognition domain at the N-terminus (RRM domain). ESE-dependent SR protein binding 

sites have been identified in both alternatively spliced and constitutively spliced exons. SR 

proteins can induce the inclusion of an alternative exon through increasing the recognition 



8 
 

of weak splice sites. Importantly, the regulatory effect that SR and hnRNP family proteins 

play are position and context dependent [25]. For example, SR proteins bound in the exon 

act as activators, but intron-bound SR proteins may repress [26].  Moreover, SREs in close 

proximity that recruit SR proteins or hnRNPs to locations that direct opposing influences are 

additive and may neutralize or exacerbate activation or repression [27].   

 

SRSF1: A Classical SR Protein 

SRSF1, previously known as SF2/ASF, was one of the first SR proteins to be identified and 

characterized [28, 29]. Its original depiction defined its role in promoting spliceosome 

assembly to preserve constitutive pre-mRNA splicing, and to regulate alternative splicing 

[29]. Its primary identification as a splicing factor has been superseded by the discovery of 

its additional functions in regulating: mRNA transcription, stability, nuclear export, NMD, 

translation, and protein sumoylation [30-33].  With roles in practically every step of gene 

expression, it is not surprising that it has also been designated as a proto-oncogene [34, 35]. 

Crosslinking immunoprecipitation and high-throughput sequencing (CLIP-seq) 

experiments revealed widespread binding of SRSF1, primarily to exonic regions [27].  Such 

extensive binding profiles permitted the identification of GGAGA as its consensus motif [36]. 

SRSF1 recognizes ESE sequence elements on its target pre-mRNA and promotes exon 

definition by facilitating early spliceosome recognition of the proximal alternative 5’ss or 

3’ss [37].  Deletion of the RS domain has shown that is it not essential for SRSF1’s splicing 

activity [38] . However,  the RS domain is required for its export to the cytoplasm, and 

regulation of its subnuclear localization [39]. The RRM domain mediates interactions with 

the U1-70K subunit of U1 snRNP, with the RS domain contributing regulatory functions [40]. 
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Extensive phosphorylation and dephosphorylation of the RS domain serine residues is a 

critical mechanism for controlling SRSF1’s interaction with other proteins, ability to bind 

RNA targets, and subcellular localization [41, 42] .  Partial dephosphorylation of the RS 

domain permits SRSF1 binding to the TAP/NXF1 receptor whereby it serves as an export 

adaptor to facilitate the nuclear export of bound mRNAs [43, 44] . Therefore, differential 

phosphorylation of SRSF1 is a mechanism for regulating SRSF1’s role in nuclear export. 

SRSF1 is present in the cytoplasm, found to associate with polyribosomes in cytoplasmic 

extracts [45] . It enhances cap-dependent translation initiation through its activation of the 

mTORC1 signaling pathway through two mechanisms. First, it drives the expression of the 

MNK2b isoform, which phosphorylates translation initiation factor eIF4E. Second, it 

modulates the expression of S6 kinase 1 short mRNA isoforms, which bind to mTORC and 

enhance 4EBP1 phosphorylation [46, 47]. High-throughput sequencing of polysome 

fractions in cells overexpressing SRSF1 identified ~1500 mRNAs that are translational 

targets of SRSF1.  The identified mRNAs encode proteins involved in cell mitosis, possibly 

explaining why cells with reduced levels of SRSF1 fail to divide properly [48]. 

Consistent with the critical processes it regulates, knock out of SRSF1 is embryonic lethal 

in mice [49].  Yet, even slight overexpression of SRSF1 in human mammary epithelial cells 

leads to oncogenic transformation, forming cancerous tumors upon transplantation into 

mouse models. Overexpression of SRSF1 in lung adenocarcinoma cells causes even a more 

aggressive phenotype, conferring resistance to carboplatin and paclitaxel [50] .  

While many mechanisms have been elucidated, SRSF1’s interactions with well-known 

cancer promoting pathways are at the forefront. SRSF1 is directly targeted and positively 

regulated by the potent oncogene MYC via two non-canonical E-boxes in its promoter [51].  
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Likewise, SRSF1 promotes Wnt signaling-mediated tumorigenesis by enhancing the 

translation of β-catenin mRNA through activation of the mTOR pathway [52]. Cell motility 

and invasion are amplified through the production of a protein isoform of the macrophage 

stimulating protein tyrosine kinase receptor RON, produced by splicing changes that SRSF1 

triggers [35]. In response to these attacks on cellular regulation, p53 induction in response 

to SRSF1 overexpression in primary human cells leads to premature cellular senescence.  

Therefore, SRSF1-mediated oncogenesis appears to rely on the inactivation of the p53 tumor 

suppressor pathway [53].  

 

Co-transcriptional pre-mRNA Processing 

 Eukaryotic gene expression progresses through a series of steps, starting with RNA 

Polymerase II (Pol II) transcription of template DNA into nascent pre-mRNA and a 

coordinated addition of a 5’ 7-methylguanylate cap [54].  Immunofluorescence and 

chromatin immunoprecipitation (ChIP) experiments tracking U1 snRNP binding show that 

spliceosome components assemble around splice sites on the nascent pre-mRNA 

immediately after they are transcribed [55, 56]. Chromatin-RNA immunoprecipitation 

experiments show that RNA is physically linked by transcribing Poll II to chromatin recruited 

splicing factors U2AF65, U1, and U5 snRNPs to intron containing genes. That is, spliceosome 

assembly largely occurs co-transcriptionally. When Pol II elongation is stalled with 

camptothecin, an increase in splicing factor accumulation and splicing occurs, substantiating 

a kinetic link between transcription, spliceosome assembly, and splicing catalysis  [57, 58]. 

 Previous studies also indicated that a decrease in transcription rate, often caused by 

transcriptional pause sites, allows more time for upstream splicing to occur, thereby 
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increasing alternative exon inclusion [59, 60]. In fact, work from the Hertel lab demonstrated 

that delaying the synthesis of downstream exons increased upstream exon inclusion [61]. 

Furthermore, the relative rate at which competing exons are produced can bring about 

changes in splicing patterns through a kinetic advantage to otherwise weaker splice sites [2, 

62]. The time element stipulated through co-transcriptional spliceosomal assembly may also 

create a window of opportunity for both positive and negative splicing regulators to 

recognize their binding sites, providing prospects to induce alternative splicing (Figure 1.3) 

[25].  

 Studies in yeast, Drosophila, and human cells using chromatin isolation, RT-PCR, and 

cell fractionation approaches demonstrate that splicing can occur co-transcriptionally; that 

is, splice site recognition and intron excision can be completed while the nascent RNA is still 

connected to chromatin by elongating Pol II [63]. Mounting evidence suggests that as much 

as 50-95% of pre-mRNA processing occurs co-transcriptionally [59, 64]. While this coupling 

with transcription has been shown to affect splicing on a gene-by-gene basis in yeast, human,  

and drosophila, a genome-wide understanding of this connection has yet to be elucidated in 

human.  
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Figure 1.3. Splicing regulatory components. 
Depiction of parameters that influence the affinity of spliceosomal components to the exon 
in higher eukaryotes. These include splice site strength, exon/intron architecture, the 
presence or absence of splicing enhancers/silencers, and the rate of transcription by RNA 
Polymerase II. CTD represents the C-terminal domain. 
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Summary  

Pre-mRNA processing is a complex and dynamic process that is influenced by 

multiple elements and factors simultaneously. Not surprisingly, the mechanistic and 

temporal link between transcription and splicing further convolute the decision tree behind 

alternative splicing outcomes. Historically, gene expression studies were limited to the 

analysis of steady-state levels of expressed mRNAs, ultimately negating rapid adaptations in 

processing steps by the cell. Recent studies have employed low-throughput methods that are 

limited to investigating a handful of genes at once and lack the ability to take measurements 

at precise time intervals. Larger scale approaches have been limited to lower eukaryotes, 

neglecting human-specific genome-wide splicing kinetics. 

The following work aims to close the gap in knowledge of global pre-mRNA 

processing dynamics using a nucleotide resolution approach.  Chapter 2 describes a genome-

wide determination of splicing kinetics by metabolically labeling human cells with the 

uridine analog 4-thiouridine. Isolation of nascent pre-mRNAs over a time course enables the 

tracking of pre-mRNA as they are synthesized, processed through intron removal, ultimately 

resulting in mRNAs of variable intron and exon retention levels. The cell based kinetic 

approach demonstrates that alternative splicing is mainly driven by slow splicing kinetics 

and that splice site strength and the intron/exon architecture are the foundation for variable 

intron excision speeds. 

Chapter 3 discusses the influence of an essential SR protein, SRSF1, on splicing 

kinetics. Knockdown of SRSF1 in HepG2 cells paired with an expanded time course and 

replicate samples provide high resolution representations of how a renowned oncoprotein 

and splicing regulator directly drives the switch from exon inclusion to exclusion.  
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CHAPTER 2 

Large Scale Analysis of Splicing Kinetics Reveals That 
Alternative Splicing is Promoted by Slow Intron Removal Rates 

 

Summary  

Each step of eukaryotic RNA processing can serve as a point of regulation for the 

purpose of modifying gene expression. These steps are highly intertwined both physically 

and temporally. However, it is unclear how the rates of global RNA processing events affect 

the final mRNA isoform. Methods to assess how RNA processing affects alternative splicing 

have been historically limited to steady-state levels; preventing the assessment of changes 

in these steps in real-time. Here we use 4-thiorudine (4sU) metabolic labeling to globally 

determine the rates of RNA processing steps. Through this analysis, we find that alternatively 

spliced introns are subject to slower splicing kinetics, with longer introns being removed 

more rapidly. Exon inclusion levels are subject to competing splice site pairing kinetics and 

size constraints that highlight optimal exon recognition features by the spliceosome.  

 

Introduction  

Eukaryotic gene expression is a dynamic process regulated at multiple points in its 

genomic workflow.  Aberrant regulation of any one of these steps can be deleterious to the 

cells ability to adapt effectively. RNA Polymerase II (Pol II) is responsible for synthesizing 

the majority of protein-coding genes in human cells via transcription of template DNA.  92% 

of human genes contain introns that must be removed through the recognition of splice sites 

and neighboring sequence elements by the spliceosome to produce a mature RNA (mRNA) 
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that is translation competent [65]. Spliceosome components are recruited to the nascent 

RNA prior to a gene being completely transcribed [66]. The majority of intron removal has 

been shown to occur co-transcriptionally in the lower eukaryotes drosophila and yeast [67]. 

Previous studies of gene expression were limited to analyzing whole cell RNA, 

representing the cumulative, steady-state effect of each dynamic step in processing. To 

unmask the individual contributions of each step, the field has developed experimental 

approaches using external cellular stimuli paired with cellular fractionation, RNA Immuno-

Precipitation (RIP), U1 snRNP ChIP, live cell imaging, and targeted RT-PCR technologies to 

interrogate the state of intron-containing pre-mRNAs. Live cell imaging and RT-PCR 

approaches are limited to assessing only a handful of genes at a time [68-70]. Extracting RNA 

bound to chromatin requires cell fractionation methods, which have inherently low time 

resolution due to the lack of a fast quench to the time course reaction [64, 71]. More recent 

studies have made progress in utilizing 4-thiouridine (4sU) metabolic labeling for well-

defined time point experiments. However, they required creative strategies to overcome 

sampling of only a few time points, or the lack of replicates [72, 73]. This ultimately reduces 

the ability to derive true rates of processing for a large number of introns in organisms where 

most genes have multiple long introns, as is the case for humans. 

Here we use high-throughput sequencing of 4sU labeled pre-mRNAs to generate a 

large-scale human dataset that offers unprecedented sampling depth and that is unique in 

its extensive time series and the number of replicates. This metabolic labeling dataset 

permits a high-resolution determination of RNA synthesis, rates of pre-mRNA processing, 

and projections of steady-state intron and exon retention levels. The analysis demonstrates 

that slow splicing kinetics are a hallmark of alternative splicing. 
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Results 

Approach to determine pre-mRNA splicing rates 

To determine intron removal rates at a genome-wide level, we labeled HepG2 cells 

transduced with a non-target shRNA with the uridine analog 4-thiouridine (4sU) for an 

extensive time series (0, 2, 5, 10, 20, 30, 50, 60, 70, 90, 100, 120 minutes). Following isolation 

of nascent pre-mRNAs transcribed with 4-thiouridine, high throughput-sequencing was 

performed. Reads were normalized to an ERCC spike-in to control for global changes in 

signal across each time point. Transcripts per Million (TPM) were calculated for each 

expressed intron and exon to further normalize for library size and feature length [74]. TPMs 

were used to calculate a “Fraction of Intron Inclusion”, by which the TPM of an intron is 

divided by the mean of its flanking exons.  To identify exons that may be alternatively 

skipped, the same calculation was performed for an exon relative to its flanking exons.  

This approach provides an internally controlled measure of intron appearance upon 

synthesis in relation to its flanking exons, and the subsequent disappearance of the intron 

relative to constitutively included exons (Figure 2.1 (1-7)). These “Fractions of Intron 

Inclusion” are tracked over time and modeled to fit a consecutive intermediates model, a 

kinetic equation that describes the synthesis (appearance) of the intron followed by removal 

through spliceosomal excision (disappearance) (Figure 2.1 (8)). 
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Figure 2.1.  Workflow of 4sU labeling and determination of rates. 1) Uridine analog 4-
thiouridine (4sU) is added to cells and incorporates into all newly transcribed RNA. 2) 
Incubation with 4sU is done for a series of time points: 0, 2, 5, 10, 20, 30, 40, 50, 60, 70, 90, 
100, 120min, and quenched by TRIzol extraction. 3). Labeled nascent RNA is biotinylated by 
the sulfyl hydryl group of 4sU, and isolated with streptavidin columns. 4) RNA-seq libraries 
are prepared with the Illumina TruSeq stranded mRNA protocol, without polyA selection. 5. 
Libraries are sequenced for 100 cycle single end reads. 6) TPMCalculator is used derive reads 
for each intron and exon. TPMs are calculated after normalization to ERCC. 7) Intron TPM is 
divided by the mean TPMs of its flanking exons to determine the Fraction of Intron Retention. 
8) Fractions of each time point are used to model RNA dynamics with a kinetic equation that 
describes the synthesis (k1), removal (k2), and steady state levels (k3).  
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Global features of intron removal dynamics 

We analyzed intron and exon behavior of 30,698 canonical and non-canonical genes 

that displayed sufficient coverage and expression level (see Methods and Materials). From 

this pool 80,840 introns and 13,332 exons were selected to be further analyzed based on 

their fit to the kinetic model (see Materials and Methods). These modeled introns and exons 

represent 13,245 genes. Exons that fit well to the consecutive intermediate model behave 

kinetically like introns. They appear at similar representation to flanking exons in early time 

points, but they become more underrepresented at later times during the labeling 

experiment. The intron-like behavior of exons strongly suggests that they are alternatively 

skipped.  

A regression approach was used to find the optimal fit to the consecutive 

intermediate equation using three variables. The first variable, k1, refers to the rate at which 

exons and introns are generated. The second variable, k2, describes the rate of intron 

disappearance, which is a measure for the rate of pre-mRNA splicing. The third variable 

represents an approximation for the steady-state levels of intron retention. Early time points 

are enriched for intron containing transcripts, thus allowing the tracking of the overall 

generation and removal of these gene segments (Figure 2.2).  

The rate of intron/exon generation does not reflect the speed of Poll II transcription 

elongation because Pol II was not synchronized with the inhibitor 5,6-Dichloro-1-β-D-

ribofuranosylbenzimidazole (DRB) [68]. In the experiments described here, 4sU disrupts the 

steady-state production of RNA, injecting itself into the crowd of genes being actively 

transcribed in the nucleus. No matter which position Pol II is occupying at the time of 4sU 

addition, 4sU is incorporated and the entire RNA can theoretically be pulled down in  
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Figure 2.2. Progressive 4sUlabeling permits the tracking of synthesis and splicing. A) 
Read coverage of SRSF7 RNA levels at 0, 2, 5, 10, 20, 30, 90, 100, 120 min. 40, 50, 60, 70 min 
are not show. RNA production can be seen across the gene in earlier time points. The removal 
status of introns can be seen at later time points. B) Intron from ABCC1 shown as example of 
replicate data plotted and fit to the model. Fraction of intron retention relative to flanking 
exons are plotted in Transcripts Per Million (TPM) mapped reads. Timepoint in minutes. Red 
dotted line shows replicate 1, green dotted line shows replicate 2, and pink solid line shows 
the model fit through the data points.  
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subsequent isolation steps. Thus, the more appropriate interpretation of the RNA synthesis 

is that it represents the density of Pol II on a defined mRNA segment. The rate reflects how 

frequently a gene segment is generated during a defined time period. Overall, populations of 

introns have a median synthesis rate of 0.098 min-1. 85% of introns have synthesis rate less 

than 0.2 min-1, suggesting a narrow range of Pol II density along a given transcript (Figure 

2.3A). 

Splicing rates determined by tracking the disappearance of an intron relative to the 

immediately upstream and downstream exons were converted into a half-life estimation 

using t1/2 calculation.  Half-life distributions convey 73% of the introns analyzed have a half-

life of under 8 min, suggesting that they are efficiently removed (Figure 2.3B).  These intron 

removal kinetics are in agreement with previous PCR-based rate determinations for intron 

of constitutively spliced genes [75]. 

 Projected levels of intron retention at steady-state levels are modeled from the time 

course largely relying on later time points when intron removal is approximating 

completion. 12% of introns have a projected retention level of >0.2 (20%) (Figure 2.3C).  

Constitutively spliced introns are expected to be predominately removed at steady-state 

with small contributions of expression from newly transcribed copies as labeling times 

progress.  Based on the intron retention distribution, we hypothesize that introns with 

predicted retention levels greater than 0.2, or 20%, are likely to be retained with distinct 

processing kinetics. Thus, the bulk of lower intron retention dynamics are likely to represent 

ongoing nuclear processing. 
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Figure 2.3. Global scope of intron dynamics. A) Distribution of RNA synthesis levels across 
all modeled introns. B) Distribution of half-life values for all modeled introns. Red line marks 
half-life values that confer constitutive splicing (between 0.4-8 min). C) Distribution of 
predicted steady-state intron retention levels of all modeled introns. Black line denotes 
introns with higher retention than constitutive introns (greater than 0.2 or 20% retention).  
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Higher intron retention is promoted by slower splicing kinetics 

To test the hypothesis that intron retention levels correlate directly with intron 

removal kinetics, we carried out a retention distribution analysis relative to corresponding 

intron removal half-lives.  Interestingly, slower splicing kinetics strongly correlate with 

higher retention levels (p value 2.2e-16) (Figure 2.4A). We conclude that slower slicing 

kinetics result in increased intron retention.  

To test whether the rate of intron synthesis, or the Pol II density across the intron, 

influences intron retention an analogous correlation was generated using RNA synthesis as 

a readout. While RNA synthesis appears slightly reduced for introns that have very low 

retention levels (Figure 2.4B), the observed differences are less striking.   

Fragmenting genes into exon and intron segments provides the opportunity to 

determine whether the genomic location of an intron influences its speed of removal or its 

propensity to remain retained. Interestingly, our data indicates that the intron order within 

a gene influences its removal efficiency (Figure 2.4C). Highly retained introns are more likely 

to be located at the 5’ end of a gene.  

 

Splicing kinetics are influenced by intron architecture 

Previous in vitro splicing and reporter assays demonstrated that the length of flanking 

introns can influence splicing kinetics and alternative splicing pattern. It was argued that the 

intron definition mode of splice site recognition is more efficient than the exon definition 

mode due to differences in spliceosomal assembly mechanisms. To test whether these in 

vitro observations are also observed when evaluating endogenous genes, a correlation 

between intron size and splicing kinetics was carried out. Surprisingly, the  
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Figure 2.4. Intron retention relationship of splicing rates and synthesis. Box plots 
depict relationship. Bar plot shows the number of introns for each bin. A) Boxplot shows the 
distribution of predicted intron retention values compared to the half-life (min). B) Boxplot 
depicts the distribution of predicted intron retention values compared to the RNA synthesis 
estimate. C) Boxplot shows the relationship of intron retention with the sequence (intron) 
position within the gene.  
  



25 
 

 

 

 



26 
 

global analysis of endogenous intron splicing clearly shows that intron excision kinetics 

increase as intron length increases (Figure 2.5A). These results hold up even if intron size 

bins below and above the 250 nt size transition between intron and exon definition are 

evaluated (data not shown). We conclude that human intron splicing has successfully 

adapted mechanisms to compensate for the challenges of pairing splice sites far apart. Such 

mechanisms could include exon tethering to elongating Pol II as recently suggested [76].  

An evaluation of combined splice site scores across introns demonstrates that introns 

with the shortest half-life display slightly higher median MaxEnt splice site scores (MES) 

than all other bins, consistent with the idea that stronger splice sites increase splicing 

efficiency. However, the combined splice site scores across all half-life bins are robust and 

fail to show significant differences between most half-life bins (Figure 2.5B).  

To investigate if the intronic location within a gene influences intron removal kinetics 

we analyzed 1,970 genes that contained at least 6 introns and for which we had reliable rate 

determinations. Interestingly, this analysis revealed that first introns are spliced 

significantly more slowly compared to internal introns. Similarly, last introns are also  

removed at a slower rate (Figure 2.6A). These results demonstrate that terminal intron 

removal is unique. Flanked by a capped upstream exon the first intron may be recognized 

through different mechanisms when compared to internal introns. The same reasoning can 

be proposed for last introns, which are flanked by longer terminal exons that may or may 

not yet be polyadenylated. The interplay between the capping or polyadenylation machinery 

with spliceosomal factors at first and last introns is likely to significantly influence their 

excision rates. As is expected from slower intron removal kinetics, first and  
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Figure 2.5. Long introns are removed quickly. Boxplots depict the relationship in 
question. Transparent bar plot represents the number of introns within each half-life bin. A) 
Intron length in bp is considered in relation to intron half-life (min). B) The combined (5’ss 
+ 3’ss) MaxEnt Score (MES), representing splice site strength, is considered in relation to 
intron half-life.  
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Figure 2.6. First and last introns have distinct characteristics. A) Only genes with at  
least 6 introns were analyzed. B) Half-life (min) based on intron order within a gene. For 
example. 1 represents the first intron with the gene.  B) Predicted intron retention level 
based on intron order within a gene. C) 3’ss splice site strength (MaxEnt Score) is shown 
based on intron order. 
  



29 
 

 
last introns display an increase in median intron retention levels compared to internal 

introns (Figure 2.6B). This difference is likely to reflect nuclear events, and in the case of last 

introns it may even represent an enriched fraction of introns that are processed uncoupled 

from transcription.  

In Drosophila, last introns have been shown to have a stronger 3’ss. To determine if 

human terminal introns display a similar preference, 5’ and 3’ss MaxEnt scores were 

calculated using MaxEntScan [22] and compared with those of internal introns. While the 

5’ss does not display significant differences between terminal and internal introns, the 3’ss 

strength is notably stronger for last introns, especially when considering that MaxEnt scores 

are based on a log-scale (Figure 2.6C). These data show that longer introns display faster 

kinetics, yet first and last introns are distinctly prone to slower splicing, and consequently 

higher retention levels.  

 
Alternatively skipped exons 

Exon skipping is the most common form of alternative splicing. In this case, the entire 

exon becomes part of a larger intron and is removed from the pre-mRNA transcript. While 

various levels of exon inclusion are observed within the transcriptome, exons tend to be 

mainly included or mainly excluded. Thus, intermediate levels of exon inclusion are less 

abundant. If an exon is alternatively excluded, by definition it will behave like an intron. 

Therefore, alternatively excluded exons can be identified if their representation to their 

flanking exons decreases over the period of the time course (Figure 2.7). Exons that fit to the 

kinetic model of consecutive intermediates, the rate description described above to 

determine the processing of intron intermediates, are exons that are excluded from the  



30 
 

 

Figure 2.7. Alternative exon inclusion is captured by consecutive intermediates 
kinetics. Exons that fit well to the consecutive intermediates model act like introns. These 
exons are more prone to being alternatively spliced.  
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mature transcript.  Of the 239,536 expressed exons, 5.6% fit to the intron-like profile of a 

skipped exon.  The exon inclusion distribution of these “weak” exons shows that the majority 

have an inclusion level of 60% or less (Figure 2.8A). These data demonstrate that a simple 

analysis of kinetic behaviors between flanking exons can be used to identify exons that are 

alternatively spliced. Furthermore, the kinetic approach predicts a steady-state exon 

inclusion level that is likely to reflect cytoplasmic exon representation. 

To investigate plausible connections between alternative exon exclusion and splicing 

kinetics or gene architecture, exon exclusion levels were correlated with half-life 

measurements or exon size distributions. Low exon inclusion levels are supported by faster 

removal rates (Figure 2.8C). This observed rate represents the dynamics of the competing 

splicing pathway that is using a downstream splice site.  The faster this rate is when 

compared to the removal kinetics of the upstream or downstream flanking exons, the more 

likely it is that the exon in question is excluded from the final mRNA isoform. Therefore,  

faster exon removal kinetics imply higher exon skipping frequencies.  The exon definition 

model suggests that very short exons (<50 nts) and very long exons (>>250 nt) may be more 

prone to exon skipping. This is because the assembly of spliceosomal factors across the exon 

is most efficient across an optimal size. A prediction of this model is that exons that fall 

outside of this optimal size range are less efficiently recognized and should be more 

excluded. Consistent with this model prediction, exons that fall within the optimal length 

range of 100-250 bp display higher inclusion levels (Figure 2.8D). Smaller exons are less 

efficiently recognized and removed more frequently. We conclude that exon size and 

competing splice site pairing kinetics determine exon inclusion levels. 
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Figure 2.8. Exons prone to being skipped fit the model. A) Histogram of the distribution 
of exon inclusion levels of introns that fit the model. B) Density plot of RNA synthesis (min-

1) modeled introns (black) and exons (red). C) Box plot depicts the relationship between 
fraction exon inclusion distribution relationship to half-life (min). Transparent bar plot 
represents the number of exons within each inclusion bin. D) Boxplot shows exon length (bp) 
relationship with exon inclusion. Bar plot shows number of exons per length bin. 
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Comparison of intron and exon synthesis rates 

Recent Pol II Chip analyses have suggested that the Pol II density across exons is 

different from the Pol II density across intron [77]. These observations suggest that Pol II 

displays variable processivities depending on whether intron or exon segments of a gene are 

transcribed. The data further suggested the presence of Pol II pile-ups as it approaches exon 

junctions [78]. While the metabolic labeling approach described here does not directly 

measure the elongation rate of Pol II, the observed synthesis rate is a reflection of Pol II 

density.  Consistent with the notion that exon and intron generation is characterized by 

different Pol II densities, the synthesis measurements of exons are notably slower than that 

of the introns (Figure 2.8B). These observations are in agreement with the model of variable 

Pol II processivity, which is dictated by the process of splicing. Thus, the co-transcriptional 

nature of pre-mRNA splicing is likely a significant contributor to Pol II processivity. 

 

The order of intron removal 

The data collectively permits the evaluation of intron excision orders for many genes. 

While not all individual splicing rates are available for all genes, precise predictions can be 

made for 5,116 genes. For example, the gene LAPTM4A contains 7 exons and 6 introns. All 

introns fit the consecutive intermediate rate description to allow full kinetic profiling. In 

addition, one of the exons, exon 5, displays intron behavior kinetics, implying it is an 

alternatively excluded exon. Steady-state projections suggest low exon 5 inclusion at 34%. 

Based on the reasonable assumption that transcription proceeds at an average speed of 50 

nt/sec, the entire gene transcription is completed within approximately 6 min (Figure 2.9). 

Comparing the half-life splicing rates for each annotated intron (Table 2.1), excluding the 
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larger intron that would be generated through exon 5 skipping, intron 2 would be expected 

to be removed first before the first intron is removed. The terminal intron would be expected 

to be removed before introns 3, 4, and 5. Based on these considerations, some intron excision 

will be completed after completion of transcription and presumably polyadenylation. Thus, 

while initial spliceosome assembly is likely to occur co-transcriptionally for most splice sites, 

completion of several intron removal events is expected to be uncoupled from transcription. 

Introducing the alternative skipping of exon 5 rearranges the order of intron removal. 

Interestingly, the intron defined between exon 4 and 6, thus containing exon 5, displays the 

fastest removal kinetics. In the modeling, this exon 5 skipping intron is expected to be 

removed first within the transcript and likely completed before polyadenylation and 

transcription termination. With the loss of intron 4 and 5, intron 3 will take the place of the 

last intron to be removed for the exon 5 skipping mRNA isoform. 

An additional test to determine the accuracy of the measured kinetics and projected 

exon retention levels is to evaluate the kinetic ratio of the alternative splicing pathways. Exon 

5 inclusion is designated by the faster of its flanking intron removal events, here intron 5 

with a half-life of 6.1 min. This rate is 6 times slower than the competing skipping event, 

which boasts a half-life of 1.1 min. Simple rate ratio calculation then predict that the inclusion 

level of exon 5 should be around 20% (1.1/6.1), in remarkable agreement with the projected 

exon 5 retention level of 34% (Table 2.1). The examples discussed here demonstrate the 

utility of comparing rate profiles across an entire gene. Interestingly, the  
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Figure 2.9. Order of intron removal in LAPTM4A. Annotated gene structure of LAPTM4A. 

Black numbers represent the intron order as annotated. Blue boxes depict exons. Thick blue 

lines depict introns. A) Numbers in blue are half-lives for introns 4 and 5. Numbers in red 

are the half-life of exon 5. B) Gene structure of LAPTM4A showing order of intron removal as 

determined by processing kinetics (see Table 2.1). Numbers in black depict order of removal 

for introns. Numbers in red represent exon 5.  
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Table 2.1. Determination of the order of intron removal for LAPTM4A. Intron number 

refers to the annotated position of the introns, and an exon that displays alternative splicing. 

Synthesized (min) is the time required to complete transcription of the intron or exon based 

on the intron size (nt) and an assumed transcription rate of 50 nt/second. Half-life and % 

intron retention are determined by kinetic modeling to consecutive intermediate model. 

This information was used to determine the removal order (see Figure 2.9).  
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event of alternative splicing can influence the order of intron excision, which could affect 

other nearby splicing events, other RNA processing events or mRNA stability [79] . Deriving 

additional examples of the order of intron/exon removal events will allow the derivation of 

detailed gene RNA processing maps.  

 

Discussion 

In this chapter we have presented an unparalleled analysis of human RNA processing 

dynamics.  Previous studies have been limited by time resolution and depth, restricting the 

analysis of processing kinetics to a small number of genes. The co-transcriptional nature of 

splicing is well appreciated in higher eukaryotes, especially in humans. The timing of 

transcription has been linked to changes in alternative splicing, but the influence of the rate 

of splicing has been largely under-studied [80].  Through the attachment of multiple 

fluorophores to GFP reporter genes, real-time visualization of intron removal in yeast and 

Drosophila cells raised the question of whether kinetics distinguish constitutive from 

regulated splicing [81]. Still, genome-wide studies in human are required to fully answer this 

question. Here, we find that the kinetics of splicing itself have a large influence on inclusion 

levels, whereby splicing kinetics are a hallmark of alternative splicing in introns.   

 The most striking finding is contrary to the notion that shorter introns are more 

efficiently spliced by intron-definition than longer introns are by exon-definition [17]. In our 

analysis, longer introns are spliced faster, with shorter introns displaying higher retention 

levels. This finding has been corroborated by smaller-scale analysis in human dendritic cells 

after LPS stimulation and in Drosophila [72, 82]. This suggests that a switch to the exon-

definition mode of splice site recognition, which likely requires additional help to explain 
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such efficient removal of large human introns.  One possible method of facilitating efficient 

splicing is recursive splicing, where long introns (>10kb) are removed piecewise such that 

two or more adjacent intron sections are excised as discrete splicing reactions, each 

producing their own lariat [83, 84].  Over 342 RS-sites (recursive splicing sites) have been 

found to be utilized co-transcriptionally as a supplement to canonical splicing to enhance the 

efficiency of long intron removal in human cells [85].  

Still, this does not explain why first introns, which are known to be long and more 

conserved, are spliced more slowly and have higher retention rates [86].  Conserved 

sequences in the first intron are correlated with higher enrichment for several chromatin 

marks, indicative of active regulatory regions compared to other conserved intronic 

sequences within the same gene [87]. Together, this points to a balance between maintaining 

active transcription of a gene and preventing splicing from being a rate limiting step too 

early. 

Our approach also permits the remarkable ability to simultaneously identify 

alternative splicing events in both introns and exons.  The observation that exon exclusion 

levels correlate with faster removal kinetics coincides with the finding that exon size and 

competing splice site pairing kinetics dictate inclusion levels. By combining the ability to 

describe the removal of every intron within a gene, including the identification of cassette 

exons, we are able to determine the order of intron removal across entire genes.  Previously, 

this was only possible with site directed RT-PCR for a few genes after external stimulus, thus 

restricting the gene pathways that could be analyzed [68]. In a field flooded with genome-

wide data pertaining to regulatory RNA binding proteins, epigenetics, and steady-state RNA-

seq, it can often be difficult to narrow down the interplay with splicing events of interest.  
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The ability to determine the order of intron removal highlights the ability to pinpoint 

when and how splicing decisions are made. Such RNA processing maps narrow the window 

researchers may look into to clarify what roles corresponding regulatory factors may play in 

generating the final protein coding mRNA. Thus, the demonstrated findings provide a 

profound understanding of the processing kinetics that modulate alternative splicing of 

human introns and exons globally.  

 
Methods and Materials 
 
 
Cell Culture 

HepG2 cells were generously gift from Brent Gravely. HepG2 cells were grown in High 

Glucose DMEM (HyClone, SH30022.01) with 10% FBS at 37°C in 5% C02.  

 

High Throughput Sequencing 

1 µL of 1:100 dilution of ERCC spike-in was added to each sample prior to library 

preparation. cDNA libraries were prepared without polyA selection using Illumina TruSeq 

mRNA stranded protocol. 100bp single-end reads were sequenced on the Illumina HiSeq 

4000 platform. 3 isogenic replicates were sequenced, but only 2 were available at the time 

of analysis. Between 18-65million uniquely mapped reads per time point, per replicate, were 

analyzed. 

 

Computational Analysis 

Reads were aligned with STAR aligner using the 2-pass mode, to UCSC annotation 

known gene hg38 Gencode V24.  A merged annotation was created to generate exon 
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coordinates that encompass all alternative exons, leaving pure introns. The coverage of 

uniquely mapped reads was used to assign reads and portions of reads to the respective 

exons and introns defined in the merged annotation using TPMCalculator [88]. Canonical 

genes and pseudo genes were included.   Only genes with an average read count of 10 across 

the gene were used. Transcripts per Million (TPM) was calculated: 

(Mapped feature reads /Feature Length in kb) = Feature Reads Per Kilobase (RPK) 

∑ (all sample RPKs) 
1,000,000  

= Scaling Factor 

TPM = Feature RPK/Scaling Factor 

TPM values were used to calculate the fraction of inclusion for each intron by dividing the 

TPM of an intron, divided by the average TPM of its flanking exons. This was calculated for a 

given intron for each time point. These values were subjected to a non-linear regression 

analysis using a least-squares method that fit the data points to predict the rates of intron 

generation (synthesis), intron removal (splicing), and intron retention (steady-state). 

 Extensive filtering was performed to ensure only those with high quality fits to the 

model were characterized. First, exons or introns that resulted in negative synthesis, 

splicing, and retention estimates were removed as these had high standard error values and 

were products of low sequencing coverage, indicating a poor fit to the model. Next, we kept 

the top 90% based on combined splice site scores. This effectively removed abnormally low 

scores that represented false splice sites that were artifacts of using a merged exon 

definition.  Junction read alignments corroborated that these were not true splice junctions.   

 

 



42 
 

 

CHAPTER 3 

Reduction of Splicing Factor SRSF1 Increases Alternative Splicing 

Through the Modulation of RNA Processing Kinetics 

 

Summary 

Alternative splicing expands genomic diversity through the generation of multiple 

mRNA isoforms and thereby, protein isoforms. Two such types of alternative splicing are 

intron retention and exon skipping (cassette exons).  The splicing factor SR-protein SRSF1 is 

known to regulate these specific types of alternative splicing, typically by strengthening the 

recognition of introns and exons that are otherwise prone to alternative splicing. While the 

detection of individual alternative events is easily studied, it is unclear how the rates of 

alternative pre-mRNA processing are influenced by such a potent splicing regulator. 4sU 

metabolic labeling of human cells was used to determine rates of RNA processing steps in 

cells depleted of SRSF1. High-throughput sequencing of isogenic replicates across high-

resolution time series demonstrates that SRSF1 is responsible for regulating retention levels 

of introns and exons susceptible to alternative splicing. This is primarily achieved through 

changes in splicing rates and Pol II density, with a strong dependence on optimal feature 

length constraints. eCLIP data further shows that SRSF1 binds preferentially to weaker exons 

that are prone to being skipped.  
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Introduction 

Alternative splicing is used in as much as 95% of multi-exon genes to expand the 

human proteome [24]. Two types of alternative splicing are exon skipping and intron 

retention. Intron retention (IR) describes the inclusion of an intronic sequence in the mature 

RNA, a process that has the potential to expand the number of protein isoforms by 5,044-

12,612, as supported by cDNA and expressed sequence tag (EST) data [89]. While intron 

retention occurs only 2-5% of the time, it plays pivotal roles in fine tuning protein production 

in dendritic cells and neurons, and in genes involved in the immune response [90-92]. Recent 

genomic studies in over 2,573 human tissue samples show that as many as 80% of coding 

genes can be affected by IR. Interestingly, retained introns are enriched for containing 

putative RNA binding protein sites, suggesting that intronic binding of RNA binding proteins 

modulate the level of intron retention [93].  

Exon skipping, or cassette exon, is the most prevalent type of alternative splicing, 

accounting for 50-60% of alternative splicing events [15]. It describes a splicing event where 

an internal exon is skipped, thereby being removed as part of the intron.  Internal exons 

greater than 300 bp are more prone to being skipped [94, 95]. Changes in cassette exon 

splicing are associated with human disease, such as renal cancer or Duchenne Muscular 

Dystrophy [96, 97]. In concordance with the premise that the majority of splicing occurs co-

transcriptionally, the decision to include or skip an exon is frequently made during 

transcription [71].  

 Introns and exons that are prone to alternative retention and skipping are often 

characterized by weak splice sites, abnormal length constraints and the presence of binding 

sites for splicing regulators [93, 98].  One of the best studied of these RNA binding regulators 
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is SRSF1. It has been described as a splicing factor with roles in transcription, splicing, 

translation, and cancer progression [32]. SRSF1 is best known for its ability as a splicing 

activator that binds to exonic splicing enhancer (ESE) sequences, promoting the retention of 

exons that are otherwise deemed too weak to be recognized by the spliceosome. Even though 

most SR proteins are associated with splicing activation, they have been shown to be capable 

of repressing splicing in a position-dependent manner [26].  

 The regulation of intron retention and exon skipping events by RNA binding proteins 

has been extensively studied using in vitro and genome-wide approaches [99, 100]. RNA 

binding proteins are recruited co-transcriptionally, in line with the proposed timing when 

alternative splicing decisions are made [101]. However, the global effects of SRSF1 on 

splicing kinetics and exon/intron inclusion levels are unknown. Given the finding that 

exon/intron length and their genomic position coincide with kinetic profiles specific to 

alternative splicing events (see Chapter 2), we aimed to test the hypothesis that the 

reduction of the splicing factor SRSF1 triggers changes in splicing rates that affect exons and 

introns with suboptimal features for splice site recognition. To test this hypothesis, lentiviral 

knockdown of SRSF1 was paired with 4sU-seq experiments utilizing the same high-

resolution time point series as described in Chapter 2. A 63% reduction of SRSF1 protein 

levels was determined by Western blot analysis (Figure 3.1). Replicates showed remarkable 

reproducibility and associated by condition in PCA analyses (Figure 3.2 A, B). Comparison of 

RNA processing dynamics and their respective intron/exon architecture reveals that specific 

kinetic profiles are dependent on feature length.  
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Figure 3.1. Western blot analysis demonstrates SRSF1 knockdown. α tubulin is used as 
a loading control. Antibody probing SRSF7 is used as a control to demonstrate no off-target 
effects.  
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Figure 3.2. Isogenic sample replicates. A)  Intron from ABCC1 shown as example of 
replicate data plotted and fit to the consecutive intermediate kinetic model. Fraction of 
intron retention relative to flanking exons are plotted in Transcripts Per Million (TPM) 
mapped reads. Timepoints are shown in minutes. Red dotted line shows replicate 1, light 
green dotted line shows replicate 2, green dotted line shows replicate 3, blue dotted line 
shows replicate 4, and pink solid line shows the model fit through the data points. B) PCA 
plot of replicates. SRSF1 replicates are in red. NON replicates are shown in black.  
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Results 
 
 
Reduction of SRSF1 leads to increased intron retention and reduced Pol II density 

SRSF1 is best known as a splicing activator that promotes the removal of weak 

introns. To test whether the loss of SRSF1 affects alternative splicing of introns through  

changes in splicing rates, a comparative analysis was carried out using 80,840 introns that 

had a good fit to the consecutive intermediate kinetic model in both the control group (NON) 

and the SRSF1 knockdown group (SRSF1) (see Materials and Methods). Upon reducing 

SRSF1 levels, introns display a redistribution into higher retention levels (0.2+) when 

compared to the control group. Conversely, fewer introns in SRSF1 knockdown conditions 

have low intron retention levels of 0-0.05 (Figure 3.3A). Consistent with the results 

described in Chapter 2, introns with slower splicing kinetics tend to be retained more often 

in both the control and the SRSF1 knockdown condition. However, a direct comparison of 

the experimental conditions within the high retention bins demonstrates that more introns 

are retained upon SRSF1 knockdown despite faster intron removal kinetics (Figure 3.3A, bin 

>0.4). These observations suggest that intron retention levels are not solely dictated by 

observed splicing kinetics. Presumably, the loss of SRSF1 influences additional aspects of the 

splicing reaction that results in elevated intron retention levels.  

Pol II density and the resulting effects on transcription elongation have been shown 

to influence splice site selection [102].  Hyperphosphorylated SRSF1 moves from nuclear 

speckles to active transcription sites to promote splicing [32]. As described in Chapter 2 the 

measured RNA synthesis rates reflect an approximation of Pol II density on a gene segment.  

A comparison of the RNA synthesis rate between the control and the SRSF1 knockdown 

groups demonstrates that SRSF1 reduction results in decreased RNA synthesis rates across  
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Figure 3.3. Intron retention is increased by SRSF1 knockdown. Each boxplot depicts the 
distribution of the relationship analyzed. The bar plot in the background of each boxplot 
represents the number of introns in each bin. Red is SRSF1 knockdown, grey is non-target 
control (NON). A) Distribution of “Fraction of Intron Retention” relative to intron removal 
half-lives (min). B) Distribution of “Fraction of Intron Retention” relative to “RNA-Synthesis 
(min-1)”.  
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all retention levels evaluated (Figure 3.3B). Although introns with either higher retention 

levels (>0.2) appear to have a lower Pol II density readout, it is unclear whether this is 

significantly greater than other retention bins.  Given the lack of clear correlation between 

the RNA synthesis rates and intron retention levels (Chapter 2, Figure 2.4B), it is currently 

unclear what functional consequence the increased rate of RNA synthesis, a proxy for Pol II 

density, has on intron splicing that is influenced by SRSF1.  Regardless, the results suggest 

that SRSF1 knockdown directly or indirectly influences Pol II transcription efficiency.  

 

SRSF1 modulation of intron removal is constrained by intron length  

Length constraints dictate mechanisms of intron removal by creating a switch of 

spliceosome assembly across an intron when the distance is under 300 nts (intron 

definition) to assembly across an exon when introns are greater than 300 nts [7, 103]. SR 

proteins aid in the recruitment of core spliceosome components, thus promoting splice site 

recognition of its target [38].  Thus, it is possible that intron splicing kinetics may be altered 

by the depletion of SRSF1 in an intron length-dependent manner.  Indeed, the ability to 

remove larger introns quickly appears diminished in SRSF1 depleted cells. The median 

length of introns with splicing half-lives between 0-2 min is 1,514 bp for SRSF1 knockdown 

conditions and 3,918 bp for the control condition, with similar ratios between 2-3 min half-

life bin (Figure 3.4A).   

To analyze the effects of SRSF1 knockdown at the intron definition/exon definition 

size transition, a distribution of intron length for every 25 bp between 50 and 500 bp was 

created. In agreement with spliceosome constraints, SRSF1 knockdown reduces the 

spliceosome’s ability to promote efficient removal of introns of length 50-300 bp. The  
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Figure 3.4. SRSF1 promotes efficient removal of long internal introns. Non-target (NON) 
dynamics in gray, and SRSF1 knockdown dynamics in red. Box plots depict the distributions 
of the relationships being assessed. Transparent box plots represent the number of introns 
analyzed for each bin. A) Intron length (bp) is plotted in relation to the distribution of half-
lives of introns common in NON and SRSF1. B) Intron Length (bp) distribution from 50-500 
bp in relation to half-lives (min). Bins are every 25 bp.  
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differences between control and knockdown splicing rates are statistically significant for 

each 25 bp increment within this size range using a paired Wilcoxon signed rank test (p-

values range from 2.2e-16 to 0.044 in ascending length order) (Figure 3.4B). The majority  

of human introns are longer than 500 bp.  Additional distribution analyses with 50 bp 

resolution up to 5,000 bp intron length demonstrated that SRSF1 reduction increases 

splicing rates between 300-1400, suggesting that in wild-type conditions SRSF1 may 

purposefully reduce the efficiency of splicing of introns of this length (data not shown).  No 

difference was detected in half-lives of introns between 1,400 and 2,000 bps in length. Half-

lives of introns >2,000 bp corroborate the overall loss of ability for SRSF1 knockdown cells 

to efficiently remove long introns as seen in Figure 3.4A.   

Splice site score correlations were also evaluated. Interestingly, when comparing 

SRSF1 knockdown with the control group, no detectable splicing kinetics or intron retention 

differences were observed for introns with variable splice sites (data not shown).  

The splicing efficiency of introns located in a more proximal 5’ position within the 

gene may influence the splicing of downstream introns and the analysis described in Chapter 

2 demonstrated that more proximal introns are retained at higher levels. To investigate if 

SRSF1 preferentially regulates the removal of more 5’ introns, a correlation between intron 

position and intron retention was carried out. The analysis demonstrates that SRSF1 

knockdown affects introns at all gene locations nearly equally (Figure 3.5A). Thus, SRSF1 

knockdown influences intron splicing independent of gene position.  

First and last introns are affected differently than internal introns, most likely due to 

the influence of alternative promoters, alternative terminal exons, and interactions between 

the splicing and capping or polyadenylation machineries that assemble on terminal exons  
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Figure 3.5.  Intron order: internal intron kinetics influenced by SRSF1. Non-target 
(NON) dynamics in gray, and SRSF1 knockdown dynamics in red. Box plots depict the 
distributions of the relationships being assessed. Transparent bar plots represent the 
number of introns analyzed for each bin.  A) Distribution of “Fraction of Intron Retention” 
levels relative to an intron’s order within a gene. B) For genes containing at least 6 introns, 
the order of the intron within the gene is assessed based on predicted retention levels and 
C) half-life (min).  
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[104-106]. To ask the question whether SRSF1 knockdown affects terminal introns to similar 

levels as internal introns, genes with at least 6 introns were analyzed for changes in splicing 

rates and retention levels. This analysis permits the comparison of the same number of 

introns across all conditions. In agreement with our intron retention distribution findings, 

retention levels were higher regardless of intron position within its gene (Figure 3.5B). 

However, SRSF1’s influence on intron removal rates is limited to the internal introns, with a 

minor influence on last introns (Figure 3.5C). These observations suggest that for first 

introns SRSF1’s contribution towards efficient removal goes beyond modulating splicing 

kinetics. It is tempting to speculate that SRSF1 may play an additional important role in 

mediating interactions between the capping and the splicing machinery. Similar arguments 

can be made for last intron removal efficiencies.     

To investigate the differences in splicing dynamics of introns for which SRSF1 

typically maintains efficient splicing, compared to those for which SRSF1 may negatively 

regulate its removal, introns were grouped based on whether or not their retention levels 

resulted in a switch from being constitutively removed in one condition and retained in the 

other. These intron classes (switch introns) were compared to introns that did not have a 

significant switch in retention levels. A switch cutoff of 0.2 was used based on the intron 

retention distribution (Figure 2.3C). For the purpose of this analysis, introns with retention 

<0.2 were considered constitutively spliced, and introns with retention >0.2 were 

considered retained.  RNA synthesis measures do not significantly influence an intron’s 

tendency toward being alternatively spliced when SRSF1 levels are perturbed (Figure 3.6A). 

Introns that switch from constitutively spliced in the control group to retained in SRSF1 

knockdown condition are much more abundant than introns that switch from retained in   
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Figure 3.6. Introns that are differentially spliced upon SRSF1 knockdown. SRSF1 
knockdown (SRSF1) is shown in red and the control group (NON) is in grey. Boxplots depict 
the relationship. Bar plot shows the number introns in each category. The categories are 1.) 
Introns that have consistent retention levels between both conditions (Not Flipped). 2.) 
Introns that have retention <0.2 (constitutive) in NON and >0.2 (retained) in SRSF1 
condition. 3.) Introns that have retention >0.2 (retained) in NON and <0.2 (constitutive) in 
SRSF1 condition. A) RNA Synthesis (min-1) for each category. B) Half-life (min) for each 
category. 
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NON to constitutive in SRSF1 (Figure 3.6A, B). Interestingly, introns that switch from 

constitutive to retained in SRSF1 knockdown conditions show a faster rate of splicing, 

despite being more retained (Figure 3.6B). Collectively, these data support the previously 

held view that SRSF1 primarily acts as an activator of intron removal.  

 

Cassette exon inclusion levels under the influence of SRSF1 

SRSF1 is best known as an exonic splicing activator that assists in the recognition of 

exons. As outlined in Chapter 2, the time course datasets can also be used to evaluate the 

levels of exon inclusion, thus assisting in the identification of exons that are alternatively 

spliced (Figure 2.7). The comparison between SRSF1 knockdown and control conditions 

should therefore identify exons that are directly or indirectly influenced by the activities of 

SRSF1. Several comparative analyses were carried out to test this notion. A first set of 

comparisons analyzes relationships between exons that fit the consecutive intermediate rate 

description in both conditions, control and SRSF1 knockdown. As was argued in Chapter 2, 

exons that fit this rate description are considered weak exons that are prone to undergo 

alternative exon skipping. Thus, the first set of analyses investigates SRSF1’s influence on 

weaker exons.  

In accordance with this assumption, for the wild-type condition it was argued that 

exon skipping was promoted by faster removal rates (Chapter 2, Figure 2.8C). Intriguingly, 

the loss of SRSF1 neutralizes these kinetics and exon exclusion correlation and highly 

skipped exons in SRSF1 knockdown conditions display slower removal rates (Figure 3.7A). 

As was argued above, these observations suggest that exon skipping of weak exons induced 

by the loss of SRSF1 is not primarily driven by absolute changes in the rate of exon skipping.  
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Figure 3.7. Comparisons of exon inclusion levels based on exon length and processing 
dynamics. A) Distribution of exon inclusion levels relative to half-lives. B) Exon length (bp) 
comparison to exon inclusion levels.  
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The majority of alternative exon lengths falls within the previously established 

optimal range of 100-300 bp to support the exon definition mode of splice site recognition.  

Similar to introns, SRSF1 regulation of exons is promoted by this optimal length, as loss of 

SRSF1 causes increased exon inclusion levels, primarily for this range (Figure 3.7B).  

 

SRSF1 preferentially binds to exons that are prone to being skipped 

SRSF1 binding to exons was determined using eCLIP data with 2 replicates from the 

ENCODE project [107]. eCLIP is an immune precipitation method that maps the binding sites 

of RNA binding proteins (RBPs) on their target RNAs using a modified nucleotide resolution 

CLIP (iCLIP) protocol [108]. Similar to ChIP-seq, peaks representing binding of the 

precipitated protein are normalized to input signal to determine whether direct RNA 

interactions of a protein of interest are enriched along specific segments of the genome. 

Given SRSF1’s canonical role as an exonic splicing enhancer, it is expected that exons that 

are skipped more often upon knockdown of SRSF1 will be enriched for SRSF1 eCLIP-seq 

reads.  

Using the ENCODE data, eCLIP peaks with significant enrichment (p-value <0.05) on 

exons compared to input were identified genome-wide.  This exon eCLIP peak dataset was 

then cross-referenced with three different pools of alternatively spliced exons that were 

identified using our consecutive intermediate kinetic analysis. The first exon category 

represents exons where SRSF1 knockdown decreases its inclusion level by more than 10%. 

The second exon pool contains exons where SRSF1 knockdown increases its inclusion level 

by more than 10%. The third pool contains exons that exhibit less than 0.5% change between 

conditions. This third group was defined as the control group (Figure 3.8). If SRSF1 is directly  
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Figure 3.8. Overview of eCLIP analysis of differentially included exons. Exons that fit 
the consecutive intermediate rate model are colored in purple. Venn diagrams depict the 
overlap of exons that fit the consecutive intermediates (CI) kinetic model, with the SRSF1 
binding beaks on the exon.  
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involved in promoting exon inclusion, it is expected that SRSF1 eCLIP peaks are enriched in 

exon pool 1, where SRSF1 knockdown results in increased exon skipping. Exons in each pool 

were cross-referenced with eCLIP exons to determine relative eCLIP representation. 

Overlaying exons with the binding peaks of SRSF1 shows a 16% overlap for category 1, a 

12% overlap for category 2, and a 9.6% overlap for the control category. The differences 

observed between categories 1 and the control group are highly significant with a p-value of 

2.2e-19. Similarly, the differences observed between pools 1 and 2 are statistically significant 

(p-value 1.7e-6) (Table 3.1). Increasing the stringency of exon pool selection by demanding 

greater changes in exclusion/inclusion differentials (from 10% to 15% or 20%) did not 

change the pool 1 SRSF1 eCLIP overrepresentation (Table 3.1). This SRSF1 binding/activity 

correlation is consistent with a preferred role for SRSF1 as an exonic splicing enhancer. 

However, the data also shows that SRSF1 knockdown elicits increased exon inclusion, 

perhaps through SRSF1’s position-dependent activities, or through indirect effects that this 

analysis cannot decipher.   

The comparative exon inclusion analysis may be limited by the number of exons that 

can be analyzed, because only those exons that display intron-like behavior were assessed. 

To test the effect of SRSF1 knockdown on a broader group of exons, an additional population 

of exons was investigated. A set of exons was identified that did not fit the consecutive 

intermediate rate model in the control condition (ie exons that do not follow intron-like 

behavior and are thus considered constitutively included), yet they do fit the rate model in 

SRSF1 knockdown conditions. These exons are examples of exons that switch from 

constitutive inclusion to some form of exon exclusion in SRSF1 knockdown conditions 

(Figure 3.9 A, B Group 3.)).  A second population of exons was identified that displayed the  
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Table 3.1. eCLIP analysis of SRSF1 binding on differentially included exons. Cut-off 
denotes the change in inclusion levels between SRSF1 and NON conditions.  Ex/+ASF 
peaks are the number of putative cassette exons identified through a fit to the consecutive 
intermediates model (CI exons) that have SRSF1 binding peaks in the eCLIP data. %EX 
w/peak is the percentage of CI exons that contain binding peaks in the eCLIP data. 
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Figure 3.9. Processing dynamics of exons that switch kinetic modes. Exons that fit 
consecutive intermediate model (CI) have skipping tendencies. Those that do not fit are 
presumed constitutive. Bar plots represent the number of exons for each exon inclusion 
group. For inclusion group 1.) Exons fit CI model in both SRSF1 and NON. SRSF1 half-lives 
are in red and NON in grey. 2.) Exons fit CI model in NON but not in SRSF1. 3.) Exons do not 
fit CI model in NON but do fit CI model in SRSF1. Grey and red represent the same exons for 
both NON and SRSF1 for groups 2.) and 3.)  A) RNA Synthesis (min-1) for each inclusion 
group.  B) Half-lives (min) for each inclusion group. 
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mirror image behavior, considered alternatively excluded in the control NON condition, but 

constitutively included upon SRSF1 knockdown (Figure 3.9 A, B Group 2.)).  As controls, two 

additional categories were evaluated. First, exons that fit the consecutive intermediate 

model in both NON and SRSF1 knockdown conditions (Figure 3.9 A, B Group 1.)) and second, 

exons that did not fit the intron-like kinetic model in either condition (data not shown). 

Exons that do not fit are assumed to represent exons that are constitutively included relative 

to their neighboring exons. Thus, their inclusion may be least likely to depend on SRSF1 

interactions. The first valuable information from this analysis is obtained when comparing 

the number of events in each of the categories. The most abundant class of switch exons are 

those that display alternative exclusion behavior upon SRSF1 knockdown (~16,000) (Figure 

3.9 A, B Group 3.)). The least abundant group displays constitutive inclusion behavior upon 

SRSF1 knockdown (~7,000) (Figure 3.9 A, B Group 2.)). Additionally, exons that are prone 

to switching, ie switched in one condition (Figure 3.9 A, B Groups 2.), 3.)), display lower Pol 

II density and slower splicing compared to exons that are committed to a skipping profile in 

both control and SRSF1 depleted conditions (Figure 3.9 A, B Group 1.)). Thus, SRSF1 has a 

much stronger effect on modifying the processing kinetics to maintain the inclusion of 

constitutive exons. 

These data underscore the notion that SRSF1 is more involved in mediating exon 

inclusion. Further support is provided by eCLIP peak cross-referencing as described above. 

The control group that does not exhibit any deviation from constitutive inclusion in both 

experimental conditions has an SRSF1 eCLIP overlap of 6.4%, below the by chance rate of 

7.25%. All other categories of exons that do display SRSF1-associated inclusion changes have 

12% overlap with eCLIP peaks. In summary, these observations suggest that SRSF1 
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predominantly acts as a splicing enhancer and that its enhancing activity is partially 

mediated by direct exonic binding.  

 

Discussion 

We tested the hypothesis that SRSF1 preferentially regulates introns and exons that 

are prone to alternative splicing. We found that lower levels of this splicing factor lead to a 

general increase in intron inclusion and exon skipping. Our results reveal that SRSF1 is not 

only responsible for regulating the steady-state retention levels of introns and exons, but 

that it achieves these effects through the enhancement or diminution of processing rates.  

The mode of kinetic modulation is primarily dependent on the length of the particular gene 

segment being acted upon. For example, introns with lengths within the optimal 50-300 bp 

range or greater than 2,000 bp are removed faster in the presence of SRSF1.  Reflecting on 

the mounting evidence that shorter introns are more prone to retention, and that long 

introns are subject to the slower splice site recognition accomplished by exon definition, 

SRSF1 is likely an activator of introns prone to inefficient recognition by the spliceosome due 

to length constraints [109].  

Long introns (>2,000bp) are common in human genes. SRSF1 may alter the secondary 

structure of the RNA to bring splice sites into closer proximity for recognition, thus 

explaining how long introns recognized by exon definition can still be removed efficiently. 

Splice site strength has been established as an important factor in effective exon recognition. 

Weaker splice sites often correlate with poor recognition and higher tendencies for 

alternative splicing.  Introns in our analysis that were identified as being prone to alternative 

splicing failed to show a significant difference in overall splice site strength. Still, length of 
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each feature type must fall under a size that is spatially adhered to spliceosome component 

interactions. Our data suggest that a switch from intron definition to exon definition could 

be a key determinant for SRSF1’s functional contributions.  

SRSF1 may have additional control over splicing rates through its effects on 

transcription. In histone-depleted cells, chromatin accessibility and elongation rates 

increased on several genes and many transcripts had elevated intron retention and altered 

alternative splicing [110]. Moreover, SRSF1 can be recruited not only by the CTD of Pol II, 

but also by heterochromatin protein HP1-gamma [111].  Our findings showed that the loss 

of SRSF1 reduced Pol II density on all gene segments, possibly indicating that SRSF1 could 

contribute to regulating alternative splicing by altering co-transcriptional connections. To 

conclude, these data further validate previously known roles for SRSF1. We find evidence 

that SRSF1’s primary role in maintaining constitutive splicing is mediated through its 

influence on transcription. As a result, the rate of splicing dictates the spliceosomal 

recognition of splice sites within optimal size ranges. 

 

Methods and Materials 

Cell Culture 

293T cells were generously gifted by Brent Gravely. 293 T cells (catalog number: CRL-

11268, ATCC) in (2) 15 cm tissue culture plates with 10 % FBS (catalog number: 30-2020, 

ATCC) DMEM (catalog number: 11995-065, Life technologies) medium without penicillin 

and streptomycin. This was done in order to scale up production of virus such that the same 

viral batch could be used for many time course experiments, thereby limiting experimental 

variability. HepG2 cells were grown as described in Chapter 2 Methods and Materials. 
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Producing shRNA Lentiviral Particles 

All plasmids were generously gifted by Brent Gravely including: pLKO-shRNA 

(SRSF1), psPAX2 Packaging DNA, PMD2.G Envelope DNA, pLKO-shRNA (NON-target). 

Production was scaled up from original estimations for 6-well plates to 15 cm plates to result 

in a large batch of virus.  A cocktail of the above plasmids for shSRSF1 and shNON in serum 

free medium was transfected using FuGENE HD Transfection reagent (Cat: E2311). Incubate 

at room temperature for 20 min before adding DNA mix dropwise to the cells. Incubate at 

37°C for 12-15 hr.  Aspirate media containing transfection cocktail and wash with PBS before 

replenishing with fresh growth media.  The next day, harvest media from the cells and store 

at 4°C. Add fresh growth media to the cells and incubate for another day. Next harvest the 

media and pool it with the media collected the previous day. Spin at 1250rpm for 5 min to 

remove the cells.  In the same day, perform qPCR Lentivirus titration assay using the kid from 

Applied Biological Materials Inc (Cat LV900). Once titer has been determined, make aliquots 

contain the volume needed for the desired MOI for transduction experiments.  

 

Lentiviral Transduction and Nascent pre-mRNA Isolation 

4sU was used to label 15 cm tissue culture plates of HEPG2 cells that were transduced 

with a scramble (non-target) shRNA, or shRNA targeting SRSF1. Lentiviral transduction was 

performed at 60% cell confluency overnight. Media was replenished with puromycin for 92 

hours of selection. Cell propagation and maintenance throughout this selection resulted in 

10 cm tissue culture plates with 70 % confluency. 500µM of 4sU was added for 0, 2, 5, 10, 20, 

30, 40, 50, 60, 70, 90, 100, 120 minutes where “0 min” as the unlabeled control.  Isolation of 

4sU labeled RNA was completed as per the protocol in Appendix A.  
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High-throughput sequencing 

(same as Chapter 2 Methods and Materials) 

 

Computational Analysis 

For control (NON) and SRSF1 knockdown (SRSF1) comparisons, only exons and 

introns that fit the consecutive intermediates model in both are used unless otherwise 

described as in exon Figure 3.8. Otherwise, analysis was completed as described in Chapter 

2 Methods and Materials. 

 

Western analysis of SRSF1 knockdown 

Protein was isolated from 2-4 million cells using RIPA buffer. Protein concentrations 

were determined using a BCA assay. 60 µg of protein was run on a 12% SDS-PAGE for 

separation. Primary antibodies were used to probe for anti-mouse SRSF1 (LifeTechnologies 

#32-4500), anti-rabbit SRSF7 (MBL #RN079PW) and anti-mouse α tubulin (Calbiochem 

#DM1A). SRSF7 was probed to confirm a lack of off-target effects of knockdown. α tubulin 

was probed as a loading control. Background-subtracted band density of SRSF1 protein 

levels for both conditions were normalized to their respective α-tubulin signal. Normalized 

values were used to calculate the percentage of change for SRSF1 knockdown compared to 

the control (NON).  
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eCLIP Analysis 

Replicate eCLIP data for SRSF1 was downloaded from encodeproject.org. Accession 

numbers: ENCFF522HEA, ENCFF937LBT.  These narrowPeak files were already aligned to 

hg38 genome assembly/annotation and normalized to the input control by Gene Yeo’s group. 

Peaks that had significant (p-value < 0.05) enrichment compared to the control input in 

either replicate were used, resulting in 30k significant peaks.  
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CHAPTER 4 

Perspectives 

 

 The discovery that RNA processing steps such as splicing and polyadenylation are 

often completed co-transcriptionally has been substantiated over the past years with 

confidence by many different methods and groups [77, 81-83]. Understanding how RNA 

processing steps are spatially and temporally linked has been a scientific goal that many have 

strived to attain. Coincidentally, this endeavor has connected scientists with interests in 

eukaryotic transcription, splicing, decay, epigenetics, translation, and bioinformatics in 

collaborative and multidisciplinary studies in attempts to determine these connections on a 

genome-wide scale.  

 

The Approach to Determining Global RNA Processing Kinetics 

The use of 4-thiouridine (4sU)  as an approach to isolate newly synthesized 

transcripts has been increasingly popular and powerful in assessing each of these gene 

expression steps [84-88]. However, the cleavable HPDP biotin that is used to subsequently 

capture the labeled RNA using streptavidin columns is a low efficiency process [84].  This 

methodological limitation, paired with the biological reality that nascent RNA will represent 

only 3-5% of whole cell RNA, results in low sample yields when short 4sU labeling time 

points are taken. As a consequence, the shortest time points reported in published human 

cell-based experiments is 5 min [88-90].  For the time course series described in this thesis, 

a 1 min 4sU labeling burst was attempted but did not yield sufficient enrichment for nascent 
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RNA based on measured intron inclusion levels above the unlabeled (0 min) background 

control. Fortunately, 2 minutes of labeling was sufficient to significantly enrich nascent RNA, 

and in the end, this early time point was found to be critical in the derivation of RNA 

synthesis information for thousands of transcripts. This is despite the fact that shorter 

labeling time points (2 min, 5 min) yield as much as 30-fold less RNA than longer 4sU 

incubations (100 min, 120 min). 

 In recent years, improvements in nature of the biotin reagents and associated 

approaches have been made. MTS-biotin accommodates lower amounts of 4sU labeled input 

RNA for reliable isolation, mainly due to a more efficient biotinylation reaction [112]. For 

this study, our recent testing of MTS-biotin indeed resulted in much higher RNA pull-down 

efficiency. Unfortunately, it also consistently showed much higher background levels as was 

demonstrated by qRT-PCR experiments where renilla-luciferase RNA spike-in RNAs were 

tracked prior and post-4sU isolation (data not shown). Other groups have reported similar 

experiences [113]. Thus, it was impossible to input equal quantities of RNA for sequencing 

library preparations as is typically recommended. To mitigate this, an exogenous mixture of 

92 RNA transcripts known as the ERCC spike-in, was included just prior to the library 

preparation for sequencing as a method for normalizing RNA quantity and transcript 

diversity across the samples time points [114].  

 Recent studies have focused primarily on the use of intron/exon junction reads to 

track the presence of introns relative to their flanking exons [90] or using alternative splicing 

algorithms such as Mixture of Isoforms (MISO) to determine levels of intron inclusion 

relative to flanking exons [73, 115].  By focusing only on junction reads, the downstream 

analysis was limited to only ~5,500 Drosophila genes as junction reads only account for a 
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fraction of all uniquely sequenced reads from a sequencing lane.  MISO analyses are also 

restricted by the depth of sequencing and the length of the reads, as determining alternative 

isoforms is a feat in itself and new algorithms are at the forefront of many bioinformatics lab 

projects.  Most importantly, our method of using the fraction of intron or exon inclusion 

relative to the flanking exons permitted us to perform more extensive determinations of 

rates in human.  

By using a method which utilizes both junction and non-junction reads, it is possible 

to uncover additional classes of RNAs that may be at work. For example, intron retention 

levels described in this thesis could contain contributions from reads that reflect enrichment 

in parts of longer introns that can only be detected in later time points. Such events could 

reflect a putative recursive splicing event in which multiple lariats are formed and then 

removed piece by piece [116].  Another scenario exists in which enriched intronic signals in 

later time points are not supported as a classic intron retention event due to the lack of exon-

intron junction reads. One prospect for shorter introns that fall within this scenario, and for 

which we see higher retention levels, is the formation of a class of non-coding RNAs called 

circular RNAs (cRNA). One type of cRNAs is purely intronic (ciRNAs), derived from introns 

of 100-3,000 bps [91]. ciRNAs are formed through the escape of debranching, and they 

depend on consensus RNA elements near the 5’ splice site and the branchpoint for proper 

processing. Interestingly, at least one example exists where a processed ciRNA may associate 

with the elongating Pol II complex at their parent gene loci to enhance transcription activity 

[91]. Thus, by identifying intronic reads and kinetics that are indicative of a stable intron, 

our genome-wide metabolic labeling approach is capable of identifying ciRNAs that may 

exert transcriptional influence on splicing rates.  These events could be validated by RT-PCR 
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using divergent primers that target the introns of interest. Product sizes will indicate the 

length of a circular construct, whereas a lack of signal would be evidence for linearity.  

 

RNA Processing Kinetics 

In this study, RNA synthesis (Pol II density), splicing and retention levels were 

assessed. Next, the dynamics of each of these steps in relation to one another and to 

additional features were investigated in unprecedented scale and resolution for the human 

transcriptome.  Time course representations of introns were fit to a consecutive 

intermediates kinetic model that describes their generation, processing (removal), and 

steady-state levels. Readouts of RNA synthesis (Pol II density), splicing rates in terms of half-

lives, and retention levels were used to better understand the global dynamics of introns.  

In Chapter 2, half-lives of over 80,000 modeled introns confirmed elaborate in vitro 

reports that the majority of splicing is constitutive with half-lives in the 0.4-7 min range [82].  

In contrast, a study that determined splicing rates in budding yeast argues that splicing 

occurs much faster, where 50% of splicing is complete within ~1.4 seconds after 3’ss 

synthesis [67]. However, this scenario is highly unlikely in human as rates this fast would be 

prohibitive to alternative splicing; an important source of proteomic diversity in mammals. 

Predicted intron retention levels suggest that ~12% of introns have a retention of >0.2. This 

is in line with a genome-wide search for intron retention events, suggesting a frequency of 

14.8% in intron containing genes [92].  The same kinetic rate model applied to analyze intron 

removal was used to identify exons that displayed intron-like behavior, that is, exons that fit 

to the model with inclusion levels less than 60% were likely to be excluded. In support of 

this interpretation, splicing rates were observed to be much faster for exons with lower 
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inclusion rates. Furthermore, inclusion levels were much higher for exons that fall within 

100-250 bp range, a size that has been well-defined as optimal for splice site recognition by 

the spliceosome [117] .   

The ability to model introns and a subset of alternatively spliced exons permits the 

determination of the order of intron removal. This type of analysis allows a much better 

understanding as to how the rates of neighboring introns and exons could influence 

decisions. One potential limitation in this analysis is that it is based on the assumption of a 

ubiquitous transcription rate of 50 nt/second [68, 118, 119], a reasonable expectation based 

on previous experiments. However, small molecule (DRB) synchronization of transcription 

and fluorescent imaging experiments have demonstrated that elongation rates vary across a 

given gene depending on factors such as chromatin structure, GC content, exons/introns and 

pause sites [93]. Future determinations might benefit from using gene-specific elongation 

rates, if available, to ensure accurate estimations of the order of intron removal.  

Introns with higher levels of retention displayed slower rates of splicing.  Shorter 

introns were even more prone to slow removal and higher retention compared to longer 

introns. To some degree, this observation contradicts the notion that shorter introns are 

more efficiently removed by the spliceosome. It was argued that spliceosomal assembly 

across the intron is intrinsically more efficient because it constitutes a single-step 

identification of the splice sites to be paired [17].  While previously thought to be less 

efficient, it is possible that the human cell has developed additional ways to facilitate the 

efficiency of recognition across the exon and to adequately deal with extreme exon/intron 

architectures.  
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Regulation of Splicing by SRSF1 

SR proteins are best known to act as splicing activators for the recognition of exons 

and introns that are prone to be alternatively spliced [120, 121]. In addition, SR proteins may 

be involved in other gene expression steps. For example, SRSF1 has been shown to have roles 

in transcription, splicing, and translation [27, 32, 48]. Thus, SR proteins could influence 

splicing rates through different mechanisms. This is because Pol II elongation rates influence 

splicing outcomes, as demonstrated in the case of pause sites [63, 94]. Experiments that 

induce either very fast elongation or very slow elongation rates can induce exon skipping 

and intron retention depending on the flanking sequence lengths, suggesting a required “just 

right” speed of elongation to maintain constitutive splicing [95]. Upon knockdown of SRSF1, 

we observed an overall reduction in RNA synthesis (Pol II density) levels across all retention 

groups assessed. The loss of SRSF1 also induced a distance/length driven switch in the rate 

of splicing, by which both introns and exons are constrained. Thus, it is possible that SRSF1 

influences transcription dynamics, which in turn change the splicing outcome in a distance-

dependent manner.  Indeed, this hypothesis may have merit when considering one of 

SRSF1’s described roles as a facilitator for the association of several RNA processing factors 

to unique chromatin loci [122]. In agreement with our findings, depletion of SRSF1 was 

shown to decrease RNA pol II–mediated transcription and aberrant recruitment of 

transcription factors [96]. 

Length and half-life analyses demonstrated that SRSF1 is important for the efficient 

removal of long introns (>2,000 bp) and very short introns (<300 bp).  Similar to introns, the 

majority of alternatively spliced exons lengths fall within the 100-300 bp range, supporting 

the exon definition mode of splice-site recognition. Such strong length correlations with 
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SRSF1 activity provide compelling evidence for SRSF1’s role in enforcing efficient exon 

definition. Recently, Melissa Moore’s group used fluorescently tagged spliceosomal 

subcomplexes to investigate how cross-intron and cross-exon processes cooperatively 

promote pre-spliceosome assembly. They found that the flanking upstream and downstream 

5’ss work synergistically to efficiently recruit a U2 subcomplex to the 3’ ss for internal 

introns and exons [97]. However, upon SRSF1 knockdown, half-lives of only the internal 

introns were affected, with a reduction in rates compared to wild-type.  This observation 

suggests that while pre-spliceosome assembly occurs synergistically, SRSF1 plays a role in 

the actual execution of splicing, possibly through promoting the transition from cross-exon 

pre-spliceosome composition to cross-intron pre-spliceosome assembly [98]. To further 

investigate this hypothesis, upstream and downstream splice sites strength and intron/exon 

length would need to be considered when investigating the role of SRSF1.  

Conversely, the changes in splicing rates due to SRSF1 depletion do not appear to 

directly drive the frequency of exon skipping.  A comparison of presumably constitutive 

exons and skipped exon events with eCLIP data for SRSF1 binding demonstrated that SRSF1 

preferentially binds to exons that are prone to being skipped. In other words, exons that fit 

the consecutive intermediates model upon knockdown of SRSF1 showed enriched binding 

of SRSF1 in wild-type conditions.  These observations support the notion that SRSF1 

primarily acts as a splicing activator and that its enhancing activity is partially mediated by 

direct exonic binding. 

 Collectively, these data demonstrate that splicing kinetics drive the decision as to 

whether an intron or an exon are alternatively spliced. Slow splicing rates were associated 

with alternatively spliced introns, whereas faster rates were characteristic of exon skipping. 
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SRSF1’s role as an activator is corroborated through the enriched binding of exons that are 

conversely skipped upon SRSF1 depletion. For introns, its role as an activator is strongly 

driven by length constraints, as it aids in the efficient removal of very short (<300 bp) and 

long (>2,000 bp) introns.  However, this may only explain the larger picture with an 

undertone of lower Pol II density, suggesting an intricate network of changes in transcription 

to possibly further influence splicing decisions.  

Most importantly, the methodology to achieve these findings is an achievement of its 

own. Creation of this high-quality data set has permitted the detailed analysis of multiple 

steps of gene expression. We deliberately used the HepG2 cell line because it is one of the 

cell lines investigated in detail by the ENCODE project, which includes data sets ranging from 

RNA protein binding profiles, chromatin modifications and structure, CRISPR knockouts, to 

variations of library preparations. As the regulation of gene expression is revealed to be ever 

more interconnected, it is a critical asset to be able to integrate data sets from the ENCODE 

community to further assess how other processes may be influencing splicing decisions, such 

as we did with the eCLIP analysis described in Chapter 3.  In an era with an increasing need 

for interdisciplinary work, the ability to connect multiple experiments to ask new questions 

is the future.  
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Isolation of Newly Transcribed RNA Using the Metabolic 
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APPENDIX B 

The TCF C-Clamp DNA Binding Domain Expands the Wnt 
Transcriptome via Alternative Target Recognition 
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APPENDIX C 

The Silent Sway of Splicing by Synonymous Substitutions 
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