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Our dependence on the burning of fossil fuels for energy, leading to the rise in global 

temperatures and climate change, has sparked increased research into the utilization of carbon 

dioxide (CO2) as a renewable starting material for the synthesis of new fuel sources. 
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Heterogenous catalysts are often employed for these reactions as they tend to have higher 

stability, activity, lower catalyst loadings, and scalability. However, selective heterogenous 

catalyst discovery is often hindered by the lack of understanding and often relies on high-

throughput screening. In contrast, homogeneous catalysts have active sites that are well 

understood, are highly tunable, uniform, and thus selective. By using homogeneous catalyst, 

fundamental understanding of the elementary steps involved in product selectivity can be 

achieved, allowing for improved catalyst design.  

The conversion of CO2 to value-added carbon products for fuel requires multi-electron 

and proton steps. One elementary step that can lower the entropic barrier of this process is the 

transfer of a hydride from a metal catalyst to CO2 to yield formate (HCO2
-), the two-electron 

reduction product. The investigation of the structural, thermodynamic, and kinetic barriers that 

allow this transformation is the first step in designing novel, selective catalytic systems.  

The metal-metal cooperativity in [FeFe] hydrogenase mimics,  which allows for the 

formation of highly reducing hydrides from weak acids, has been hypothesized as a key step in 

the electrochemical reduction of CO2 to formate. However, there were little mechanistic and 

structural insights that lead to the selectivity for formate in these systems. Briefly, using the 

[FeFe] hydrogenase mimic [Fe2(μ-pdt)(CO)6, where pdt = propane-1,3-dithiolate] as the 

precatalyst, it was found that the main product formed under catalytic conditions, was H2 

(FEmax= 56 ±4%), with CO (FEmax= 16 ±6%) and HCO2
- (FEmax= 20%) being minor products. 

Interestingly, it was determined that the formation of HCO2
- was potential dependent, with the 

Faradaic efficiency increasing from 2.4% to 20% upon the third reduction of the catalyst. In 

addition, in the absence of a proton source, CO2 underwent disproportionation to CO and CO3
2-

. Finally, by combining experimental and computational methods, it was determined that the 



xxvi 

 

selectivity of the catalytic system was hindered due to the formation of multiple compounds, 

with mononuclear [Fe(CO)4]
2- and a trinuclear Fe likely playing active roles in catalysis. 

The thermodynamic ability of a substrate to donate a hydride, known as hydricity, is an 

important parameter for predicting the reactivity of a catalyst in artificial photosynthetic 

systems. Tools that allow us to measure the hydride donor ability are critical not only to 

predicting reactivity but can be used to understand and optimize catalytic systems with a metal 

hydride of choice. Using Ir(Cp*)(ppy)X (where X is H or Cl), hydrogen evolution, formic acid 

decomposition, and transfer hydrogenation are optimized and understood using hydricity and 

thermodynamics as a guide.  

Finally, immobilization of homogeneous catalysts onto surfaces, allows for insight into 

the mechanisms that affect heterogenous electrochemistry. Previous studies showed that the 

electric field effects on the Re(bpy-X)(CO)3Cl bound to Au surfaces changed the electron 

density at the metal. These field effects, as seen in the v(CO) frequency shift of greater than 25 

cm-1, is three to four times larger than those achieved through synthetic efforts of modifying 

the bipyridine for electron donating or accepting groups via Hammett parameters. Additionally, 

hydricity is highly dependent on the electronic properties of the substrate. Computational results 

show that electric fields stabilize the transfer of a hydride from Ir(Cp*)(bpy)H, making Ir a 

better hydride donor. Two new Ir catalysts with surface-immobilizable disulfides were 

synthesized for attachment to Au. However, reactivity studies showed that the rate of simple 

ligand separation was significantly slower. Combined DFT and surface sensitive spectroscopic 

studies showed that the monolayers formed from these complexes are a mix of molecular 

orientations, likely leading to a range of reaction rates on the surface.  
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CHAPTER 1.  Artificial Photosynthesis: Challenges and Mechanistic 

Insights 

1.1 Introduction 

Over the past 100 years, all descriptors that define quality of life, from life expectancy to 

literacy, to incomes, have improved.1 The driving force behind this movement was the Industrial 

Revolution and, in particular, the development and use of fossil fuels as primary energy sources.2 

The development of large-scale industry, transportation, and efficient production of materials have 

all been buoyed by the refinement and use of the energy-dense hydrocarbons found in crude oil.3 

In addition to our fuels, crude oil is a main source for many of our other commonly used chemicals, 

being a major feedstock for our plastics and medicines.4 However, the ubiquitous use of fossil 

fuels has a price.  

 First, the distribution of fossil fuels is not equal over the world. Instead, it is concentrated 

in a few places. This unequal distribution, in addition to our reliance on it, has led to large scale 

geo-political conflicts, such as the current war in Ukraine.5-6 Furthermore, the continued use of 

fossil fuels has led to the ever-increasing amounts of atmospheric carbon dioxide (CO2).
7 The 

concentration of CO2 in the atmosphere has remained above 400 ppm since August 2016,8 which 

is almost double the average concentration of the past 10,000 years (Figure 1.1).7 The continual 

rise has also led to 45 consecutive years of global average temperatures above the 20th century 

average.9 Without immediate change, the predicted concentration of atmospheric CO2 is predicted 

to reach 800 ppm by the year 2100, coinciding with a 4° C increasing in the average global 
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temperature.10 This increase in temperature will have catastrophic impacts to life on earth. 

Therefore, the search for clean, alternative, and renewable fuels is critical. 

 While fossil fuels currently make up about 78.5% of the share of total energy 

consumption,11 that share has been decreasing as the implementation of a range of different 

renewable energy sources have become more economically viable. In California, the share of 

energy coming from solar panels and wind farms has been increasing steadily.12 However, the 

intermittent nature of these combined with high percentages of installed renewable capacity has 

led to over-production in the day followed by a sharp increase in capacity needed at the end of the 

day.13 This phenomenon, named the “duck curve” after the shape of the graph it produces, leads 

to negative electricity prices or shut down of the capacity during solar production peak hours.13 

 To address the problem of overproduction, there have been increased interest in storage 

capacity. While the current method for energy storage is pumped hydro, the process of using the 

cheap energy to pump water uphill and letting it fall and turn turbines to release the energy when 

Figure 1.1. The atmospheric CO2 concentrations for the last 10,000 years. Reproduced in full, with permission from 

reference  8. 
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needed, it has limited scalability and requires specific geographic conditions.14 Additionally, the 

implementation of large-scale batteries for grid storage has been one of the most readily available 

methods to combat energy demand.15 However, batteries have several drawbacks. Their chemical 

stability and the time scale of their charge and discharging make them ideal for short-term storage, 

making them currently unable to compensate for seasonal fluctuations.16-17 Additionally, their 

energy density is fundamentally limited and pale in comparison to liquid fuels.4, 18 For this reason, 

the access to cheap, renewable energy has opened the door to the use of electrochemical 

transformations for the storage of energy in liquid fuels.19 A reaction that has sustained a continued 

interest of research is the electrochemical utilization of CO2 for liquid fuel production.20-23  

 

 

Figure 1.2. The “duck curve” showing the net load, in MW, equal to the normal load minus the energy generated via 

wind farms and photovoltaics. Reproduced in full, from reference 13.     
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1.2 Artificial Photosynthetic Catalysts 

The conversion of CO2 into liquid fuels, also known as artificial photosynthesis, has been 

a challenge for chemists for over 100 years.24 The first reports of the electrocatalytic conversion, 

or reduction, of CO2 into higher-value products appeared in the 1900s.25-26 Thermodynamically, 

the reduction of CO2 into value added products is an uphill, energy consuming reaction.27 Due to 

the strong bonds and the need for multiple equivalents of protons and electrons, the reduction of 

CO2 requires a catalyst. These barriers can be lowered and overcome by multistep pathways that 

couple protons and electrons to generate value added products such as formic acid, methanol, 

ethane, and even ethanol.20, 28 Yet, these reactions have their own drawbacks and succumb to the 

kinetic difficulties of coupling multiple protons and electrons. Therefore, studies to optimize these 

systems have focused on catalysts and their mechanisms of operation.  

 

The catalysts studied in artificial photosynthetic systems have been molecular (or 

homogeneous), heterogeneous, and a combination of the two, immobilized catalysts.20-21, 29-30 

Heterogeneous catalysts, generally consisting of extended solid and metal electrodes, have been 

of particular interest due to their stability, ease of separation of products, and their range of active 

Figure 1.3. The type of catalyst used in artificial photosynthetic systems. 
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sites and reactivities allowing for facile implementation into CO2 electrolyzers.31 In addition, the 

stability of these catalysts allows for implementation in a range of electrochemical environments, 

with particular interest on the use of aqueous environments.31  

Current interest in heterogeneous reduction of CO2 has focused on using Cu electrodes in 

various aqueous environments due to the ability of the surface to couple C-C bonds and transfer 

protons and electrons to catalytically relevant intermediates, allowing for the formation of C2+ 

products.20, 31 By combining electrochemical, spectroscopic, and computational techniques, 

several mechanisms have been proposed for this process (Figure 1.4).20 However, while several 

potential pathways have been proposed, the mechanisms that lead to these pathways are 

experimentally difficult to determine. Therefore, selective heterogeneous catalyst discovery is 

Figure 1.4. Proposed mechanistic pathways for the reduction of CO2 on polycrystalline copper electrodes. 

Reproduced in full, with the permission of 20.  
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hindered by this lack of understanding and often relies on high-throughput screening.32 Therefore, 

to gain an understanding of the microenvironment and mechanisms at play in artificial 

photosynthesis, chemists have also relied on molecular catalysts as a proxy.  

Molecular electrocatalysts are small molecules, generally inorganic or organometallic 

compounds, that participate in the electron transfer (at an electrode) and accelerate the rate of 

reaction for the conversion of CO2 to products.33 These catalysts both supply charge and perform 

inner sphere chemical reduction of the kinetically stable substrate. Additionally, the redox 

potential of these electrocatalysts should match the thermodynamic potential needed to perform 

these transformations.34 A particular advantage to molecular catalysts is the degree to which these 

parameters can be controlled through the optimization of the ligand, metal of choice, and electronic 

configuration.35 This degree of control has led to a high degree of understanding of artificial 

photosynthetic systems.  

1.3 Learning from Molecular Catalysts for CO2 Conversion 

The first molecular electrocatalysts for the reduction of CO2 were reported in the 1970s 

and 1980s. These reports included metal phthalocyanine,36-37 metal tetraaza-macrocycles,38-39 late 

transition metal phosphine,40 and Re bipyridyl carbonyl complexes.41 Since these initial reports, 

the field has identified new dimensions for the optimization of these systems, including solvent, 

electrolyte, and applied bias.21 However, due to the kinetic challenges of multiple electron and 

proton steps required to convert CO2 to products such as methanol, molecular catalysts in artificial 

photosynthetic systems convert CO2 into the more kinetically viable two-electron reduction 

products, CO and formic acid.21  

Both reduction products represent not only economically interesting targets, but crucial 

artificial photosynthetic intermediates. First, the production of clean, renewable CO allows for 
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direct implementation of in Fischer-Tropsch technology, allowing for conversion to liquid fuels.42 

Additionally, CO is a key intermediate in the electrochemical reduction of CO2 to higher order 

products, particularly on Cu electrodes.20, 31 Consequentially, formic acid and its conjugate base, 

formate, is a catalytic dead end in the electrochemical reduction of CO2 on heterogeneous 

electrodes.20 However, formic acid itself is of interest because of its use in fuel cells,32 use as a 

hydrogen storage carrier,43-44 or implementation in tandem catalysis as a pathway to form more 

reduced fuels.45-46  

1.4 Mechanistic Insights 

While the aim of this thesis is to understand the mechanisms responsible for hydride 

transfer in artificial photosynthetic systems, it is important to also understand the mechanistic 

insights that lead to the formation of the other reduction product, CO. Importantly, the two products 

are formed via two distinct mechanistic pathways (Figure 1.5). Where formate is made via the 

initial protonation of the active site followed by direct transfer of a hydride to CO2, reduction to 

CO requires the direct addition of CO2 to the active site followed either by subsequent protonation 

of the adduct to form a hydroxycarbonyl,47-49 follow by subsequent protonation and reduction for 

form CO and H2O or by deoxygenation of the reduced CO2 intermediate in multi-metallic50-52 or 

Lewis acid assisted pathway.53-55 to produce CO and CO3
2-. Due to this, the active site and 

microenvironment play a critical role in product selectivity.  
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First, the metal center and ligand architecture play a huge role in the selectivity of CO2 

reduction.21 As stated previously, the redox potential of these electrocatalysts must match the 

thermodynamics the chemical potential needed to perform CO2 reduction. Practically, this results 

in the vast majority of the molecular electrocatalysts being late-transition (Group 6 or later) metal 

inorganic or organometallic complexes with stable, low oxidation states21. Additionally, the use of 

σ-donating ligands, such as imines, amines, and phosphines, play a crucial role in allowing for the 

increased electron density on the metal center.21 Furthermore, π-accepting carbonyl ligands or 

redox active bipyridines, porphyrins, or other aromatic ligands are commonly used to stabilize low 

oxidation state metal centers.21 The combination of metal center and ligands allows for the fine 

tuning of the molecular orbitals involved in reduction of CO2. Importantly, the formation of a metal 

Figure 1.5. The possible mechanistic pathways for the two-electron reduction products of CO2 or hydrogen evolution 

at a single metal active site.  
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hydride requires the electron density to be localized in the dz2 orbital, whereas selective CO2 

binding can be achieved by the involvement of both σ and π interactions in the active site.56-58 

Second, the optimization of the microenvironment around the catalytic active site, 

including the solvent, proton source, and electrolyte, play a crucial role the product selectivity.21 

Thus, the strength of the proton source in the selected medium for catalysis is consequential. For 

the formate pathway, the proton source must be strong enough to protonate the reduced metal 

center.59 The second step requires the insertion of CO2 into the metal hydride bond. However, this 

tends to be the slow step in the catalysis.49, 59-60 Consequently, if the proton source is too strong, 

the kinetics of CO2 insertion will be beat out by the protonation of the hydride to form H2.
59, 61 

However, if the proton source is too weak, it will not protonate the metal center, leading to the 

catalyst going down the CO pathway.56, 62 Specifically, for the CO and H2O pathway, the second 

step requires the strength of the acid to be strong enough not only to protonate the adduct to form 

a hydroxycarbonyl, but to further provide another proton to form water and a carbonyl. Too weak 

of an acid to protonate the intermediates and the catalyst must proceed down the entropically less 

favored bi-metallic pathway.63  

Chapter 2 discusses these effects in detail, discussing how the microenvironment and 

multiple catalysts formed upon the reduction of a hydrogenase mimic lead to an array of reduction 

products. In addition, it discusses how the combination of spectroscopy, electrochemistry, and 

density functional theory are used to narrow down the specific compounds that are likely 

intermediates in the catalytic cycle.  

Chapter 3 focuses on understanding the formate pathway, in this case, by using the reverse 

reaction (formic acid decomposition), and transfer hydrogenation to understand the kinetics, 

thermodynamics, and role of metal hydrides in artificial photosynthetic systems. This work is 



10 

 

specifically aimed at understanding how the thermodynamic ability of a substrate to transfer a 

hydride, known as hydricity, can be used to understand the energetics of different steps of the 

catalytic cycle and can be applied to new systems such as transfer hydrogenation.  

Finally, Chapter 4 discusses how the immobilization of well-understood molecular 

catalysts on conducting surfaces provides insight into the microenvironment at heterogenous 

surfaces. Specifically, by the combination of synthetic technique, surface sensitive spectroscopy, 

and computational chemistry, a descriptive picture of the surface can be made. From this, future 

reactivity is speculated, with addition insights into other immobilized systems.  
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CHAPTER 2. A Reexamination of CO2 Reduction with Fe2S2 

Hydrogenase Mimics: Unexpected Role of Mono and Trinuclear Species 

2.1 Introduction 

The continued increase in atmospheric CO2 and the eventual depletion of petrochemical feedstocks 

have sustained a continued interest in the utilization of CO2 as a C1 source for liquid fuels.1-3 A 

viable route for this process is the electrocatalytic reduction of CO2 using homogeneous catalysts.4-

8 To this end, transition metal catalysts containing earth abundant metals such as Mn9-18, Ni19-27, 

Co,23, 28-32 and Fe33-40 have been extensively studied in recent years.  The two simplest 

transformations, the two electron, two proton reduction of CO2 to CO or formic acid are of 

considerable interest for further utilization in Fischer-Tropsch chemistry and formic acid fuel cells, 

respectively.41-43 The selectivity between the two products relies on two distinct initial reactions 

(Figure 2.1). Where formate is made via the initial protonation of the active site followed by direct 

transfer of a hydride to CO2, reduction to CO requires the direct addition of CO2 to the active metal 

site followed either by subsequent protonation of the adduct to form a hydroxycarbonyl,44-46 or by 

deoxygenation of the reduced CO2 intermediate in multi-metallic47-49 and Lewis acid assisted 

systems.15, 34, 50 Due to this, the active site and proton source play a critical role in product 

selectivity.  Therefore, understanding the mechanisms that lead to selectivity of one product over 

the other allows for rational design of new catalysts and systems that are optimized for high product 

selectivity. 
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 One type of catalyst of interest for these types of reactions are the [FeFe] hydrogenase 

mimics. These catalysts have been shown to have multiple protonation and reduction pathways for 

the hydrogen evolution reaction (HER) that involves Fe-Fe cooperativity.51-53  FeFe hydrogenase 

mimics have been shown to catalyze (HER) with both strong and weak acids.54-55 Due to its 

selectivity with protons, it has been shown that, using a weak acid, Fe2(μ-bdt)(CO)6 (where bdt = 

benzene-1,2-dithiolate) was able to reduce CO2 to formate as the major product.38, 56 However, the 

mechanism for this pathway is poorly understood and it is unclear if this reactivity is mimicked 

using other bridging dithiolate ligands. Herein, we describe the electrochemical behavior of Fe2(μ-

pdt)(CO)6, 1, [where pdt = propane-1,3-dithiolate] for CO2 reduction. 

Figure 2.1. The multiple competing pathways that arise in CO2 reduction catalysis. Following the two-electron 

reduction of the active site (M), there are two distinct pathways that can lead to different product selection. If M is 

protonated, then the products that arise can be H2 from HER or HCO2
- from CO2 insertion. However, if CO2 binds, 

CO is formed either from the subsequent protonation and formation of H2O or from the anhydrous route of CO2 

disproportionation where CO and CO3
2- are formed, usually through a bimetallic pathway. 
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2.2 Results 

2.2.1 Cyclic Voltammetry  

The electrochemical properties of 1 have been previously reported in acetonitrile.52, 57-59 

The complex exhibits a one electron quasi-reversible reduction at -1.65 V vs Fc+/0  followed by 

two smaller, irreversible one-electron reductions at -2.18 and -2.33 V vs Fc+/0 and one oxidation 

at -0.69 V vs Fc+/0 (Figure 2.3A). The irreversibility of the reductions reveals that each reduction 

is followed by a chemical change of the compound. The first reduction of 1 has been shown to be 

a single electron reduction to 1* followed by dimerization of the radical species to form 2 (Figure 

2.2).58, 60 This is confirmed by infrared spectroelectrochemistry (IR-SEC, vide infra), showing the 

formation of 2 at potentials negative of the first reduction (Figure 2.4 A). By increasing the scan 

rate, the first reduction becomes more reversible and the oxidation at -0.69 V vs Fc+/0 disappears, 

confirming they are part of the diffusion limited dimerization process (Figure 2.7). At higher scan 

rates, the second and third reduction become a single, irreversible reduction at -2.16 V vs Fc+/0 

confirming that the second and third reductions are from the dimer that is formed (Figure 2.8).  

Under CO2 and in the absence of a proton source, CV shows catalytic current onset at 

second reduction (Figure 2.3A). To suppress H2 evolution, the weak acid, MeOH (pKa of 29.0 in 

DMSO)61, was used as the proton source in this study. An increase in catalytic current is observed 

with increasing acid concentration, with icat/ip= 25.1  in 1 M MeOH compared to icat/ip= 17.5 

Figure 2.2. The previously reported electrochemical behavior of 1 in acetonitrile showing the dimerization 

of the complex following the one electron reduction. 
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without added MeOH (when the second reduction is used for ip). This relationship indicates a 

proton dependence (Figure 2.3B). In addition, when 1 M CD3OD is used, the icat/ip decreases to 

15.1 (Figure 2.10), indicating a kinetic isotope effect and further confirming that protons 

participate in a rate limiting step. However, in the presence of CO2 both with and without an added 

proton source, the CV (Figure 2.3) and IR-SEC (Figure 2.4A) at the first reduction remain 

unchanged. This indicates that neither CO2 nor MeOH reacts with the radical species formed after 

the first reduction and that the catalytic species comes from the reduction of the dimer, 2. 

2.2.2 Controlled Potential Electrolysis 

Controlled potential electrolysis (CPE) experiments under CO2 in the presence and absence 

of MeOH reveal that three products are made during catalysis. Electrolysis at the second reduction 

(-1.8 V vs Ag/AgCl, ~ -2.2 V vs Fc+/0) confirms that this system is catalytic for the reduction of 

CO2 with an added weak acid. The Faradaic efficiency (FE) for CO and H2 production was 

determined via gas chromatography. At the second reduction, the FE for CO is 16 ± 6% with H2 

accounting for of 56 ± 4% of the electrons passed. In addition, HCOOH was observed by NMR 

with a determined FE of 2.4% (Figure 2.13) through 3.8 turnovers relative to moles of 1 in solution. 

Figure 2.3. CV of 1 mM of 1 in dry MeCN with 100 mM TBAPF6  purged with A. Ar (red) and CO2 (blue) and 

B. purged with CO2 with added MeOH with a Ag/AgCl reference electrode, graphite counter electrode and glassy 

carbon working electrode and ferrocene (*) as an internal reference. Scan rate = 100 mV/s. 
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When the bulk electrolysis is run at the third reduction (-2.0 V vs Ag/AgCl, ~ 2.4 V vs Fc +/0), 

product distribution changes. While the major product, H2 (FE = 46 ± 14) and CO (12 ± 3%) 

remaining within error of the results obtained at the lower potential, HCOOH production 

(FE=12%) increases significantly, with 3.52 turnovers relative to the moles of 1 in solution. The 

increase in FE for HCOOH demonstrates that the product distribution in the presence of MeOH is 

dependent on applied potential and that the product formed after the third reduction is likely 

responsible for the formate formation. 

In the absence of proton source, the FE for CO decreases. The bulk electrolysis at the 

second reduction (-1.8 V vs Ag/AgCl, ~ -2.2 V vs Fc+/0) produced CO with a FE of 12 ± 3% with 

3.38 turnovers relative to the moles of 1 in solution. The major product remains H2 (FE = 86 ± 1%) 

with HCOOH (FE = 3%) detectable by NMR. However, in this case, the presence of H2 and 

HCOOH formation indicates that the active catalyst must scavenge protons from “adventitious 

water” in the solution, electrolyte (TBAPF6) or the CH3CN solvent.62 When bulk electrolysis is 

run at the third reduction (-2.0 V vs Ag/AgCl, ~ -2.4 V vs Fc+/0) with no added proton source, the 

Figure 2.4. A) IR-SEC of 5 mM of 1 in dry MeCN with 100 mM TBAPF6  purged with N2. Potentials are reported vs 

Fc+/0 B) Total faradaic efficiency and selectivity from 60 min CPE experiments with 1 (2 mM) under CO2 in the presence 

of 1 M MeOH (solid bars) and absence of MeOH (striped). 
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production of CO (FE = 7 ± 3) and H2 (FE= 74 ± 9%) remain the same within error of the catalysis 

at the second reduction. However, HCOOH production increases to 8%, confirming that HCOOH 

production is dependent on applied potential. This further demonstrates that the active species for 

HCOOH product is most likely formed after the third reduction. When the electrolysis is run 

without CO2 in 1 M MeOH in MeCN, H2 is made with a FE of 99 ±24% and CO is made with a 

FE of 10 ±1% for CO production with a total of 2.23 turnovers relative to moles of 1 in solution. 

This reveals that while under catalytic conditions, catalyst degradation accounts for some of the 

CO formed during electrolysis. 

2.2.3 Infrared Spectroelectrochemistry 

Infrared spectroelectrochemistry was employed to provide insight into the active species 

formed under applied potentials needed for catalysis. IR-SEC confirms the formation of the dimer, 

2, upon the first reduction, even in the presence of CO2 and weak acid. When the applied potential 

is increased beyond the second reduction (-1.8 V vs Ag/AgCl, ~ -2.2 V vs Fc+/0), the bands 

associated with the dimer persist, and IR-SEC reveals there is partial conversion of two new 

Figure 2.5. IR-SEC of 5 mM of 1 in dry MeCN with 100 mM TBAPF6  purged with CO2 A) without 

added MeOH B) and with 1 M MeOH. 
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species, with the presence of an intense band at 1741 cm-1 in the spectra and a further increase in 

intensity of  broad bands at 1901 cm-1 and 1861 cm-1 (Figure 2.4A). The strong intensity of the 

band at 1741 cm-1 is not consistent with a bridging CO ligand. In accordance with literature and 

our DFT analysis (see Chapter Appendix), we assign this band as the characteristic peak for 3, 

[Fe(CO)4]
2-, generally known as “Collman’s reagent.”63 This has also been shown to be a side 

product formed from the reduction of similar [FeFe] hydrogenase mimics.58 Upon further increase 

in applied potential to the third reduction (-2.0 V vs Ag/AgCl, ~ -2.4 V vs Fc+/0), the spectrum is 

dominated by bands at 2007 cm-1, 1889 cm-1, 1861 cm-1, 1757 cm-1, and 1741 cm-1 (as well as 

some minor species). Using a DFT (TPSSH functional64 with the Def2-TZVP basis set and 

utilizing a polarizable continuum model with acetonitrile as the solvent.65-66) scan of possible 

products (see Appendix)and previous literature reports,67 we determine that the other peaks 

correspond to the trinuclear Fe species, 4. 

When IR-SEC is done under a CO2 atmosphere, it allows for the determination of the 

kinetically slow steps or unreactive side products made in-situ during catalysis. When the applied 

potential is held past the second reduction in the absence of MeOH (-1.8 V vs Ag/AgCl, ~ -2.2 V 

vs Fc+/0), there is a decrease in the intensity (with respect to the spectra of 2) of the bands at 2017 

cm-1 and 1954 cm-1 as well as the appearance of two new bands at 1685 cm-1 and 1647 cm-1 (Figure 

2.5A). We assign these lower energy peaks as CO3
2-. This suggests an anhydrous mechanism 

involving the conversion of two equivalents of CO2 to CO and CO3
2-, similar to observation with 

other CO2 reduction catalysts.68-70 Utilizing DFT, independent synthesis (see Chapter Appendix), 

and literature precedents,58-59 the decrease in intensity of the two higher energy bands is assigned 

as the formation of 5 (Figure 2.6), from the single-electron reduction of 1 in the presence of CO 

gas produced during catalysis or the breaking of the dimer, 2. As a result of the coordinately 
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saturated nature of 5, it is likely that 5 is either off the catalytic cycle, or a slow step in the reduction 

of CO2.  When the potential is increased to the third reduction (-2.0 V vs Ag/AgCl, ~ -2.4 V vs 

Fc+/0), there is an increase in the intensity of the bands corresponding to CO3
2-

 as well as the 

formation of a new band at 1884 cm-1 (Figure 2.5A). DFT and previous literature precedent reveals 

that this is due to the formation of 3-H, [Fe(CO)4H]-,71  from the protonation of 3.   

When the applied potential is held past the second reduction in the presence of CO2 and 1 

M MeOH, the bands at 1685 cm-1 and 1647 cm-1 do not form, confirming the anhydrous route 

(Figure 2.5B). Instead, there is a single peak that forms at 1667 cm-1, which we assign to water,44 

a byproduct formed during CO2 reduction in the presence of protons. In addition, the band at 1884 

cm-1 corresponding to [Fe(CO)4H]-, 3-H, appears after the second reduction compared to the third 

in anhydrous conditions, revealing that the presence of a proton source allows for protonation of 

3 to form 6 at lower potentials. Like the product distribution between the second and third 

reduction in the presence of MeOH, there is little change in the spectra when the applied potential 

is beyond the third reduction (-2.0 V vs Ag/AgCl, ~ -2.4 V vs Fc+/0). The intensity of the band at 

1884 cm-1 corresponding to 6 slightly decreases and the intensity of the band at 1667 cm-1 

corresponding to water slightly increases in intensity.  

2.3 Discussion 

While the starting material, 1, is a precursor to the electrochemical reduction of CO2 to CO 

and HCOOH, the combined electrochemical, spectroscopic, and DFT analysis provides insight 

into the product selectivity and barriers to catalysis, especially when compared to similar 

compounds and systems. While the Fe2(μ-bdt)(CO)6 reported by Cheng38 undergoes a two-electron 

reduction at the -1.30 V vs Fc+/0, 1 undergoes only a single electron reduction at -1.65 V vs Fc+/0.  
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Literature precedent shows that using a stronger acid, such as acetic acid (pKa in MeCN = 22.6)72, 

is strong enough to react with the singly-reduced 1* to form a hydride species instead of dimerizing 

to form 2.52, 55 However, as determined by IR-SEC and CV the weak acid, MeOH, is not strong 

enough to protonate 1* prior to the formation of 2, indicating an electrochemical (E) process 

followed a chemical process (C)  prior to catalysis. The dimer, 2, needs a further reduction to 

convert to the active species.  

 As the potential is scanned negative of the first reduction of 1, the onset of catalytic 

potential corresponds to the formation of the bands associated with 2* and 3, as revealed in the in 

the IR-SEC study (Figure 2.16). The formation of 3 is a result of the labilization of the thiolate 

ligands due to the low formal oxidation state of the Fe upon the second reduction followed by 

decomposition. The catalysis in the presence of 2* and 3 produces syngas, as H2 and CO are 

formed in a roughly 3:1 mixture. The presence of CO3
2- in the IR-SEC indicates a change in 

mechanism for CO2 reduction like the one proposed in Figure 2.1, involving an anhydrous 

reduction/disproportionation of CO2. The drop in the yield of CO production under these 

conditions is likely due to the added barriers introduced from the need for a second equivalent of 

Figure 2.6. The electrochemical behavior of 1 determined via cyclic voltammetry, infrared spectroelectrochemistry, 

and density functional theory. 1 undergoes an ECECEC pathway, first forming a radical (1*), followed by dimerization 

to form 2. The reduction of 2 slowly converts to 3 at -2.18 V vs Fc+/0 and 4 at potentials greater than -2.33 V vs Fc+/0. 

Under catalytic conditions, 3 is protonated to form 3-H. Additionally, 5 is formed either from the reduction of 1 in the 

presence CO or from the Fe-S bond breaking in 2. 
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CO2 in the reduction/disproportionation mechanisms. Interestingly, H2 is still produced under these 

conditions, suggesting that the “adventitious water” is strong enough to protonate the hydride that 

is formed, but not strong enough to protonate the COOH-adduct to produce CO and water. 

 Another previously unobserved step in the di-iron complexes reported here is that the third 

reduction of 1 leads to the formation of 4, a trinuclear iron species which coincides with the 

increase of HCOOH production. The structure of 4 was determined via combined IR-SEC and 

DFT analyses. Several possible structures for the product were screened for their FTIR spectra 

using  TPSSH functional64 with the Def2-TZVP basis set. The DFT determined FTIR spectra of 4 

matches the bands that are formed upon the third reduction of 1. This reactivity is similar to that 

determined upon the reduction of similar FeFe hydrogenase mimics, with one bridging thiol.67  

Work by Berben and coworkers have shown that similar iron carbonyl clusters are selective for 

CO2 reduction to HCOOH.35-36, 73-75 Interestingly, they showed that there is an increase in 

selectivity for HCOOH with a weak proton shuttle.35 Further studies will be needed to determine 

if the thiolate in 4 can mimic this reactivity.   

2.4 Conclusion 

In conclusion, reduction of CO2 by 1 with and without weak acid was explored. By a 

combination of CV, IR-SEC, and DFT efforts, it was determined that the active catalyst is formed 

after the formation of the dimer, 2, in solution. The reduction of this dimer leads to the formation 

of the catalytically active species. IR-SEC indicates that at potentials needed for the onset of 

catalytic current, reduction of the dimer occurs, forming 2* and the mononuclear species, 

[Fe(CO)4]
2- (3). In the presence of these compounds, the system is selective for H2 evolution and 

CO production with traces of HCOOH produced. However, upon the formation of trinuclear Fe 

species 4, there is an increase in the formation of HCOOH. The formation of three distinct species, 
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each with different activities for CO2 reduction and HER is the cause for the range of products 

formed during catalysis. Additionally, two other products were determined to be formed during 

catalysis. IR-SEC under catalytic conditions revealed that coordinatively saturated 5 forms, either 

due to the breaking in a Fe-S bond in 2 or from the reaction of 1* with CO. In addition,  3-H is 

formed by the protonation of 3. It is determined that 3-H and 5 are likely to be measured as they 

are formed during a slow step in catalysis or as a decomposition product.  

2.5 Methods and Materials 

2.5.1 General Considerations 

Complexes 1, 2, and 5 were prepared via literature reports. Reactions were performed using 

standard Schlenk-line and glove box techniques under an atmosphere of nitrogen. Flash column 

chromatography was performed on a Teledyneisco CombiFlash Rf200 using SiO2 or neutral 

alumina loaded columns. All reagents were purchased from commercial sources and were used 

without further purification unless otherwise noted. Acetonitrile was stored under argon and dried 

on a custom dry solvent system over alumina columns and stories over molecular sieves before 

use. Tetrabutylammonium hexafluorophosphate (TBAPF6, Aldrich, 98%) was twice recrystallized 

from methanol and dried under vacuum at 90 °C for 16 h before use. 

2.5.2 Instrumentation 

1H NMR spectra were recorded on a JOEL 400 MHz spectrometer. 1H NMR chemical shifts are 

reported relative to TMS (δ=0) and referenced to residual solvent proton peaks. FTIR spectra were 

recorded on a Thermo Scientific Nicolet 6700. Acquired spectra were averaged over 32 scans at a 

4 cm-1 resolution. Gas samples were analyzed on a Hewlett-Packard 7890A Series Gas 

Chromatogram with two molsieve columns (30m × 0.53 mm i.d. × 25 μm film).  
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2.5.3 Cyclic Voltammetry (CV) 

Electrochemical experiments were performed in 0.1 M tetra-n-butylammonium 

hexafluorophosphate solution in 5 mL acetonitrile with 1mM catalyst using a BAS Epsilon 

potentiostat. Ferrocene was used as an internal standard (1 mM) for all scans. A scintillation vial 

with a custom fitted top was used, utilizing a 3 mm diameter glassy carbon electrode (from BASi) 

as the working electrode. The counter electrode was a Pt wire, and the pseudoreference electrode 

was a Ag/AgCl electrode that was separated from solution by a Vycor tip and a glass tube that was 

filled with 0.1 M TBAPF6 solution in MeCN. The Pt wire was flame-treated with a butane torch 

before use. The glass carbon electrode was polished on 15-, 3-, and 1-micron diamond paste, rinsed 

with methanol and dried under a stream of nitrogen prior to use. To minimize the amount of solvent 

loss and adventitious water buildup, for all experiments, argon and “bone dry” CO2 were first run 

through their own Drierite columns then through a sealed vial of dry MeCN filled with 3 Å sieves. 

An oven-dried cannula was used to transfer the MeCN-saturated, dry gas to the electrochemical 

set up. Electrochemical solutions were sparged for at least 10 minutes prior to the start of data 

collection and kept under a blanket of gas during experiments. Ohmic drop was corrected using 

the potentiostat’s iR-compensation tool, correcting for 90-100% of the measured resistance.  

2.5.4 Infrared Spectroelectrochemistry (IR-SEC) 

Infrared Spectroelectrochemistry (IR-SEC) was preformed using a custom-built IR-SEC cell 

consisting of a 1 cm diameter glassy carbon working electrode, a Pt counter electrode, and a Ag 

pseudo-reference electrode that have been polished to a mirror finish. Under an atmosphere of 

either Ar or CO2, the cell was loaded with an acetonitrile solution consisting of 1 (5 mM) and 

TBAPF6 (0.1 M) and, when applicable, 0.1 M MeOH. The potential of the IR-SEC cell was 

controlled using a BAS Epsilon potentiostat. Thin-layer controlled electrolysis was monitored 
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via reflectance spectroscopy off the polished glassy carbon working electrode and infrared 

spectra were collected on a Thermo Scientific Nicolet 6700. All the potentials were in reference 

to a pseudoreference electrode, Ag/Ag+ (~ +400 mV from the Fc/Fc+ couple). 

2.5.5 Computational Benchmarking 

All Calculations were run in Gaussian 16.76 The method used was tested by benchmarking 

functionals and basis sets against the experimental spectrum of 5 in acetonitrile, arriving at the 

following method which required no scaling factor for good agreeance with the empirical infrared 

spectra. The final optimizations and frequency calculations were ran with the TPSSH functional64 

with the Def2-TZVP basis set77 utilizing a polarizable continuum model (PCM) with acetonitrile 

as the solvent.65-66 When possible initial geometries were set using available crystallographic data, 

and otherwise drawn in Avogadro78 and preliminarily optimized using the UFF force field.79 The 

resulting vibrational spectra were visualized using Gabedit.80  

2.5.6 Synthesis of 1 

The synthesis of 1 followed previously published literature precedent.81 Briefly, in a round bottom 

flask, 0.600 mg (1.19 mmol, 1 eq) of Fe3(CO)12 was added to 100 mL toluene. The solution was 

sparged with nitrogen and 0.258 g of 1,3-propanedithiol (2.38 mmol, 2 eq, 0.239 mL) was added 

via a syringe. The resulting solution was put under N2 and heated to reflux for 2 hrs. The solution 

was then removed to heat allowed to cool for 30 minutes. The solvent was then removed via rotary 

evaporation and the resulting solid was purified via column chromatography to give a red solid. 

The solid was recrystallized by slow evaporation of hexane to give analytically pure product. (63% 

yield) 

IR (FTIR) in MeCN νmax(CO) [cm-1]: 2074, 2034, 1995. 

1H NMR (500 MHz, MeCN-d3) δ /ppm 1.75-1.80 (m, 2H), 2.18 (t, 4H, J=5.9 Hz) 
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2.5.7 Synthesis of 5 

The synthesis of 5 followed previously published literature precedent.59 Briefly, in a Schlenk flask 

containing a stir bar and ~10 mL of dry tetrahydrofuran, 1 (50 mg, 0.130 mmol, 1 eq) and 

18-crown-6 (34.2 mg, 0.130 mmol, 1 eq) was added. In a separate Schlenk flask containing ~5 mL 

tetrahydrofuran, NaBH4 (9.80 mg, 0.260 mmol, 2 eq) was added. Using Schlenk line techniques, 

both solutions were degassed via the freeze-pump-thaw method followed by the addition of CO 

the flasks. Using a canula, the solution of NaBH4 was slowly added dropwise. The solution was 

allowed to stir for 30 min to give a dark-green solution. The solvent was removed under vacuum 

the flask was moved to a N2-filled glovebox. The green oily substance was washed with diethyl 

ether and toluene and further dried under vacuum to give a green solid.  

IR (FTIR) in THF νmax(CO) [cm-1]: 2023, 1969, 1936, 1920, 1742.  
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2.7 Appendix 

2.7.1 Scan Rate Studies 

  

Figure 2.7. CVs of 1mM 1 showing the scan rate dependence of the first reduction. CVs in dry MeCN with 

0.1 M TBAPF6 purged with N2 with a glassy carbon working electrode, Pt wire counter electrode and 

Ag/AgCl pseudoreference electrode and Fe(Cp)2 as an internal reference. 
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Figure 2.8. CVs of 1mM 1 showing the scan rate dependence of the second and third reduction. CVs in dry MeCN 

with 0.1 M TBAPF6 purged with N2 with a glassy carbon working electrode, Pt wire counter electrode and Ag/AgCl 

pseudoreference electrode and Fe(Cp)2 as an internal reference. 
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2.7.2 Proton Dependence on CO2 Reduction 

 

 

  

Figure 2.9. CVs of 1mM 1 in dry MeCN with 0.1 M TBAPF6 purged with CO2 with a glassy carbon working electrode, 

Pt wire counter electrode and Ag/AgCl pseudoreference electrode and Fe(Cp)2 as an internal reference. MeOH is 

titrated in between scans, showing a proton dependence 
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2.7.3 Isotope Dependence on CO2 Reduction in CV 

 

 

 

 

 

 

 

Figure 2.10. CV of 1 mM Fe2(pdt)(CO)6 in dry MeCN with 1 M MeOH (red) and 1 M CD3OD (green) 

in 100 mM TBAPF6  purged with CO2 with a Ag/AgCl reference electrode, graphite counter electrode 

and glassy carbon working electrode. Scan rate = 100 mV/s. 
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2.7.4 Controlled Potential Electrolysis 

 

 

 

 

 

 

 

 

 

Figure 2.11. CPE of 2 mM Fe2(pdt)(CO)6 in dry MeCN under CO2 (red and maroon) with 1 M MeOH (grey and 

black) and under Ar (blue) with 100 mM TBAPF6  with a Ag/AgCl reference electrode, graphite counter electrode and 

glassy carbon working electrode. Potentials are reported to versus Fc+/0
. 
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2.7.5 Product Analysis of Controlled Potential Analysis 

2.7.6 NMR of products made during CPE 

Figure 2.12. Total faradaic yield and selectivity of the products obtained from CPE experiments shown in Figure 

2.11. 

Figure 2.13. 1H NMR following extraction of soluble products formed during NMR. Maleic acid (internal 

standard) at 6.29 ppm and formic acid at 8.10 ppm are identified. 
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2.7.7 GC trace of CPE headspace 

  

Figure 2.14. Gas chromatogram of headspace during a CPE run of 1 (2 mM) in dry acetonitrile with added MeOH (1 

M) sparged with CO2. The upper trace shows the formation of CO while the bottom shows the formation of H2. Both 

traces show CH4, the internal standard.  
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2.7.8 General Procedure for Chemical Reductions 

In a N2 filled glovebox, to a solution of 1 (25 mg, 64.8 μmol) in THF (3 mL), a suspension of a 

slight excess of equivalents of KC8 was added at -40 °C. The mixture was stirred and allowed to 

warm to room temperature. The mixture was then filtered through celite. The resulting solution 

was placed in an air-tight IR cell and the resulting spectra was recorded.  

 

  

Figure 2.15. FTIR comparing the products made during chemical reductions of 1  with KC8 (red, top) and the products 

made during electrochemical reductions of 1 (5 mM) in dry acetonitrile with 0.1 M TBAPF6 
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2.7.9 Scan of different potentials using IR-SEC 

 

 

 

 

 

 

 

Figure 2.16. IR-SEC of 1 (5 mM) in dry acetonitrile with 0.1 M TBAPF6 at different applied potentials (vs Ag/AgCl). 

The graph shows the formation of the peak at 1735 cm-1, identified as [Fe(CO)4]2- begins at -1.6 V vs Ag/AgCl and 

grows as more applied potential is applied.  
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2.7.10 Time dependence on IR-SEC  

 

 

Figure 2.17. Time dependence on the conversion of the dimer, 2 (5 mM in dry acetonitrile with 0.1 M TBAPF6), to 

products 2*, 3, and 4 at -1.8 V vs Ag/AgCl via IR-SEC. 

Figure 2.18. Time dependence on the conversion of the dimer, 2 (5 mM in dry acetonitrile with 0.1 M TBAPF6), to 

products 2*, 3, and 4 at -2.0 V vs Ag/AgCl via IR-SEC. 
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2.7.11 IR-SEC under Ar with 1 M MeOH 

When MeOH is added, the bands formed after the second and third reduction due to the 

onset of catalytic activity. When the applied potential is held just past the second reduction (-1.8 

V vs Ag/AgCl, ~ -2.2 V vs Fc+/0), there are minor bands that are formed at 2003 cm-1, 1889 cm-1, 

1867 cm-1, 1752 cm-1,  and 1662 cm-1 (Figure 2.19). The first four of these bands are similar to 

those found in the after the third reduction (-2.0 V vs Ag/AgCl, ~ -2.4 V vs Fc+/0) in the absence 

of proton source. As this is a bulk technique, it is likely that the compound corresponding to these 

bands are either the slow step in the reactivity with MeOH or inactive towards methanol and the 

peak at 1741 cm-1 corresponds to a compound that reacts with MeOH. When the applied potential 

Figure 2.19. IR-SEC of 5 mM of 1 in dry MeCN with 0.1 M TBAPF6 and 1 M MeOH purged with Ar. 
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is increased beyond the third reduction, the band at 1970 cm-1 decreases in intensity as the band at 

1752 cm-1 increases. The increase in intensity of the band at 1752 cm-1 matches that of the increase 

in intensity of the band formed after the third reduction of 1 in the absence of proton source.  

2.7.12 Possible Intermediates Used in DFT Study 

  

Figure 2.20. The hypothesized structures of the compounds formed under catalytic conditions that were used in the 

initial DFT screening.  
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2.7.13 DFT Computed FTIR of Potential Structures 

 

Figure 2.21. DFT determined structures of 1-6 TPSSH functional with the Def2-TZVP basis set utilizing a polarizable 

continuum model (PCM) with acetonitrile as the solvent. 
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CHAPTER 3. Hydricity as a Guide in H2 Evolution, Formic Acid 

Decomposition, and Transfer Hydrogenation: A Case Study with 

Ir(Cp*)(2-phenylpyridine)H 

3.1 Introduction 

Transfer hydrogenation (TH) is one of the fundamental catalytic transformations in organometallic 

chemistry with applications ranging to pharmaceuticals to fuels to food.1-3 This reaction can be run 

in the absence of H2 gas, using safe, readily available, and inexpensive sources.1 There is a wide 

scope to the reaction, with catalysts optimized to reducing ketones,4-9 imines,10-13 olefins,14-16 and 

CO2,
17 with low loadings and high turnover frequencies.   

The mechanism of TH involves three key steps (Figure 3.1). First, a hydride is transferred 

from the hydrogen carrier, (e.g. as formate), to the organometallic catalyst. From this point, the 

reaction can proceed in one of two ways. To complete the TH catalytic cycle, the metal hydride 

Figure 3.1. The generic mechanistic steps for formic acid decomposition and transfer hydrogenation.  
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will transfer to the substrate, such as an olefin. This transfer is quickly followed by protonation of 

the substrate to produce the reduced, hydrogenated product.18 However, the metal hydride may 

instead react directly with the proton source, forming H2 gas, and thus completing a separate 

reaction pathway known as formic acid decomposition.19-21 The thermodynamic ability for a 

substrate to donate a hydride, known as hydricity, gives chemists a tool to understand and predict 

these transformations and can provide insights into new catalytic designs.22-23  

Herein, we determine the hydricity of Ir(Cp*)(ppy)(X) (where X = Cl, H) in MeCN and 

predict the subsequent reactivity in the transfer hydrogenation of cyclohex-2-en-1-one using 

tetrabutylammonium formate formic acid ([Bu4N][HCO2
-]2H) as the hydrogen source. The 

kinetics and selectivity of these processes are then explored. This work provides a thermodynamic 

bases for transfer hydrogenation and formic acid decompositions and provides insights into future 

catalyst design.  

3.2 Results and Discussion 

3.2.1 Thermodynamics of Cl- Dissociation  

A general method in transfer hydrogenation literature is the use of a precatalyst.1, 3 For 

improved stability in air and ease of handling, the use of a labile ligand, such as a halide, in transfer 

hydrogenation, precatalysts are ubiquitous. While it is rarely mentioned, the use of a precatalyst 

has  an energetic cost associated with it, that may have consequential effects on the catalytic 

activity. To determine the thermodynamic penalty for this catalyst, the equilibrium of Cl- binding 

was determined. This was done by the titration of Ir-MeCN in dry MeCN-d3 with [Bu4N][Cl], with 

the equilibrium determined by 1H NMR. Using the [Bu4N]+ hydrogen atoms as an indirect 

measurement for the total Cl- added to the solution and the Cp* signals to determine the ratio of 

Ir-Cl and Ir-MeCN. The conversion of Ir-MeCN to Ir-Cl was immediate in the presence of added 
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[Cl-]. Following the determination of Ir-MeCN to Ir-Cl concentrations at seven different 

concentrations of added Cl, the ΔG°Cl dissocn. was determined to be 1.6 ± 0.5 kcal/mol.  

3.2.2 Thermodynamic Hydricity of Ir(Cp*)(ppy)H 

The key steps in TH and formic acid decomposition depend on the ability of the catalyst to 

donate a hydride. The thermodynamic ability of a substrate to donate a hydride, known as hydricity 

(ΔG°H-), is essential for understanding this step. To accurately determine the energetics to enter the 

TH cycle, both the hydricity (Equation 3.4) and apparent hydricity (Equation 3.6) must be 

determined. This can be done via several methods. The potential-pKa method proved inconclusive, 

as Ir-H was stable in MeCN, even upon the addition of the strong base, NaOMe, dissolved in t-

BuOH. Instead, hydricity was determined via the H2 heterolysis method, utilizing Et3N as the base. 

Due to previous reports of the Ir-H reacting with Ag+ to from a trimetallic-dihydride species,24 the 

chloride in 1-Cl was extracted using an excess of NaPF6 in dry MeCNd3 under N2 to form Ir-

MeCN-d3 . The resulting NaCl was filtered off prior to hydricity determination. To determine the 

equilibrium of H2 heterolysis, a total of four reactions were run in parallel with varying mixtures 

of Et3N:[Et3NH][PF6] added to an NMR tube containing Ir-MeCN-d3 in dry MeCN-d3. Following 

the addition of 1 atm of H2, 1H NMR determined the equilibrium was achieved after 48 h. The ratio 

of Ir-H and Ir-MeCN was determined via integration of the Cp* signals in the NMR. The 

equilibrium constant was determined to be 15±8 atm. By substituting this value into Equation 3.1, 

Figure 3.2. The structure of Ir-H, Ir-MeCN, and Ir-Cl as well as the relevant reactions between them (left). The 

relevant equations for the determination of the thermodynamic hydricity of Ir-H and apparent hydricity of Ir-Cl 

through the H2 heterolysis method. 
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with the pKa of Et3N in MeCN (18.83),25 and value obtained in Equation 3.5, the hydricity of Ir-

H was determined to be 48.8 ± 0.2 kcal/mol. In context, Ir-H is more hydridic than [Ir(Cp*)(2,2’-

bipyridine)H]+ (62.0 kcal/mol). The difference of 13.2 kcal/mol shows the relative difference the 

change in ligand and overall charge of the complex can make on the hydricity. In addition, the 

complex is slightly more hydridic (ΔΔG°H- = 0.8 kcal/mol) than the isoelectric Rh(Cp*)(ppy)H. 

When the binding of Cl is considered, the apparent hydricity for Ir-H going to Ir-Cl can be 

determined. By combining ΔG°Cl- dissocn with the determined hydricity, the apparent hydricity, 

ΔG°H-(Cl), was determined to be 47.2 kcal/mol.  

3.2.3 Formic Acid Decomposition 

The determination of the two hydricity values of Ir-H allows for the prediction of the 

reactivity of catalyst with the hydrogen source, [Bu4N][HCO2]2H for the formic acid 

decomposition pathway. First, both ΔG°H-(MeCN) and ΔG°H-(Cl) are less hydridic than formate 

(ΔG°H- = 44 kcal/mol in MeCN),26 therefore, the transfer of the hydride from formate to the catalyst 

is favored (Figure 3.2). Experimentally, when either Ir-MeCN or Ir-Cl is added to a solution 

containing [Bu4N][HCO2]2H in dry MeCN-d3 at room temperature, the formation of Ir-H can be 

detected by NMR in less than 1 hr. However, at this temperature, the reaction is slow, and the yield 

is minimal. When the reaction is run at 80°C, there is significant detection of CO2 in the headspace 

via FTIR after 2 h.  

 Once Ir-H is formed, the next step in the catalytic cycle is the subsequent protonation of 

the Ir-H to form H2. This step is not only dependent on the hydricity of the metal hydride but the 

strength of the acid in solution. For this experiment, the pKa of HCOOH is 20.9 in MeCN.27 Using 

Equation 3.1, the driving force for the protonation of Ir-H to form H2 is unfavorable, with ΔG°H2 

formation = 1.5 kcal/mol. When this reaction is tracked by NMR at room temperature using either the 
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Ir-Cl or Ir-H, there is some formation of H2 gas after 24 h. Interestingly, when starting with the 

Ir-Cl, only the starting material and Ir-H are detected, with no detectable Ir-MeCN. When the 

starting material is Ir-H, the only change in the NMR over the reaction is the production of a H2 

peak at 4.4 ppm. This indicates things about the kinetics for formic acid decomposition. First, the 

presence of Ir-Cl after 24 h, indicates that, in addition to thermodynamic barrier of Cl- dissociation, 

there is also a kinetic barrier that hinders the overall turnover rate of the catalyst. Second, the 

buildup of Ir-H with no detectable Ir-MeCN indicates that the rate limiting step in the turnover 

of the catalyst for formic acid decomposition is the protonation of the Ir-H rather than the transfer 

of the hydride from formate to Ir. 

To further investigate the change in rate the addition of the Cl had on the catalyst, the 

formic acid decomposition was studied at 80°C and the turnover frequency was determined via 

gas measurement (Figure 3.3). Using 1% catalyst loading of Ir-Cl, the turnover frequency (TOF) 

Figure 3.3. The turnover number over time of the decomposition of formic acid to CO2 and H2 using Ir-H (red) and 

Ir-Cl (black). 
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for the formic acid decomposition after 2 h was determined to 28 h-1. When the experiment is rerun 

starting with Ir-H, the turnover frequency almost doubles (TOF = 50 h-1) (Figure 3.3). By using a 

combination of GC and FTIR, it was determined that the Ir catalyst was selective for formic acid 

decomposition, with no detection of any dehydration products (CO and H2O). Additionally, for 

the Ir-Cl catalyst, the turnover number (TON) over time is not linear. There appears to be an onset 

time due to the TON after 30 minutes being only 6.2 ± 3.9, which clearly indicates that the loss of 

Cl is an initial barrier to catalysis.  

3.2.4 Hydrogen Evolution 

Since the kinetics obtained during formic acid decomposition consisted of both the 

oxidation of formate to produce Ir-H and CO2 and the subsequent protonation of the hydride to 

form H2, a different method was required to investigate the kinetics involved in the 

thermodynamically uphill, second step of the formic acid decomposition pathway. To do this, 

Figure 3.4. The conversion of Ir-H to H2 as determined from NMR upon the addition of a slight excess (1.1 eq total 

added, 10% excess) of a proton source with a known pKa in MeCN.  
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1H NMR was used to determine the reactivity of Ir-H with several acids of known pKas in MeCN. 

Specifically, a slight excess (1.1 eq total added, 10% excess) of a known acid was added to an 

NMR tube containing Ir-H and the ratio of Ir-H:Ir-MeCN was tracked over the space of 4 h. 

Figure 3.4 shows that a stronger acid corresponds with faster H2 evolution. In this case, the 

thermodynamic driving force seems to influence the overall rate. When this is considered along 

with the NMR studies, the rate of formic acid decomposition by the Ir(Cp*)(ppy)(X) catalyst is 

limited by H2 evolution.  

Table 3.1 The pKa and driving force for H2 evolution using Equation 3.2 for the acids used in 

Figure 3.3  

 [DBU-H][PF6] [HNEt3][PF6] [C5H5NH][PF6] 

pKa 24.31 18.83 12.53 

ΔG°H2 with Ir-H 

 (kcal/mol) 

6.1 -1.3  -9.9  

 

The determination of the rate limiting step provides several insights into future catalytic 

optimizations for formic acid decomposition over transfer hydrogenation. First, in MeCN, for both 

HCOO- oxidation and subsequent H2 evolution to be thermodynamically favored with the current 

Ir-H catalyst, the pKa of the acid must be below 19.94. However, if the hydrogen source remains 

[Bu4N][HCO2]2H, then the hydricity of the metal hydride must be between 44 and 47.5 kcal/mol, 

leading to a loss in thermodynamic driving force for the oxidation of HCOO-. Additionally, the 

sluggish H2 evolution allows for utilization of the Ir-H and [Bu4N][HCO2]2H in an efficient 

transfer hydrogenation system. 
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3.2.5 Transfer Hydrogenation of 2-cyclohexen-1-one 

The determination of the hydricity of Ir-H also can be used to gain some insight into the TH of 

alkenes and ketones in MeCN. One TH substrate of interest is 2-cyclohexen-1-one, as it contains 

both a ketone and a C=C double bond, both of which can be hydrogenated. While the hydricity 

has not been directly measured for 2-cyclohexen-1-one in addition to most alkenes and ketones, 

the hydride affinity (ΔH°H-) of several similar compounds has been measured in MeCN. This 

hydride affinity provides insight into the possible selectivity of the TH reaction. Hydride affinity 

is defined as the enthalpy change during the reaction of an unsaturated bond with a free hydride 

ion to form the subsequent carbanion.28 In MeCN, the ΔH°H- of ketones (ΔH°H- between -30 and -

45 kcal/mol),29 are less energetically favorable to reduce than alkenes (ΔH°H- between -50 and -65 

kcal/mol).30 This difference allows for the prediction that in a TH setup with Ir-H, as the first 

hydrogenation product should be cyclohexanone rather than cyclohex-2-en-1-ol. Additionally, if 

the Ir-H is strong enough, it can further reduce cyclohexanone to form cyclohexanol.  

To determine the experimental hydrogenation selectivity of Ir-H in solution, TH using 

[Bu4N][HCO2]2H as the hydrogen source was monitored via NMR. By monitoring the reaction at 

lower temperatures (45°C), NMR determines that the only hydrogenation product is 

cyclohexanone, achieving full conversion from 2-cyclohexen-1-one  after 4 days. In addition, H2 

is detected, showing that while H2 was slow, the kinetics of the TH were not fast enough to outpace 

H2 evolution entirely. 

Figure 3.5. The conditions and product selectivity for the NMR scale transfer hydrogenation of 2-cyclohexen-1-one 

by Ir-H.  
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To understand how the formic acid decomposition pathway was affected upon the addition 

of a TH substrate, the gas evolution was monitored in an identical set up to formic acid 

decomposition. One might expect the overall rate for gas evolution to be slower from the addition 

of a TH substrate due to the  utilization of the hydrogen in TH rather than H2 evolution, but this is 

not the case. In fact, the overall rate of gas evolution outpaces formic acid decomposition, leading 

to clear plateau after one hour due to the overall depletion of [Bu4N][HCO2]2H. Product analysis 

reveals that while the reaction remains selective for hydrogenation of the alkene to form 

cyclohexanone, the yield is significantly lower (25% conversion). While the overall rate of gas 

formation increased, the yield indicates that there is still a significant amount of H2 production. 

This illustrates that though hydrogen evolution is the slow step in formic acid decomposition, the 

kinetics for TH are still slower, indicating a larger kinetic barrier for TH than for H2.  

Figure 3.6. The moles of gas produced over time during formic acid decomposition with Ir-H (red), Ir-Cl (black) and 

during the TH of 2-cyclohexen-1-one. 
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3.3 Conclusion 

The determination of the thermodynamic hydricity and apparent hydricity of 

Ir(Cp*)(ppy)X (where X = Cl, H) has been shown to provide insight into the mechanisms involved 

in formic acid decomposition and TH. Using these insights, two slow steps in catalysis were 

identified, Cl- dissociation and H2 evolution. By substituting the Cl- for a H- ligand, the rate for 

formic acid decomposition improved significantly. Additionally, we have shown that H2 evolution 

is a thermodynamically uphill process and controlled by the pKa of the formic acid, proposing 

several methods to increase the react of the catalytic reaction. Furthermore, we showed how 

hydricity and hydride affinity can be used to predict product formation in the TH of 2-cyclohexen-

1-one. Finally, we showed that while there is a large enthalpic driving force for the transfer of a 

hydride to 2-cyclohexen-1-one to form cyclohexanone, the kinetic barrier is larger than that for the 

thermodynamically uphill H2 evolution reaction. Overall, this underscores the strength of hydricity 

in understanding formic acid decomposition and TH and provides insights into future catalytic 

designs and strategies.  

3.4 Methods and Materials 

3.4.1 General Considerations 

1H NMR were recorded on a JOEL 500 MHz or 400 MHz spectrometer. The 1H Chemical 

shifts are referenced to deuterated solvent peaks and reported relative to TMS (δ = 0). Transmission 

spectra of the headspace of the formic acid decomposition reaction were acquired on a Thermo 

Scientific Nicolet 6700. Spectra were average over 32 scans at a 0.25 cm-1 resolution. Solvents 

were received from Fisher Scientific and were dried on a custom solvent system (degassed with 

Argon and dried over alumina columns) and stored over 3 Å sieves. Deuterated solvents were 

obtained from Cambridge Isotope Laboratories. Ir-Cl,31 Ir-H,24 Ir-MeCN,32 [Bu4N][HCO2]2H,33 
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triethylammonium hexafluorophosphate ([Et3NH][PF6]),
34 protonated 

1,8-Diazabicyclo(5.4.0)undec-7-ene hexafluorophosphate ([DBUH][PF6]),
34 and pyridinium 

hexafluorophosphate ([PyH][PF6]),
34 were made via literature methods. All other reagents were 

obtained from commercial sources and used without further purification. Where stated, reactions 

under nitrogen atmosphere were performed using standard Schlenk-line and glove box techniques. 

Gas samples were analyzed on a Hewlett-Packard 7890A Series Gas Chromatogram with two 

molseive columns (30m × 0.53 mm i.d. × 25 μm film). 

3.4.2 Determination of Cl- dissociation equilibrium 

In a N2 filled glove box, to vial containing Ir-Cl (2.15 mg, 4.16 μmol, 1.0 eq) and 

1,2,4,5-tetramethylbenzene (2.0 mg, 14.90 μmol, NMR internal standard)  in 1 mL of dry MeCN-

d3, AgPF6 (1.06 mg, 4.20 μmol, 1.01 eq) was added. The solution was mixed until the formation 

of a precipitate (AgCl) and subsequent color change from vibrant yellow to pale yellow (1 minute). 

The solution was then filtered over a celite plug to remove the precipitate and added to an NMR 

tube. NMR was run to confirm the full conversion of Ir-Cl to Ir-MeCN-d3. 20 μL of a stock 

solution containing of 45 mM [Bu4N][Cl] in dry MeCN-d3 was added to the NMR tube and the 

solution was allowed to come to equilibrium (30 min) and using the 1,2,4,5-tetramethylbenzene as 

an internal standard and the [Bu4N
+] as a proxy for  [Cl-], the equilibrium was determined between 

Ir-Cl and Ir-MeCN-d3. The addition and equilibration were then repeated 6 additional times. The 

resulting equilibrium constant for Cl- dissociation was determined to be 0.06 ±0.02 and the 

ΔG°Cl
-
 dissociation was determined to be 1.6 ± 0.5 kcal/mol. 

3.4.3 General Procedure for the determination of the Hydricity of Ir-H 

In a N2 filled glovebox, to a vial containing a solution of Ir-Cl (1.67 mg, 3.23 μmol, 1 eq) 

in 1 mL dry MeCN-d3, NaPF6 (1.08 mg, 6.46 μmol, 2 eq) was added and left to stir for 24 h. The 
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resulting precipitate, NaCl, was filter off via a celite plug and the solution was moved to an NMR 

tube containing Et3N (3.51 mg, 34.69 μmol, 10.7 eq) and [Et3NH][PF6] (1.60 mg, 6.47 μmol, 2 

eq). The NMR tube was then degassed and 1 atm of H2 was added. NMR tracked the reaction, with 

the solution reaching equilibrium after 48 h, and the equilibrium constant of the reaction was 

determined. This was then repeated 3 times, varying the amount of added Et3N and [Et3NH][PF6] 

(see Appendix).  

3.4.4 General Procedure of Formic Acid Decomposition   

To 250 mL 2-neck round bottom flask with a magnetic stir bar, [Bu4N][HCO2]2H (100 mg, 

0.3 mmol, 100 eq) and MeCN (99 mL) were added. The flask was then attached to a reflux 

condenser. Via tygon tubing, the condenser was then attached to a 3-way valve to the Schlenk line. 

The solution was then sparged with N2 for 30 minutes. To the 3-way valve, a silicone oil bubbler 

was attached via tygon tubing and sparged with N2 for 5 minutes. The bubbler was then attached 

to a graduated burette filled with silicone oil to prevent gas dissolution (see Appendix Section 

3.7.5). The flask was then lowered into an oil bath that was preheated to 80°C and allowed to 

equilibrate (1 h). Then either Ir-Cl or Ir-H (3 μmol, 1 eq) in 1 mL of degassed, dry MeCN was 

added to the solution through a rubber septum and the system was cut off from active N2 flow. The 

reaction was then opened to the burette  via the 3-way valve. The initial volume of the oil in the 

burette was recorded. As gas evolution lowered the level of the silicone oil in the burette, the 

separatory funnel was lowered to keep the oil levels approximately the same to maintain 

atmospheric pressure in the reaction. The level of the oil was recorded every 10 minutes over the 

2-hour experiment. This procedure was repeated 3 times. Gas evolution is reported as the measured 

gas in the catalytic reaction minus the average gas measurement at the same time for 3 control 
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(without catalyst) trials. Turnover numbers are reported as the number of moles of both CO2 and 

H2 utilizing the ideal gas law and equation 3.7. 

 

The turnover number is then determined using the following equation (3.8)  

 

3.4.5 Determination of gaseous species 

To confirm the formation of CO2 during the reaction, 1 mL of the head space was sampled 

prior to the addition of catalyst and added to an evacuated IR gas cell and the spectra was then 

obtained. The catalyst was then added to the solution and the formic acid decomposition was 

allowed to run for 2 h. Then, 1 mL of the headspace of the reaction was then sample and added to 

the evacuated IR gas cell and the spectra was recorded. CO2 was confirmed via the appearance of 

the rovibrational transitions between 2380 cm-1 and 2280 cm-1. Additionally, there were no CO 

rovibrational transitions detected between 2200 cm-1 and 2100 cm-1. 

To confirm the formation of H2 during the reaction, GC was performed on 2 mL of 

headspace prior to the start of the reaction. Then the catalyst was added to the reaction and allowed 

to run for 30 minutes. Then another 2 mL of the headspace were sampled via GC showing the 

formation of H2, with no formation of CO observed.  

3.4.6 General Procedure for the determination of the rate of Hydrogen Evolution 

 In a N2 filled glovebox, to an NMR tube containing 1 equivalent of Ir-H (~1.5 mg) and a known 

amount of 1,2,4,5-tetramethylbenzene (internal standard) in 0.7 mL of dry MeCN-d3, 1.1 

equivalents of acid were added. The solution was then monitored by 1H NMR over the next 3 h. 

(Equation 3.7) 
𝑛𝑝𝑟𝑜𝑑 =

𝑉𝑝𝑟𝑜𝑑

2(22.4
𝐿

𝑚𝑜𝑙
)
 𝑇𝑂𝑁 =

𝑛𝑝𝑟𝑜𝑑

𝑛𝑐𝑎𝑡
 (Equation 3.8) 
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The rate of reaction was measured by the ratio of non-overlapping phenylpyridine proton signals 

of Ir-H and Ir-MeCN in the NMR.  

3.4.7 NMR study of the Transfer Hydrogenation of 2-Cyclohexen-1-one 

In a N2 filled glovebox, to a J. Young NMR tube containing [Bu4N][HCO2]2H (20 mg, 59.97 μmol, 

1 eq.) and  2-cyclohexen-1-one (2.88 mg, 29.98 μmol, 0.5 eq) in 1 mL of dry MeCN-d3, 20 μL of 

a 30 mM solution of Ir-H in MeCN-d3 was added. The NMR tube was then taken out of the glove 

box and placed into an oil bath preheated to 45°C. The reaction was monitored by NMR over the 

course of 4 days. The NMR was compared to the NMR of the starting material and possible 

products to determine selectivity. 

3.4.8 Measurement of Gas Production during Transfer Hydrogenation 

The experimental setup for the measurement of gas from TH was identical to the formic acid 

decomposition experiment, except for the addition of 2-cyclohexen-1-one (14.41 mg, 0.150 μmol, 

50 eq) to the round bottom flask prior to the connection of the reflux condenser. After 2 h, the 

reaction was removed from the oil bath and allowed to cool to room temperature. After cooling, 

the solvent was removed. 2 mL of MeCN-d3 was added to flask for NMR analysis. The selectivity 

of the molecule was determined by comparing the crude mixture with the possible products. The 

yield was determined via the ratio for the integration of the starting material versus the product.  
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3.7 Appendix 

3.7.1 NMR determination of Cl dissociation 

 

 

 

 

       

          

       

Figure 3.7. 1H NMR spectra showing the relative concentrations of Ir-MeCN 

and Ir-Cl (Cp* region) when [Bu4N][Cl] is added.  
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3.7.2 NMR of Formic Acid Decomposition with Ir-C 

3.7.3 FTIR Spectra of Formic Acid Reaction Headspace  

  

Figure 3.8. 1H NMR spectra of the formic acid decomposition starting with Ir-Cl, showing that the only two species 

of Ir detected on an NMR time scale are Ir-Cl and Ir-H.  

 

Figure 3.9. FTIR spectra of the headspace of the formic acid decomposition reaction run at 80°C showing 

significant formation of CO2 gas. (Inset) The IR gas cell used for detection of CO2 
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3.7.4 GC of Formic Acid Reaction Headspace 

 

 

 

 

  

Figure 3.10. GC trace of the H2 detection using N2 as the carrier gas. The other peak is from 

air.  
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3.7.5 Diagram of Experimental Set Up for Gas Volume Measurement 

  

Figure 3.11. Diagram showing the experimental set up for the measurement of the volume of gas produced 

during formic acid decomposition and transfer hydrogenation.  
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3.7.6 NMR of Transfer Hydrogenation Reaction at 45°C 

Figure 3.12. 1H NMR spectrum of the TH at 45°C after 4 days (top, purple). Additionally, the 1H NMR of 

purchased 2-cyclohexen-1-one (blue), cyclohexanone (green), and cyclohexanol (yellow-green).  
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3.7.7 NMR of the crude reaction mixture following TH at 80°C 

 

 

Figure 3.13. 1H NMR spectrum of the crude reaction mixture obtained after TH at 80 °C for 2 h (top, blue). 

Additionally, the 1H NMR of purchased 2-cyclohexen-1-one (green), cyclohexanone (yellow-green), and 

cyclohexanol (red). 
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CHAPTER 4.  PM-IRRAS and DFT Investigation of the Surface 

Orientation and Reactivity of New Ir Piano-stool Complexes Attached to 

Au (111)   

4.1 Introduction 

Iridium piano-stool complexes, such as [Ir(Cp*)(bpy)(Cl)]Cl and Ir(Cp*)(ppy)(Cl) (where 

Cp*=pentamethylcyclopentadienyl, bpy = 2,2’-bipyridine and ppy = 2-phenylpyridine) are highly 

active catalysts for a wide range of fundamental transformations, including electrochemical and 

photochemical hydrogen evolution1-5 and transfer hydrogenation/dehydrogenation of ketones6-10, 

olefins11-12, formic acid13-14, and CO2.
15-17 These types of catalysts are generally selective, tunable, 

easy to characterize, and their mechanisms can be well understood via conventional 

spectroscopies. Heterogeneous catalysts, on the other hand, are often touted for their stability, 

activity, scalability, low catalyst loadings required on supports, and ease of separation of products. 

In contrast to homogeneous catalysts, their mechanisms are often more difficult to interpret due to 

the intrinsic difficulty in analyzing surfaces. This lack of mechanistically informed synthesis often 

hinders catalyst design, so catalyst discovery often relies on high-throughput screening and 

predictive modeling as opposed to rational design.18 Thus, surface immobilization of molecular 

catalysts aims to provide the benefits of both homogeneous molecular and heterogeneous 

catalysts.19   
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Previously, iridium piano-stool complexes have been attached to semiconductor surfaces20-

25; however, their orientation on the surface was not described. The orientation of these catalysts 

could have significant effects on activity, as the bulky cyclopentadienyl or surface may block 

substrates from reacting with the Ir center.24, 26 Au surfaces are ideal for this type of study as 

surface attachment via self-assembled monolayers of thiols and disulfides is a well-established, 

covalent attachment strategy.27-29 In addition, the properties of Au allow for surface-sensitive IR 

characterization using polarization modulation infrared reflection absorption spectroscopy (PM-

IRRAS).30-32 PM-IRRAS has already been shown to be a useful tool for determining average 

binding orientation for organic thiols33-35, electrochemical absorbates36-38, and molecular 

catalysts27, 39-43 on conducting surfaces. Due to the selection rules of PM-IRRAS on metal surfaces, 

p-polarized light will interact with the absorbed molecules and only transition dipole moments 

(TDM) with a component normal to the surface will absorb the light, reinforced by the image 

dipole.31, 44-46 The relative absorption of these transition dipole moments, coupled with density 

functional theory (DFT) calculations are useful in determining the average molecular orientation 

of SAMs on Au.  

Herein, we describe the synthesis and characterization of three new Ir piano-stool 

complexes with sulfur modified bipyridine and phenylpyridine ligands (C1, C2, and C3). The 

differences in the reactivities of these ligands and the synthesis of the complexes are described. 

Self-assembled monolayers of C1 and C2 were made and characterized, giving two new surface-

immobilized Ir complexes on Au surfaces. Using PM-IRRAS and DFT, the average molecular 

orientations on the surface were determined.  
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4.2 Results and Discussion 

4.2.1 Synthesis and Characterization of Ligands 

To prevent direct reactivity of a free thiol with the iridium center, which is known to readily 

react with thiolate ligands47, disulfides were chosen over free thiols as the attachment strategy 

(Figure 4.1).   Disulfides are also known to cleave upon self-assembly onto Au surfaces without 

generating byproducts.29 Both ligands di(2,2’-bipyridine)-4-disulfide (bpySSbpy) di(2-

phenylpyridine)-4-disulfide (ppySSppy) were synthesized from their corresponding 4-chloro-

pyridine derivatives. 4-chloro-2,2’-bipyridine was synthesized using a literature procedure or was 

obtained from commercial sources.48  

 4-chloro-2-phenylpyridine was obtained by cross-coupling of phenylboronic acid with 2-

bromo-4-chloropyridine following a literature procedure.49 The pyridine-chlorides were converted 

into thiones through nucleophilic aromatic substitution of the chloride with sodium hydrogen 

sulfide in basic DMF following modified literature procedures.27, 50 The dry NaSH was replaced 

with technical grade NaSH · xH2O with no adverse effects on the reaction. The same procedure 

was used to synthesize 4-thione-2-phenylpyridine. Both thiones are insoluble in neutral water but 

readily dissolve under basic conditions. Oxidation of the thiones yields the more stable disulfide. 

The previously reported procedure used catalytic NaI and hydrogen peroxide as the oxidant which 

resulted in low yields of under 40%.27 Since the reaction proceeds through a simple outer sphere 

Figure 4.1. Synthesis of disulfide ligands bpySSbpy and ppySSppy. 
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electron transfer, any oxidant with a sufficient oxidation potential can be used. The oxidation of 

the thione to disulfide is best carried out in aqueous conditions. Potassium ferricyanide is a readily 

available water-soluble oxidant with a sufficient oxidation potential. Furthermore, it is otherwise 

inert under the reaction conditions, preventing side reactions and the only byproduct is water-

soluble ferrocyanide. Upon addition of the oxidant, the disulfide is formed immediately and 

precipitates out under the reaction conditions, while all other species are highly water-soluble. The 

disulfides were isolated in almost quantitative yield by filtration. If pure thione is used in the 

reaction no further purification steps are necessary. However, we found that purification of 

ppySSppy by flash column chromatography efficiently removes possible impurities from previous 

steps. 

4.2.2 Synthesis and Characterization of Molecular Complexes 

[Cp*Ir((2,2’-bipyridine-4-sulfide)Cl]2[Cl]2 (C1). Metalation of the bpySSbpy ligand with 

[Ir(Cp*)Cl2]2 led to the formation of [Cp*Ir((2,2’-bipyridine-4-sulfide)Cl]2[Cl]2 (C1). The 

metalation can be carried out in MeOH or DCM under an inert atmosphere. Using MeOH as the 

solvent had several drawbacks. First, the low solubility of the iridium precursor in MeOH requires 

the reaction to be carried out at 40 °C. Under these conditions, to avoid the formation of partially 

metalated ligand, a slight excess of metal was used in this procedure. The reaction mainly yielded 

Figure 4.2. Synthesis of C1 from the corresponding ligand and [Ir(Cp*)Cl2]2 dimer. 
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the title compound with slight impurities of excess starting material and side products. Purification 

by flash column chromatography over neutral alumina improved the purity of the product. 

Carrying out the reaction in DCM (Fig. 2) has several advantages. The higher solubility of the 

starting material permitted running the reaction at room temperature which led to a cleaner 

reaction. Furthermore, the elimination of MeOH as a solvent allowed us to carry out the reaction 

and purification in a glove box, providing rigorous exclusion of oxygen and water and simplifying 

handling. This also allowed us to utilize stoichiometric amounts of ligand and metal and resulted 

in improved purity. In addition, the product is highly hygroscopic, quickly picking up water in air, 

leading to difficulty in purification. This can be seen in the FTIR spectra of the KBr pellet made 

from the compound made in air, leading to a broad peak between 3100-3600 cm-1 (Fig. S22B). 

However, this peak did not appear in the ATR-IR of the product when the reaction and ATR-IR 

measurement was done in the glovebox (Fig. S22A). Precipitation from DCM through the addition 

of THF resulted in pure product.  

The iridium center in C1 is an enantiomeric center, making molecules of this type chiral. 

Only a few reports mention the chiral nature of the molecules, often when it represents the key 

Figure 4.3. A) Representation of the enantiomers (S,S and R,R) and diastereomers (S,S and R,R are diastereomer 

of S,R) of C1: X=N or C2: X=C that are formed as a statistical mixture. B) the 1H NMR of the methyl protons on 

the Cp* ring showing the splitting due the chirality at the metal of C1 in CDCl3. 
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component of the work.51-52 Utilizing the disulfide dimer bpySSbpy as a ligand, we connect the 

two chiral metal centers from each complex, leading to the formation of diastereomers. While the 

difference between the diastereomers is not large, the two diastereomers can be distinct in proton 

NMR (Fig. S10 and S11). The Cp* experiences a different environment in both diastereomers, 

leading to two distinct peaks in the 1H NMR centered at δ=1.71 ppm. The splitting is influenced 

by the solvent. While in chloroform, there is a measurable separation of 0.02 ppm (Fig. 3) between 

the two Cp* peaks, in acetonitrile the two peaks almost coalesce with a separation of only 0.0015 

ppm (Fig. S10). For the bipyridine there are also distinguished peaks observed for several protons. 

This further illustrates the similarity of the two isomers, and the influence the solvent has on the 

dynamics of the molecule. Attempts to separate the two diastereomers by fractional crystallization 

were not successful but were also unnecessary for further use in surface modification. During the 

formation of the SAM, the disulfide bond is homolytically cleaved by the Au surface.27, 29 This 

cleavage of the disulfide yields monomers that are chiral enantiomers, not diastereomers.  

Cp*Ir(2-phenylpyridine-4-sulfide)Cl]2 (C2) and [Cp*Ir(2-phenylpyridine-4-thiol)]3 (C3). 

Initial attempts to cyclometalate [Ir(Cp*)Cl2]2 with ppySSppy resulted in the formation of a 

mixture of eight different compounds that could be separated by flash column 

chromatography. Only the first fraction was identified. An X-ray crystal structure (Fig. 

Figure 4.4. Synthesis of C2 from the corresponding ligand and [Ir(Cp*)Cl2]2 dimer (right). The same 

reaction conditions in the presence of trace water lead to the formation of C3 (left). 
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S43) was obtained that corresponds to the trimer [Cp*Ir(2-phenylpyridine-4- thiol)]3 (C3). 

The iridium is bonded to one unit of the phenylpyridine and the next unit of thiol. If the 

reaction is carried out under rigorous exclusion of water and oxygen in a nitrogen-filled glove 

box, C2 is formed as the predominant product (Fig. 4). We speculate that the formed [Cp*IrppyCl] 

complex can lose the chloride ligand in the presence of water and cleave the disulfide.53 We believe 

that evidence of this is seen in the ATR-IR of a  C2 done in air. A weak, broad peak ranging 

from 3200-3600 cm-1 corresponding to νstretch(O-H) of water forms once the compound is 

brought into air (Fig. S23B). We believe this leads to the formation of different oligomers 

with the C3 trimer being a particularly stable species that is formed in significant quantities. 

Similar to C1, the νstretch(O-H) does not appear in the ATR-IR of the purified compound 

taken in a N2-filled glovebox. As with the bipyridine counterpart, C2 is also chiral and 

isolated as a statistical mixture of enantiomers. 

4.2.3 Complex Orientation on Au Surface by DFT Calculations 

Disulfide bonds are known to cleave in the presence of a gold surface to form self-

assembled monolayers. In the case of the C1 and C2 dimers, the disulfide bond breaks to form a 

monolayer of the monomer, herein referred to as C1m and C2m, respectively. Following our 

previous studies,26-27, 54-56 the lowest energy binding modes for C1m and C2m were determined 

using DFT. In accordance with experimental measurements discussed later, C3 was found to have 

very weak interactions with the Au surface precluding the characterization of a well-defined 

binding geometry. All calculations were performed in Gaussian 16, Revision C.0157 using the 

ωB97X-D functional;58 nonmetal atoms were treated with a 6-31G(d,p) basis set59-61 and the 

DEF2SVP basis set and pseudopotential62 were used on Ir and Au (see SI for further discussions 
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about the computational method). Frequency calculations were used to confirm stationary points 

and perform spectroscopic analysis of C1m and C2m. 

Table 4.1. Orientational and energetic parameters of the DFT optimized (wB97XD functional and the DEF2SVP basis 

set)  structures of C1m and C2m shown in Fig. 5. 

To characterize the binding modes of C1m and C2m on the surface, we utilize the Euler 

angles relating to the molecular frame to the laboratory frame fixed on the gold surface according 

to tilt (θ), twist (ψ), and rotation (phi) (Fig. 5A and B). Here, θ1 refers to the tilt angle of the 

bipyridine for C1 and phenylpyridine for C2 and θ2 refers to the tilt of the Cp* angle relative to 

the surface normal. The  geometry could not be assumed for monolayers formed for C1m and 

C2m. Therefore, two possible DFT-optimized geometries were determined for each complex, one 

with the chloride atom pointing towards the surface (Cl down) and the other pointing away (Cl 

up). Other considered starting orientations optimized to either the Cl down or Cl up geometry. 

The four DFT optimized orientations of C1m and C2m are depicted in Fig. 5 and their 

relevant geometrical parameters and energetics are described in Table 4.1. Interestingly, DFT 

indicates that the C1m and C2m have different preferred orientations. For C1m, the Cl up 

orientation is 2.8 kcal/mol higher in energy compared to the Cl down orientation. For C2m, the 

relative energy for the Cl down orientation is 1.8 kcal/mol higher than that of the Cl up orientation. 

However, in both cases, the small  energy differences indicate that there is unlikely to be a 

Structure Cl orientation 

Tilt angle (°) 

Twist 

Angle (°) 
Relative Energy 

(kcal/mol) S-Au (Å) θ1 θ2 ψ1 

C1m 
Up  75 23 91 0 2.39 

Down 77 76 268 -2.8 2.47 

C2m 
Up  73 23 93 -1.8 2.26 

Down 76 74 269 0 2.32 
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preferred orientation of the monolayers formed on the surface experimentally. However, the  

energy difference does motivate direct comparison with PM-IRRAS to confirm the favored 

orientation under experimental conditions. 

In both orientations, the θ1 and ψ1 differ by only a few degrees, with the two ranging 

between 73° and 77° for θ1 and ψ1 is slightly off parallel with the surface. The orientation of both 

the phenylpyridine and bipyridine match previous reports27, 55 of using similar ligands on Au. In 

addition, the steric bulk of the Cp* ring does not seem to significantly affect the binding orientation 

in the Cl up orientation as there is no change in the tilt angle between C1m and C2m. The similarity 

Figure 4.5. (A) Definition of axes in molecular frame (a, b, c) using C1m as an example. (B) Euler angle definition 

for a molecular orientation relative to the laboratory frame (x, y, z). DFT optimized structures (wB97XD functional 

and the DEF2SVP basis set) of C1m (C, D) and C2m (E, F) on a Au cluster showing the minimum binding modes 

of the complexes in the Cl up (C and E) and Cl down (D and F) orientations. Color code for atoms: yellow = Au, 

orange = S, gray = C, white = H, blue = N, navy = Ir, green = Cl 
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in orientation between the two complexes indicates that there is not a significant impact on binding 

due to overall charge of the complexes.  

The DFT can provide insight into future reactivity studies. In both C1m and C2m in the 

Cl down orientation, the Cp* ligand to lies above the complex, at 76° and 74° off normal, 

respectively. This orientation possibly blocks substitution of the chloride ligand, hindering 

reactivity. However, in the Cl up orientation for C1m and C2m, the Cp* ligand lies at 23° off 

surface normal for both, allowing for substitution and substrate access to the iridium metal center. 

4.2.4 Orientation Determination Via PM-IRRAS and DFT 

Polarization modulation infrared reflection-absorption spectroscopy (PM-IRRAS) is a 

useful tool for determination of monolayer orientation. The intensity of PM-IRRAS spectral lines 

is dependent on the angle of the transition dipole moment of the vibrational modes. For Au 

surfaces, there is an electric field amplitude normal to the surface. For transition dipole moments 

with amplitude normal to the surface, there is an enhancement in signal that is proportional to the 

magnitude of the dipole moment and angle off normal of that transition. As shown in previous 

Figure 4.6. Representation of the surface modification of Au (111) with complexes C1 and C2 to form monolayers C1m 

and C2m. 
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studies63-64, the anisotropic amplitude enhancement, the integrated absorbance for a transition 

dipole moment normal to the surface is three times as large as the integrated absorbance of an 

isotropic arrangement of molecules in a thin film of same thickness (Equation 4.1).   

cos2 𝜃 =  
∫ 𝐴𝑒𝑥𝑝

3 ∫ 𝐴𝑠𝑖𝑚
                                                               (4.1) 

Therefore, a comparison can be made between the isotropic FTIR absorbance of complexes C1, 

and C2, in a KBr pellet and the anisotropic PM-IRRA spectra. Determination of the orientation of 

the monolayers was done by direct comparison of the spectral fits of the PM-IRRAS and the 

simulated IRRAS from the KBr giving an experimentally determined orientation of the TDM. This 

value was then compared to  the TDMs and relative intensity of the transitions determined from 

the DFT calculations (see Appendix 4.).  

To determine which of the calculated orientations exist on the surface, self-assembled 

monolayers of C1 and C2 were made by soaking a clean Au-coated slide in a 1 mM solution of 

the corresponding complex in DCM for 24 h (Fig. 6). The sample was then washed with DCM and 

dried under N2 before characterization. C3 was excluded from this analysis as the monolayer did 

not survive this washing step with DCM prior to analysis. The narrow line widths of the PM-IRRA 

spectra indicate a well-ordered, intact monolayer on the surface. Inductively coupled plasma mass 

spectroscopy (ICP-MS) and X-ray photoelectron spectroscopy (XPS) corroborates this data. ICP-

MS determines the surface coverage of C1m to be 1.25x10-9 mol/cm2 and C2m to be 2.20x10-10 

mol/cm2. XPS analysis shows that the Ir remains in the expected +3 oxidation state along with the  

corresponding Cl, N, and S peaks that are expected in the complexes (see appendix).However, the 

νstretch(C-H) frequency was not useful for orientation determination due to the fact that peaks were 
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not above the noise level of the instrument. This result indicates that the dipole moments for these 

transitions have insignificant amplitude normal to the surface. 

For C1m, there appears to a mix of orientations of the complex present on the surface. A 

full analysis of the angles of the TDM with respect to orientation and analysis of the PM-IRRAS,  

 

Figure 4.7. Experimental and computational spectra of C1m (green) and C2m (blue) on Au.  The isotropic simulated 

IRRA spectra from the KBr (A and B),  DFT (wB97XD functional and the DEF2SVP basis set with a 0.9485 scaling 

factor)  calculated IR spectra in the Cl up orientation (C and D) and Cl down (E and F) and the PM-IRRA spectra of   

of the monolayers adsorbed on Au (G and H). 
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Table 4.2. Experimentally determined and the DFT (wB97XD functional and the DEF2SVP basis set) calculated 

TDMs with respect to normal for orientation determination of the C1 monolayer on Au used in final determination of 

the orientation of C1m on the surface.  

Peak 
PM 
(cm-1) 

θ (°) 

±6° 

Calculated 
Peak Cl 
down 
(scaled by 
0.9485) 

Relative 
Intensity 

TDM 
angle at 
peak Cl 
down 

Calculated 
Peak Cl up 
(scaled by 
0.9485) 

Relative 
Intensity 

TDM 
angle 
Cl up 

Transition (DFT) 

1596 40 1605 5.9 48 1609 4.6 50 bipyridine breathing modes 

    1583 56.7 20 1591 69.2 16 bipyridine breathing modes 

    1567 39.4 32 1572 18.5 17 bipyridine breathing modes 

    1512 5.7 29 1526 9.1 34 bipyridine breathing modes 

1488 23 1471 10.9 63 1472 5.1 40 C-H bending (bipyridine, Cp*) 

1466 56 1468 21.8 42 
 

    C-H bending (bipyridine, Cp*) 

    1443 66.1 18 1465 31.8 16 C-H bending (Cp*) 

    1441 8.8 46 1458 19.0 33 C-H bending (Cp*) 

    
 

    1442 7.7 6 C-H bending (bipyridine, Cp*) 

    
 

    1438 14.0 70 C-H bending (Cp*) 

1441 36 1436 14.0 39 
 

    C-H bending (bipyridine, Cp*) 

    1427 7.5 62 1415 7.9 48 C-H bending (Cp*) 

    1419 7.2 80 
 

    C-H bending (bipyridine, Cp*) 

1390 38 1406 5.4 54 1384 4.8 83 C-H bending (Cp*) Cp* breathing asymmetric 

    1404 15.2 30 1381 6.1 52 C-H bending (Cp*) Cp* breathing symmetric 

    1396 5.3 84 
 

    C-H bending (Cp*) Cp* breathing symmetric 

    
 

    1379 7.8 49 C-H bending, C-C breathing mix (bipyridine) 

1318 59 1362 10.6 75 1361 5.6 64 C-H bending (Cp*) Cp* breathing symmetric 

    1359 9.8 80 1358 11.0 37 C-H bending (Cp*) Cp* breathing asymmetric 

    
 

    1352 19.3 31 C-H bending (Cp*) Cp* breathing asymmetric 

1229 36 1288 11.1 25 1253 9.8 29 C-H bending, C-C breathing mix (bipyridine) 

    1256 14.5 18 
 

    C-H bending, C-C breathing mix (bipyridine) 

    1247 12.2 20 
 

    C-H bending, C-C breathing mix (bipyridine) 

1110 20 1110 3.3 37 1095 7.2 30 asymmetric C-H bending, C-C breathing mix 
(bipyridine) 

    
 

    1090 17.0 16 asymmetric C-H bending, C-C breathing mix 
(bipyridine) 

1075 70 1079 28.9 14 1053 10.4 19 asymmetric C-H bending (Cp*, bpy), C-C 
breathing mix (bipyridine) 

    
 

    1048 7.2 30 asymmetric C-H bending (Cp*, bpy), C-C 
breathing mix (bipyridine) 

1027 60 1028 7.0 27 1032 5.5 15 asymmetric C-H bending, C-C breathing mix 
(bipyridine) 

    1011 24.7 20 1007 6.2 45 C-H bending (Cp*) Cp* and bpy breathing 
asymmetric 

    1009 7.3 35 1000 6.4 30 C-H bending (Cp*) Cp* and bpy breathing 
asymmetric 

    1006 5.9 24 1000 13.0 37 C-H bending (Cp*) Cp* and bpy breathing 
asymmetric 

    1005 56.7 25 
 

    C-H bending (Cp*) Cp* and bpy breathing 
asymmetric 

    1003 39.4 76 
 

   C-H bending (Cp*) Cp* and bpy breathing 
asymmetric 

944 41 999 5.7 33 998 7.8 9 out of plane C-H bending bpy, bpy breathing 
mix 

    885 10.9 65 865 7.7 47 out of plane C-H bending, bpy 

839 32 858 21.8 16 818 23.5 21 out of plane C-H bending, bpy 

818 61 806 66.1 22 808 8.4 17 out of plane C-H bending, bpy, bpy breathing 
mix 
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DFT and simulated isotropic IRRAS data can be found in the appendix of this chapter. Briefly, the 

DFT (wB97XD functional and the DEF2SVP basis set) analysis indicates that while the relative 

intensities of the calculated spectra for the Cl up spectra are a closer approximation of the PM-

IRRA spectra, the TDM analysis is inconclusive in determining a preferred orientation. The most 

intense transition in this region, at 1597 cm-1, arises from the pyridine breathing modes. The 

experimental orientation of this TDM is determined to be around 40° off normal. DFT indicates 

that there are four bipyridine breathing modes between 1609 cm-1 and 1512 cm-1 that differ due to 

the asymmetry induced by the thiolate in the 4 position of the bipyridine. However, the orientation 

of the TDM of these transitions are not significantly different for the Cl up and down orientations 

and when the computed intensity is considered,  the average angle of the TDMs is determined to 

be around 23° off normal, showing relative disagreement with experiment. The more indicative 

peaks for determining the orientation of the compound on the surface are those transitions that are 

from the Cp* ligand. As stated above, Table 4.1 shows the change in tilt angle, θ2, of the Cp* 

ligand off surface normal. DFT indicates that this large orientation difference leads to significant 

differences in the angle of the TDM of the molecular vibrations from the Cp* ligand. The 

νbending(C-H) modes of the methyl groups in the Cp* ligand have vibrational transitions between 

1480-1420 cm-1 and around 1020 cm-1 as well as a mix of νbending(C-H) and νbreathing(C-C) vibrations 

around 1390 cm-1 and 1320 cm-1.24, 65-66 In this case, the relative IR intensity of the transitions 

between 1480 cm-1 and 1390 cm-1 follow the trend for the calculated spectra of the Cl down 

orientation. In particular, the PM-IRRAS does not have an intense peak around 1443 cm-1. 

However, for the transitions between 1480 cm-1 and 1320 cm-1, the angles of the TDM determined 

from the DFT either  do not differ significantly, the determined experimentally determined TDM 

does not indicate a preferred orientation. The peak that shows the largest difference between the 
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isotropic spectra and the PM-IRRAS is at 1075 cm-1. DFT indicates that this peak corresponds to 

a mix of asymmetric νbending(C-H) on the Cp* and bipyridine ligand and breathing modes in the 

pyridines. While DFT indicates that there is not much difference in the determined angle of the 

TDM (14° for Cl down and 19° for Cl up), the orientation of the monolayer does lower the energy 

of this transition in the Cl up orientation by 22 cm-1 to 1053 cm-1. However, the disagreement 

between DFT and experiment indicates that this mode cannot be used to determine a preferred 

orientation. Due to the variance in the angles of the TDM determined experimentally compared to 

the DFT calculated TDM, the orientation could not be directly obtained from this method alone. 

When considering the binding energy determined by DFT, it is likely that a mixture of orientations 

persists on the surface. 

Similar to C1m,  there appears to be a mix of different orientations of C2m present on the 

surface. A full analysis of the angles of the TDM with respect to orientation and analysis of the 

PM-IRRAS data of C2 can be found in the section 4.4.12 information. Briefly, the DFT determined 

TDM for the transition at 1587 cm-1 corresponding to the phenylpyridine breathing mode does not 

change angle significantly depending on orientation of the complex on the surface being 27° and 

37° off normal for Cl down and 31° and 36° off normal for Cl up. However, they do differ 

significantly from the experimentally determined TDM of 61±4°. In addition, there are two peaks 

in the PM-IRRAS that have significantly lower absorbances as compared to the isotropic spectra 

and DFT computed spectra. First, the transition at 1448 cm-1 has a significant decrease in 

absorbance for the PM-IRRAS spectra, giving a determined TDM angle of 83±2°. DFT indicates 

that this band is the combination of transitions primarily of the asymmetric νbending(C-H) mode of 

the methyls on the Cp* ligand. the computed TDMs for these transitions are inconclusive for 

orientation determination. For the Cl down orientation, computed TDM are 44°, 32° and 75° off  
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Table 4.3. Experimentally determined and the DFT (wB97XD functional and the DEF2SVP basis set) calculated 

TDMs with respect to normal for orientation determination of the C2 monolayer on Au used in final determination of 

the orientation of C2m on the surface. 

Peak 
PM 
(cm-1) 

θ (°) 

±6° 

Calculated 
Peak Cl down  
(scaled by 
0.9485) 

Relative 
Intensity 

TDM 
angle at 
peak Cl 
down 

Calculated 
Peak Cl up 
(scaled by 
0.9485) 

Relative 
Intensity 

TDM 
angle 
Cl up 

Transition (DFT) 

1589 61 1581 88.2 27 1587 68.7 31 phenylpyridine breathing modes 

    1578 13.9 37 1579 40.6 36 phenylpyridine breathing modes 

    1513 4.7 85 
 

    phenylpyridine breathing mode 

1526 7 1512 3.9 76 1522 5.0 78 C-H bend (Cp*) and Cp* breathing 
asymmetric 

1476 66 1460 5.6 45 1497 13.2 16 C-H bend (Cp*) and Cp* breathing 
asymmetric 

1448 83 1449 10.6 44 1452 20.9 37 C-H bend (Cp*) and Cp* breathing 
asymmetric 

    1440 42.7 32 1449 7.5 50 C-H bend (Cp*) and Cp* breathing 
asymmetric 

    1432 10.3 75 1445 12.8 5 C-H bend (Cp*)  

1431 70 1430 12.9 21 1434 8.3 90 C-H bend (Cp*)  

    1424 4.9 84 1423 12.9 59 C-H bend (Cp*, phenylpyridine) 

    1414 3.7 42 1408 6.8 59 C-H bend (Cp*)  

1395 36 1412 4.4 72 1397 3.8 88 C-H bend (Cp*)  

1370 50 1367 4.7 38 1384 5.8 46 C-H bend (Cp*, phenylpyridine) 

    1360 4.1 80 1384 8.2 44 phenylpyridine bending 

    1355 9.9 88 1370 7.7 35 C-H bend (Cp*, phenylpyridine) 

    
 

    1358 5.5 55 C-H bend (Cp*)  

    
 

    1351 15.1 38 C-H bend (Cp*)  

    
 

    1334 6.3 66 C-H bending asymmetric (ppy) 

1300 69 1284 4.4 66 1286 11.8 54 C-H bending asymmetric (ppy), 
phenylpyridine breathing mix 

1227 50 1252 9.7 29 1257 6.8 38 Methyl wagging (Cp*) 

1186 64 1209 2.0 19 1216 3.2 40 Methyl wagging (Cp*) 

1158 62 1134 2.8 50 1136 3.9 51 C-H bending asymmetric (ppy), 
phenylpyridine breathing mix 

1104 41 1077 8.8 4 1096 2.6 11 C-H bending asymmetric (ppy), 
phenylpyridine breathing mix 

1053 74 1049 3.9 75 1058 5.5 23 Methyl wagging (Cp*) 

    1045 10.1 24 1049 12.7 26 Methyl wagging (Cp*) 

    
 

    1047 4.9 15 C-H bend (Cp*)  

1028 66 1017 2.2 34 1011 26.4 30 Methyl wagging (Cp*) 

    1014 5.0 15 1007 4.3 14 C-H bending asymmetric (ppy), 
phenylpyridine breathing mix 

    1008 26.2 23 1002 15.9 26 C-H bending asymmetric (ppy), 
phenylpyridine breathing mix 

912 73 1004 7.7 88 927 1.2 65 C-H bending asymmetric (ppy), 
phenylpyridine breathing mix 

    1003 13.8 17 
 

    C-H bending asymmetric (ppy), 
phenylpyridine breathing mix 

865 51 857 6.8 77 840 0.2 69 C-H bending ppy out of plane 

845 53 850 33.1 13 839 7.2 72 C-H bending ppy out of plane 

823 59 797 2.9 17 827 36.1 11 C-H bending Cp* out of plane 

815 81 771 41.0 34 796 0.6 42 C-H bending ppy out of plane 
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normal and 37°, 50°, and 5° off normal for the Cl up orientation. In addition, the symmetric C-H 

wagging mode of the methyls on the Cp* ligand at 1053 cm-1 also has a significant decrease in 

absorbance in the PM-IRRAS when compared to the simulated isotropic spectra. The 

experimentally determined TDM is 78° off normal. The DFT determines that the TDM is 75° and 

25° off normal for the Cl down orientation and 23° and 26° for the Cl up orientation. These two 

transitions, along with the variance between the other TDM angles determined experimentally and 

DFT suggests that there is no preference for either orientation. While this disagrees with the 

relative binding energy determined by DFT, the computed difference 1.8 kcal/mol is small enough 

that it can be overcome under experimental conditions.  

 

4.3 Conclusion 

There is a growing interest in understanding the orientation of molecular catalysts immobilized on 

surfaces to gather insights to the mechanisms that arise in heterogenized catalysis. We reported the 

synthesis and characterization of three new Cp*Ir piano-stool complexes, [Cp*Ir((2,2’-bipyridine-

4-sulfide)Cl]2[Cl]2 (C1), [Cp*Ir(2-phenylpyridine-4-sulfide)Cl]2 (C2), and [Cp*Ir(2-

phenylpyridine-4-thiol)]3 (C3). By combining DFT and PM-IRRAS, we have determined that there 

is no preferred orientation for the monolayers formed from C1m and C2m on Au(111). While the 

narrow line widths in the PM-IRRA spectra indicate some ordering on the surface,  the small 

difference in binding energy for each orientation determined by DFT suggests that there is likely 

a mixed orientation C1 monolayer. Similarly, the PM-IRRAS and DFT calculated spectra for C2m 

suggests that there is a no preference for the Cl down or Cl up orientation. These conclusions show 

the strength in combining DFT and PM-IRRAS in the determination of orientation of 

organometallic compounds on Au surfaces even in the absence of a strong IR absorber. In addition, 
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the mixed orientation of these compounds can provide insights into future reactivity studies in 

substituting the chloride motif with other substrates. 

4.4 Experimental 

4.4.1 General Methods and Materials 

1H were recorded on a Bruker 300 MHz or JOEL 500 MHz spectrometer. 13C NMR spectra were 

recorded on a JEOL 500 MHz spectrometer. The 13C and 1H Chemical shifts are referenced to 

deuterated solvent peaks and reported relative to TMS (δ = 0). ATR-FT-IR spectra were recorded 

on a Bruker Alpha II. Transmission spectra of KBr pellets of C1, C2, and C3 were acquired on a 

Thermo Scientific Nicolet 6700. A detailed description of the determination of the simulated 

IRRAS spectra from these KBr pellets can be found in the SI. Acquired spectra were averaged 

over 32 scans at a 4 cm-1 resolution. Mass spectrometry was performed on a Micromass Quattro 

Ultima. High resolution Mass spectrometry was performed on an Agilent 6230 Accurate-Mass 

TOFMS. XPS was performed on a SSF-Kratos AXIS-SUPRA. Mass spectrometry was performed 

on a Micromass Quattro Ultima. Solvents were received from Fisher Scientific and were dried on 

a custom solvent system (degassed with Argon and dried over alumina columns) and stored over 

3 Å sieves. Deuterated solvents were obtained from Cambridge Isotope Laboratories. Flash 

column chromatography was performed on a Teledyneisco CombiFlash Rf200 using SiO2 or 

neutral alumina loaded columns. 2,2’-bipyridine-N-oxide,48 4-chloro-2,2’-bipyridine,48 4-thione-

2,2’-bipyridine,27 and di(2,2’-bipyridine)-4-disulfide,27 [Ir(Cp*)Cl2]2
67 were synthesized 

following previously reported procedures. All other reagents were obtained from commercial 

sources and used without further purification. Where stated, reactions under nitrogen atmosphere 

were performed using standard Schlenk-line and Glove Box techniques. Flash column 
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chromatography was performed on a Teledyneisco CombiFlash Rf200 using SiO2 or neutral 

alumina loaded columns. 

4.4.2 Synthesis of 4-thione-2,2’-bipyridine (bpy=S) 

The compound was synthesized using a modified literature procedure,27 NaSH · xH2O (16.80 g, 

70 %, 209.83 mmol, 20.0 eq.) was added to DMF (100 mL) and the mixture was deoxygenated by 

sparging with N2. To it, 4-chloro-2,2’-bipyridine (2.0 g, 10.49 mmol, 1.0 eq.) and KOH (1.77 g, 

31.47 mmol, 3.0 eq.) were added and the mixture was deoxygenated by sparging with N2 again. 

The mixture was heated to light reflux for 24 h (high reflux rates led to sublimation and subsequent 

deposition of NaSH in the condenser). After cooling to room temperature (if not cooled to room 

temperature prior to air exposure a brown precipitate forms that complicates workup and adversely 

effects the yield) the solution was filtered to remove the white precipitate, rinsed with ethyl acetate 

and the was solvent was removed from the combined filtrate under reduced pressure. The residue 

was dissolved in H2O (50 mL) and the pH was set to neutral with aqueous HCl (2M). The solution 

was extracted with DCM (3 x 50 mL) and the combined organic layers were washed with brine 

(50 mL) and dried over MgSO4. The solvent was removed under vacuum and the residue 

crystallized from EtOH to yield the title compound as a crystalline orange/yellow solid (1.44 g, 

7.65 mmol, 73%) Proton NMR matches reference.50 

1H NMR (300 MHz, CD3CN) δ/ppm 11.34 (bs, 1H), 8.73 - 8.68 (m, 1H), 8.09 (d, J 

= 8.1 Hz, 1H), 8.00 - 7.91 (m, 2H), 7.56 - 7.47 (m, 2H), 7.31 (dd, J = 6.7, 2.0 Hz, 1H). 

 

Figure 4.8. Chemical structure of  4-thione-2,2’-bipyridine (bpy=S) 
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4.4.3 Synthesis of di(2,2’-bipyridine)-4-disulfide (bpySSbpy) 

 

4-thione-2,2’-bipyridine (1.00 g, 5.31 mmol, 1.0 eq.) was solubilized in H2O (100 mL) by addition 

of NaOH (233.72 mg, 5.84 mmol, 1.1 eq.). At room temperature a solution of potassium 

ferricyanide (1.92 g, 5.84 mmol, 1.1 eq.) in H2O (20 mL) was added. A white precipitate was 

formed immediately, and the mixture was stirred for 2 h. The precipitate was filtered off and 

washed thoroughly with water. After drying under vacuum the title compound was obtained as a 

white solid (949 mg, 2.53 mmol, 95%). Proton and carbon NMR matches reference.27  

1H NMR (500 MHz, CDCl3) δ /ppm 8.67 (ddd, J = 4.8, 1.7, 0.9 Hz, 1H, H10), 8.61 - 8.51 

(m, 2H, H4,1), 8.37 (dt, J = 7.9, 1.0 Hz, 1H, H7), 7.81 (td, J = 7.8, 1.8 Hz, 1H, H8), 7.44 (dd, J = 

5.3, 2.0 Hz, 1H, H2), 7.32 (ddd, J = 7.5, 4.8, 1.2 Hz, 1H, H9).  

13C{1H} NMR (126 MHz, CDCl3) δ /ppm 156.5 (C5), 155.4 (C6), 149.6 (C1), 149.4 (C10), 

148.1 (C3), 137.2 (C8), 124.3 (C9), 121.6 (C7), 119.8 (C2), 117.9 (C4).  

IR (ATR) νmax [cm-1]: 3079 (w), 3057 (w), 1573(s), 1561(s), 1537(s), 1447(s), 1377(s), 

1271(m), 996(m), 829(m), 790(s), 745(m), 702(s), 657(m), 619(m), 593(m).  

4.4.4 Synthesis of 4-thione-2-phenylpyridine (ppy=S) 

 

Figure 4.9. Chemical structure of di(2,2’-bipyridine)-4-disulfide (bpySSbpy) 
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4-chloro-2-phenylpyridine (800 mg, 4.22 mmol, 1.0 eq.), NaSH x H2O (6.76 g, 70 %, 84.37 mmol, 

20.0 eq.), and KOH (710.04 mg, 12.66 mmol, 3.0 eq.) were added to DMF (50 mL) and the mixture 

was deoxygenated by sparging with N2 (g). The mixture was heated to light reflux for 24 h (high 

reflux rates lead to sublimation and subsequent deposition of NaSH in the condenser). After 

cooling to room temperature (if not cooled to room temperature prior to air exposure a brown 

precipitate forms that complicates workup and adversely effects the yield) the solution was filtered 

and washed with ethyl acetate and the solvent was removed under reduces pressure. The residue 

was dissolved in H2O (50 mL) and pH was set to neutral with aqueous HCl (2M). The precipitate 

was filtered off and washed with water. After drying under vacuum the title compound was 

obtained as a yellow solid (Yield: 663 mg, 3.54 mmol, 84%).  

1H NMR (300 MHz, (CD3)2SO) δ/ppm 12.76 (s, 1H, HN-H), 7.78 - 7.73 (m, 2H, H7), 7.62 

(d, J = 6.7 Hz, 1H, H1), 7.58 - 7.55 (m, 3H, H8, 9), 7.47 (d, J = 1.9 Hz, 1H, H4), 7.18 (dd, J = 6.7, 

2.0 Hz, 1H, H2).  

1H NMR (300 MHz, CDCl3) δ/ppm 7.70-7.63 (m, 3H, H1, 7), 7.57 (d, J = 1.9 Hz, 1H, H4), 

7.45-7.39 (m, 3H, H8, 9), 7.20 (dd, J = 6.3, 1.9 Hz, 1H, H2). 

13C{1H} NMR (126 MHz, (CD3)2SO) δ/ppm 190.60 (s, C3), 143.37 (s, C5), 133.66 (s, C1), 

132.48 (s, C6), 130.65 (s, C9), 129.26 (s, C8), 128.57 (s, C2), 127.36 (s, C4), 127.07 (s, C7).  

Figure 4.10. Chemical structure of 4-thione-2-phenylpyridine (ppy=S)

 



94 

 

IR (ATR) νmax [cm-1]: 3300 (b), 3063 (b), 2942 (b), 1606 (s), 1575 (s), 1499 (w), 1471 (m), 

1454 (m), 1409 (m), 1301 (m), 1230 (w), 1096 (s), 989 (w), 900 (w), 814 (s), 766 (s),713 (m), 692 

(s), 626 (w), 609 (w), 522 (m). 

HR-ESI-MS: m/z calcd for [M]+ 188.0527 (found) 188.052; calcd for [M + H]+ 187.0450 

(found) 187.0450. 

4.4.5 Synthesis of (Cp*Ir(2,2’-bipyridine-4-sulfide)Cl]2[Cl]2 (C1) 

 

To a solution of [Cp*IrCl2]2 (150 mg, 188.28 µmol, 1.0 eq.) in dry DCM (15 mL) in the glovebox, 

bpySSbpy (70.51 mg, 188.28 µmol, 1.0 eq.) was added. The solution was stirred at room 

temperature for 1 day. The solvent was removed under vacuum and the resulting yellow solid was 

purified by precipitation from DCM through the addition of THF. The solid was filtered off and 

dried under vacuum to yield the title compound as a bright yellow solid (Yield: 197 mg, 164.0 

µmol, 87%). The product was isolated as a statistical mixture of diastereomers. Numbers annotated 

with (’) in the NMR data refer to signals corresponding to different diastereomers. The complex 

is air-stable but highly hygroscopic and was stored and handled in a nitrogen filled glove box. 

1H NMR (500 MHz, MeCN) δ/ppm 9.36 (s, 2H, H4/4’), 9.32 (s, 2H, H4’/4’), 9.17 (d, J = 8.1 

Hz, 2H, H7/7’), 9.13 (d, J = 8.1 Hz, 2H, H7/7’), 8.87 (dd, J = 5.6, 1.1 Hz, 4H, H10, 10’), 8.81 (d, J = 

6.2 Hz, 2H, H1/1’), 8.78 (d, J = 6.2 Hz, 2H, H1/1’), 8.20 (t, J = 7.9 Hz, 4H, H8, 8’), 8.07 (dd, J = 6.2, 

Figure 4.11. Chemical Structure of (Cp*Ir(2,2’-bipyridine-4-sulfide)Cl]2[Cl]2 (C1)

 



95 

 

2.0 Hz, 2H, H2/2’), 8.00 (dd, J = 6.2, 2.0 Hz, 2H, H2/2’), 7.81 - 7.74 (m, 4H, H9, 9’), 1.64 - 1.60 (m, 

J = 1.2 Hz, 60H, H12, 12’).  

13C{1H} NMR (126 MHz, MeCN) δ/ppm 156.26 (s, C5/5’), 156.21 (s, C5/5’), 155.63 (s, C6, 

6’), 152.72 (s, C10, 10’), 152.67 (s, C3/3’), 152.64 (s, C3/3’), 152.43 (s, C1/1’), 152.29 (s, C1/1’), 141.24 

(s, C8/8’), 141.22 (s, C8/8’), 130.09 (s, C9, 9’), 126.33 (s, C2/2’), 126.30 (s, C7/7’), 126.28 (s, C7/7’), 

125.97 (s, C2/2’), 122.93 (s, C4/4’), 122.82 (s, C4/4’), 90.42 (s, C11), 8.78 (s, C12). 

IR (ATR) νmax [cm-1]: 3059 (w), 2972 (m), 2916 (w), 2873 (w), 1595 (s), 1537 (w), 1463 

(m), 1431 (m), 1390 (m), 1322 (w), 1238 (w), 1110 (m), 1063 (w), 1031 (m), 849 (w), 812 (w), 

790 (s), 754 (w), 715 (w), 594 (m). 

HR-ESI-MS: m/z calcd. for [M - 2Cl]2+ 550.0804 (found) 550.0807 (isotope pattern 

matches simulated spectrum, Fig. S31). 

4.4.6 Synthesis of [Cp*Ir(2-phenylpyridine-4-sulfide)Cl]2 (C2) 

[Cp*IrCl2]2 (213.88 mg, 268.45 µmol, 1.0 eq.), di(2-phenylpyridine)-4-disulfide (100.00 mg, 

268.45 µmol, 1.0 eq.) and potassium acetate (158.08 mg, 1.61 mmol, 6.0 eq.) were mixed in dry 

DCM and stirred at room temperature for 22 h. The reaction mixture was filtered over Celite® and 

the solvent was removed from the filtrate. The orange residue was purified by flash column 

chromatography (SiO2, DCM to DCM/10% MeOH). The solvent was removed under vacuum to 

yield the title compound as a bright orange solid (189 mg, 172.4 µmol, 64%). The product was 

Figure 4.12. Chemical Structure of [Cp*Ir(2-phenylpyridine-4-sulfide)Cl]2 (C2) 
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isolated as a statistical mixture of diastereomers. Numbers annotated with (’) in the NMR data 

refer to signals corresponding to different diastereomers. 

1H NMR (500 MHz, CDCl3) δ/ppm 8.57 - 8.56 (m, 2H, H1, 1’), 7.91 - 7.87 (m, 2H, H4, 4’), 

7.83-7.79 (m, 2H, H10, 10’), 7.68 -7.62 (m, 2H, H7, 7’), 7.24 - 7.15 (m, 4H, H9, 9’, 2, 2’), 7.06 - 6.99 (m, 

2H, H8, 8’), 1.69 - 1.64 (m, 30H, H13, 13’). 

13C{1H} NMR (126 MHz, CDCl3) δ/ppm 167.52 (C5/5’), 167.36 (C5/5’), 164.38 (C11/11’), 

164.34 (C11/11’), 151.40 (C1/1’), 151.23 (C1/1’), 147.93 (C3/3’), 147.84 (C3/3’), 143.17 (C6/6’), 143.09 

(C6/6’), 136.07 (C10,10’), 131.70 (C9/9’), 131.68 (C9/9’), 124.30 (C7,7’), 122.37 (C8/8’), 122.32 (C8/8’), 

118.73 (C2/2’), 118.49 (C2/2’), 115.40 (C4/4’), 115.07 (C4/4’), 88.90 (C12,12’), 9.10 (C13,13’). 

IR (ATR) νmax [cm-1]: 2956 (m), 2920 (s), 2851 (s), 1721 (w), 1686 (w), 1587 (s), 1460 

(s), 1378 (m), 1261 (m), 1090 (m), 1026 (m), 822 (m), 806 (m), 772 (m), 729 (s).  

HR-ESI-MS: m/z calcd. for [M - 2Cl]2+ 512.1085 (found) 512.1090 isotope pattern 

matches simulated spectrum (SI Fig. S32). 

4.4.7 Synthesis of [Cp*Ir(2-phenylpyridine-4-thiol)]3 (C3) 

To degassed DCM (10 mL) in a Schlenk flask [Cp · IrCl2]2 (176.45 mg, 221.47 µmol, 1.1 eq.), 

1,2-bis(2-phenylpyridin-4-yl)disulfide (75 mg, 201.34 µmol, 1.0 eq.), potassium acetate (118.56 

mg, 1.21 mmol, 6.0 eq.) were added, resulting in an orange solution with a white precipitate. The 

mixture was stirred at room temperature for 1 day. The solid was filtered off and the solvent was 

Figure 4.13. Chemical structure of [Cp*Ir(2-phenylpyridine-4-thiol)]3 (C3) 
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removed from the filtrate under vacuum. The resulting orange residue was purified by flash column 

chromatography (SiO2, DCM to DCM/5% MeOH). The first peak was isolated as a bright 

yellow/orange solid (40 mg, 26.01 µmol, 19 %). Crystals suitable for X-ray diffraction were grown 

by slow evaporation of pentane into a solution of the complex in 1,2-dichlorobenzene. 

1H NMR (500 MHz, CDCl3) δ/ppm 8.01 (d, J = 6.3 Hz, 3H, H1), 7.44 (d, J = 1.9 Hz, 3H, 

H4), 7.42 (d, J = 7.6 Hz, 3H, H10), 7.29 (dd, J = 7.8, 0.9 Hz, 3H, H7), 7.07 (td, J = 7.5, 1.3 Hz, 3H, 

H9), 6.89 (td, J = 7.7, 1.1 Hz, 3H, H8), 6.74 (dd, J = 6.3, 2.0 Hz, 3H, H2), 1.80 (s, 45H, H13). 

13C{1H} NMR (126 MHz, CDCl3) δ/ppm 163.33 (s, C3), 162.30 (s, C11), 158.53 (s, C5), 

148.02 (s, C1), 144.44 (s, C6), 134.29 (s, C10), 130.16 (s, C9), 123.62 (s, C7), 123.26 (s, C2), 122.03 

(s, C8), 121.31 (s, C4), 89.97 (s, C12), 9.06 (s, C13). 

IR (ATR)  νmax [cm-1]: 3045 (w), 2916 (w), 2851 (w), 1738 (w), 1589 (s), 1507 (w), 1466 

(m), 1444 (m), 1381 (m), 1292 (w), 1263 (w), 1235 (w), 1156 (w), 1106 (m), 1098 (m), 1016 (m), 

859 (w), 819 (m), 770 (m), 725 (s), 714 (w), 663 (w), 638 (w), 611 (w), 537 (w). 

HR-ESI-MS: m/z calcd. for [M + H]+ 1538.3329 (found) 1538.3357 (isotope pattern 

matches a [M]+ / [M+H]+ ratio of 0.58 / 0.42, Fig. S33). 

4.4.8 Preparation of Au and self-assembled monolayers 

All samples for PM-IRRAS, ICP-MS, and XPS were prepared on optically flat Au substrates 

consisting of a layer of Cr (1-4 nm) and Au (200-300 nm) evaporated onto borosilicate glass slides. 

The substrates were cleaned by dipping in piranha solution (3:1 H2SO4:30% H2O2) for 1-2 minutes. 

Caution, piranha solutions are extremely energetic and may result in explosions if not handled 

with extreme caution. The slides were then washed with water and dried. Prior to use, slides were 

flame treated to remove surface water and then added to 1 mM solutions of the compound in 



98 

 

dichloromethane overnight. The slides were then washed with dichloromethane and dried under a 

stream of nitrogen before analysis.  

4.4.9 Polarization Modulation Infrared Reflection-Absorption Spectroscopy (PM-IRRAS) 

PM-IRRAS spectra were obtained on a Bruker 55 FTIR with a Bruker PMA 37 accessory under a 

dry air atmosphere using a Parker Balston Purge Gas Generator. Polarization was achieved using 

a PEM-90-D ZnSe Photoelestic Modulator (Hinds Instruments) operating at 50 kHz and half-wave 

retardation coupled with a Synchronous Sampling Demodulator (GWC Instruments). A liquid 

nitrogen cooled mercury cadmium telluride detector equipped with a BaF2 window detector was 

used and set at an angle of incidence of 88˚ with respect to normal. Scans were collected for 2000 

scans each sum and difference with 4 cm-1 resolution and maximum dephasing at either 1600 cm-

1 and 3000 cm-1 to minimize PM error across the entire spectra. Baseline was established by 

previous literature precedent by normalization to a reference (blank) slide.31, 68-69 Blank slides were 

made via the same cleaning method as the samples and allowed to soak in dichloromethane for the 

same amount of time as the samples. Once baseline corrected, the PM-IRRAS spectra was 

converted to absorbance values by 𝐴 = 0.0223 [(
∆𝐼

𝐼
)

𝑛𝑜𝑟𝑚
− 1] where [ΔI/I]norm is the baseline 

corrected PM-IRRAS signal.31 Detailed experimental methods for the fitting of the PM-IRRA 

spectra for the orientation determination can be found in the SI.  

4.4.10 Single Crystal X-ray Diffraction  

Single crystal X-ray data was collected on a Bruker Apex II-Ultra CCD diffractometer equipped 

with MoKα radiation (λ = 0.71073 Å). The crystals were mounted on a Cryo-loop with Paratone 

oil. Data were collected under a nitrogen gas stream at 100 K using ω and φ scans. Data were 

integrated using the Bruker SAINT software program and scaled using the SADABS software 

program. All structures were solved via direct methods with SHELXS70 and refined by full-matrix 
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least squares procedures using SHELXL21 within the Olex2 small- molecule solution, refinement, 

and analysis software package.71 All nonhydrogen atoms were refined anisotropically by full-

matrix least-squares (SHELXL-2014). Crystallographic data, structure refinement parameters, and 

additional notes on structure refinement are summarized in the Appendix. 

4.4.11 Simulated isotropic IRRAS spectra.  

The method for the simulation of isotropic IRRA spectra from transmission spectra of C1 and C2 

followed previous literature precedent.31, 45-46, 63-64, 72-74 Briefly, the simulation of isotropic IRRA 

spectra requires the known experimentally determined molar absorptivity, refractive index, and 

estimated molecular density, surface coverage, and monolayer thickness of the analyte and the 

refractive index and molar absorptivity of the Au surface. The molar absorptivity is determined 

from a transmission FTIR spectra of C1 and C2 were obtained on KBr pellets of known 

concentrations and thickness (Figure SX). The refractive index is determined via the Kramers-

Kronig transformation following molar absorptivity determination (Figure SX). The molecular 

density of C1 and C2 is estimated from the C3 crystal structure. While this is a starting point for 

the estimation of the density of C1 and C2, calculated spectra were also made using a high (2.0 

g/cm3) and low (1.2 g/cm3) estimation of the density to bracket the determined angle of the 

transition dipole moments. The high and low estimates were chosen as 91% of all Ir piano-stool 

complexes that contained both a halide and either a 2,2-bipyridne or phenylpyridine moiety in the 

Cambridge Structural Database had a density between these two values (Figure S45, 78 structures). 

The surface coverage determined via ICP-MS of the monolayers. The monolayer thickness of C1 

and C2 was determined as the average of the distance from the surface and the atom farthest from 

the surface to the S atom attached to the surface of C1m and C2m monolayers in the Cl up and Cl 

down orientations in DFT. Spectra was then simulated used methods published elsewhere, using 
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an angle of incidence of the IRRAS as 88° to match the experimental PM-IRRAS.46, 73-74 Overall, 

due to the estimation of the density, the method has an average tolerance of ±6° (average difference 

between initial estimation and bracketed high and low values) for the determined angle of the 

transition dipole moment (TDM).  

4.4.12 Comparison of the PM-IRRAS and the Simulated IRRAS via Spectral 

Fitting.  

The comparison of the PM-IRRAS and simulated isotropic spectra follows previously reported 

methods.31, 46, 73-74 Briefly, spectral fits were performed in OriginPro. Following previous lab 

precedent, all spectra were smoothed with at 9 cm-1 resolution and fit.39, 75 Second derivative 

analysis provided by the OMNIC Series software allowed for the resolution of bands. The PM-

IRRA spectra were fit with Gaussian line shapes and simulated IRRAS spectra were fit with a 

mixture of Lorentzian and Gaussian line shapes to obtain the most accurate peak areas.31, 74, 76-77  

4.4.13 Determination of Surface Coverage by ICP-MS 

 Inductively coupled plasma mass spectrometry (ICP-MS) was conducted on a Thermo iCAP RQ 

ICP-MS instrument with prepared standards and samples. The standards were prepared from an 

iridium standard with a concentration of 1μg/ml in 10-20% HCl solution from Acros Organics. 

Trace metal concentrated HCl (Fisher Chemical) and trace metal concentrated HNO3 (Fisher 

Chemical) were used and diluted to the appropriate concentrations. The standards were prepared 

in 1% HCl with concentrations of 1000ppb Ir, 100ppb Ir, 10ppb Ir, 1ppb Ir, and 0 ppb. The samples 

were digested in a 17% HCl solution overnight then diluted with 18.2 MΩ·cm water to a 1% HCl 

solution for analysis. The digestion Teflon tube was cleaned prior to use with a 1% HNO3 solution 

and left to air dry.  
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4.4.14 Characterization of SAMs by X-ray photoelectron spectroscopy (XPS).  

XPS was done on gold slides prepared identically to the PM-IRRAS and ICP-MS experiments. 

XPS survey spectra were recorded with a pass energy of 160 eV with a 1eV step. High-resolution 

spectra of the Au 4f, C 1s, N 1s, S 2p, Cl 2p, and Ir 4f/Au 5p3/2 were recorded with a pass energy 

of 20 eV. Data processing and analysis was done using CasaXPS. The binding energy of all spectra 

was energy corrected to the Au 4f7/2 line at 84.0 eV as reference. Background correction was 

carried out using a Shirley background for all signals. High-resolution spectra were fit with a mix 

of Gaussian and Lorentzian line shapes to obtain the most accurate peak areas.  

4.4.15 Computational Benchmarking 

Benchmarking DFT calculations were performed with the ωB97X-D functional58 as well as the 

Perdew-Burke-Ernzerhof (PBE) functional78 with Grimme’s D3 dispersion with Becke-Johnson 

damping (D3-BJ).79 The inclusion of dispersion was considered to be crucial to correctly 

describing ligand-Au interactions, and the PBE D3-BJ method had previously been shown to 

provide accurate and computationally accessible modeling bonds between molecules and Au.80 

Initial calculations were performed with the 6-31G(d,p) basis set59-61 on all nonmetal atoms and 

the LANL2DZ basis set and pseudopotential81 on Ir and Au. Although the minimum energy 

binding geometries were nearly identical for the two functionals (Table S5, S6 and 1), it was found 

that the ωB97X-D stretching frequencies and IR intensities (after 0.9485 correction) showed much 

better agreement with the experiment (Figure S35 and S36). This was particularly evident for the 

highest intensity mode at ~1600 cm-1 corresponding to a bpy breathing mode; this peak showed 

low intensity using PBE D3-BJ, but was the most intense peak using ωB97X-D. Given the poor 

agreement of the PBE D3-BJ spectrum, only the ωB97X-D functional was used for further 

calculations with the larger DEF2SVP basis set and pseudopotential62 on Ir and Au (Tables S11 
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and S12). These results were relatively similar to the LANL2DZ results but were used for all 

analyses in the main text since they corresponded to a larger, more polarizable metal basis set. 

4.4.16 Comparison of the Experimental and DFT calculated TDMs for 

orientation determination. 

To determine the orientation of the monolayers on the Au surface, a comparison between the 

experimentally determined TDM and DFT (ωB97X-D functional, DEF2SVP basis set) calculated 

TDM moments. Due to resolution limitations, the peaks determined experimentally correspond to 

multiple transitions calculated by DFT. By considering all of the possible TDM calculated  for a 

select mode with the experimentally determined data with similar energy, a comparison  can be 

made. For example, the experimentally determined angle of the transition dipole moment for the 

bipyridine breath mode was determined to be 40° off normal. DFT calculated 4 bipyridine 

breathing modes. The average for the 4 transitions is about 26° for the Cl down and 20° for the Cl 

up orientation.  
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4.7 Appendix 

4.7.1 Molar Absorptivity and Refractive Index of C1 and C2 

 

Figure 4.15. Extinction coefficient, kiso, of C1 obtained from IR-transmission spectroscopy. Refractive 

index, n, of C1 obtained from the Kramers-Kronig transformation of k. 

Figure 4.14. Extinction coefficient, kiso, of C2 obtained from IR-transmission spectroscopy. Refractive 

index, n, of C2 obtained from the Kramers-Kronig transformation of k. 
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4.7.2 PM-IRRAS 4000-400 cm-1  

Figure 4.16. PM-IRRAS of C1 (green) and C2 (blue) on Au. Figure is combined spectra taken with maximum 

dephasing at 3000 cm-1 and 1600 cm-1 to minimize PM error across the entire spectra. * indicates atmospheric CO2 

and ^ is where the two spectra are combined. 
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4.7.3 PM-IRRAS and Simulated IRRAS Fitting  

  

Figure 4.17. PM-IRRA (top) and simulated IRRA (bottom) spectra with fits of a monolayer made from C1. 

The PM-IRRA spectrum is fit with Gaussian line shapes and the simulated IRRA spectrum is fit with a 

combination of Lorentzian and Gaussian line shapes. 
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Figure 4.18. PM-IRRA (top) and simulated IRRA (bottom) spectra with fits of a monolayer made from C2 on 

Au. The PM-IRRA spectrum is fit with Gaussian line shapes and the simulated IRRA spectrum is fit with a 

combination of Lorentzian and Gaussian line shapes. 
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4.7.4 DFT Computed FTIR 

 

 

  

Figure 4.19. DFT calculated FTIR spectra of C1 attached to Au in A the Cl down orientation using (Original Basis) 

(top), LAN (middle), and DEF (bottom) and B Cl up orientation using (Original Basis) (top), LAN (middle), and DEF 

(bottom). 
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Figure 4.20. DFT calculated FTIR spectra of C2 attached to Au in A the Cl down orientation using (Original Basis) 

(top), LAN (middle), and DEF (bottom) and B Cl up orientation using (Original Basis) (top), LAN (middle), and DEF 

(bottom). 
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4.7.5 Visualizations of Select IR Modes 

 

 

 

Figure 4.21. Visualization of displacements along key normal modes for C1m in the Cl down orientation 

(wB97XD functional and the DEF2SVP basis set with a 0.9485 scaling factor). Each mode is labeled with 

the corresponding vibrational frequency and a description; orange circles and ovals are used to highlight 

areas of the molecule that have the largest displacements. All normal modes are reported in Table 4.2. Au 

atoms have been removed from the molecular structures for clarity. 
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Figure 4.22. Visualization of displacements along key normal modes for C1m in the Cl up orientation 

(wB97XD functional and the DEF2SVP basis set with a 0.9485 scaling factor). Each mode is labeled with 

the corresponding vibrational frequency and a description; orange circles and ovals are used to highlight 

areas of the molecule that have the largest displacements. All normal modes are reported in Table 4.2. Au 

atoms have been removed from the molecular structures for clarity. 
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Figure 4.23. Visualization of displacements along key normal modes for C2m in the Cl down orientation 

(wB97XD functional and the DEF2SVP basis set with a 0.9485 scaling factor). Each mode is labeled with 

the corresponding vibrational frequency and a description; yellow circles are used to highlight areas of the 

molecule that have the largest displacements. All normal modes are reported in Table 4.3. Au atoms have 

been removed from the molecular structures for clarity. 
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Figure 4.24. Visualization of displacements along key normal modes for C2m in the Cl up orientation 

(wB97XD functional and the DEF2SVP basis set with a 0.9485 scaling factor). Each mode is labeled with 

the corresponding vibrational frequency and a description; yellow circles are used to highlight areas of the 

molecule that have the largest displacements. All normal modes are reported in Table 4.3. Au atoms have 

been removed from the molecular structures for clarity. 
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4.7.6 Crystallographic Data 

 

 

 

 

 

 

 

 

Figure 4.25. Solid-state structure of [Cp*Ir(2-phenylpyridine-4-thiol)]3 (C3) as determined by single-

crystal X-ray diffraction. Thermal ellipsoids are set at the 50% probability level. Non-coordinating ortho-

dichlorobenzene molecules and carbon bound hydrogens were omitted for clarity. 
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Table 4.4. Crystal data and structure refinement for complex C3 

Empirical Formula C85.66H81.11Cl7.46Ir3N3S3 

Formula weight 2089.84 

Temperature/K  100.0 

Crystal system monoclinic 

Space group C2/c 

a/Å 45.563(8) 

b/Å 18.693(3) 

c/Å 21.023(4) 

α/° 90 

β/° 90.978(4) 

γ/° 90 

Volume/ Å3 17902(5) 

Z 8 

ρcalcg/cm3 1.551 

μ/mm 1 4.784 

F(000) 8175.0 

Crystal size/mm3 0.3 × 0.1 × 0.1 

Radiation MoKα (λ = 0.71073) 

2θ range for data collection/° 3.04 to 48.828 

Index Ranges -52 ≤ h ≤ 52, -21 ≤ k ≤ 21, -24 ≤ l ≤ 24 

Reflections Collected 104645 

Independent reflections 14729 [Rint = 0.1623, Rsigma = 0.1008] 

Data/restraints/parameters 14729/72/955 

Goodness-of-fit on F2 1.027 

Final R indexes [I>=2s (I)] R1 = 0.0491, wR2 = 0.1018 

Final R indexes [all data] R1 = 0.0910, wR2 = 0.116 

Largest diff. peak/hole / e Å -3 2.33/-1.19 
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4.7.7 X-ray Photoelectron Spectroscopy 

 

 

 

Figure 4.26. Survey (top) and high-resolution XPS of the C1m monolayer on Au. XPS peak positions of relevant 

elements (in eV) Ir (65.6, 62.7) S (163.5, 162.0), Cl (200.3, 198.3).    
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Figure 4.27. Survey (top) and high-resolution XPS of the C2m monolayer on Au. XPS peak positions of relevant 

elements (in eV) Ir (64.7, 61.8) S (163.9, 162.0), Cl (199.9, 198.4).    
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4.7.8 Quantification of Cl and Ir for C1m 

ELEMENT PEAK % CONCENTRATION RATIO 

Ir 4f7/2 19.82 1 Ir : 2.55 Cl 

Ir 4f5/2 8.27 

Cl 2p3/2 47.94 

Cl 2p1/2 23.96 

 

The peaks of the high-resolution Ir 4f spectra for both C1m and C2m correspond to Ir being in the 

3+ state. While there is overlap from Au 5d, there appears to be no lower energy Ir 4f signals, 

indicating that Ir is only in the 3+ state and there is no Ir 1+. Using the fitting analysis in CasaXPS 

and correcting for the relative sensitivity factors for each element, it was determined that there is 

about 1 Ir atom per 2.55 Cl. This demonstrates that there the C1m monolayer co-packs with the Cl 

anion to balance the charges on the surface. 
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4.7.9 Reported Densities of Ir piano-stool complexes 

 

 

 

 

Figure 4.28 Histogram showing the reported density of Ir piano-stool complexes containing a halide and either a 

bipyridine or phenylpyridine moiety deposited in the Cambridge Structural Database (78 structures). 




