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ABSTRACT 8 

Natural hazards engineering plays an important role in minimizing the effects of natural hazards 9 

on society through the design of resilient and sustainable infrastructure.  The DesignSafe 10 

cyberinfrastructure has been developed to enable and facilitate transformative research in natural 11 

hazards engineering, which necessarily spans across multiple disciplines and can take advantage 12 

of advancements in computation, experimentation, and data analysis.  DesignSafe allows 13 

researchers to more effectively share and find data using cloud services, perform numerical 14 

simulations using high performance computing, and integrate diverse datasets such that 15 

researchers can make discoveries that were previously unattainable.  This paper describes the 16 

design principles used in the cyberinfrastructure development process, introduces the main 17 

components of the DesignSafe cyberinfrastructure, and illustrates the use of the DesignSafe 18 

cyberinfrastructure in research in natural hazards engineering through various examples.  19 

 20 

Keywords: cyberinfrastructure, high performance computing, cloud services, data sharing21 
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INTRODUCTION 22 

Natural hazards have the potential to significantly impact our communities and our livelihoods, 23 

as evidenced time and again after earthquakes and windstorms.  For this reason legislation such as 24 

the Earthquake Hazards Reduction Act and the National Windstorm Impact Reduction Act have 25 

been passed to help achieve reductions in the impacts of natural hazards.  Natural hazards 26 

engineering plays an important role in this effort.  The overarching vision of natural hazards 27 

engineering is to reduce the effects of natural hazards on society through the design of safe, 28 

resilient, and sustainable infrastructure.  To realize this vision, multi-disciplinary research is 29 

needed that integrates hazard assessment, sustainable design, infrastructure response, and 30 

community response across multiple hazards and multiple scales in both space and time.  This 31 

notion has been promoted for earthquake engineering by the National Research Council Grand 32 

Challenge Workshop (National Research Council 2011), but holds true for engineering for other 33 

natural hazards such as windstorms (hurricanes and tornadoes), storm surge, and tsunamis 34 

(National Science and Technology Council 2005).  To help achieve this vision the U.S. National 35 

Science Foundation is investing over $60 million in the Natural Hazards Engineering Research 36 

Infrastructure (NHERI), which includes shared-use experimental facilities, a computational 37 

modeling and simulation center (SimCenter), a post-disaster, rapid response research (RAPID) 38 

facility, a network coordinating office (NCO) and a community-driven cyberinfrastructure (CI).   39 

DesignSafe (www.designsafe-ci.org) is the cyberinfrastructure platform that has been 40 

developed as part of NHERI to support natural hazards engineering research, and it succeeds the 41 

NEEShub cyberinfrastructure that was developed for the earthquake engineering community 42 

through the Network for Earthquake Engineering Simulation (NEES) program (Hacker et al. 2011, 43 

2013).  DesignSafe plays an important role in integrating the various NHERI components and the 44 
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research taking place at the NHERI facilities, but also has the broader goal to enable transformative 45 

research in natural hazards engineering across the numerous technical disciplines engaged in this 46 

field.  DesignSafe allows researchers to more effectively share, find, and analyze data; perform 47 

numerical simulations and utilize high performance computing (HPC); and integrate diverse 48 

datasets.  These functionalities allow researchers to answer questions and make discoveries that 49 

they could not before.  DesignSafe has been developed as a flexible, extensible, community-driven 50 

cyberinfrastructure and it embraces a cloud strategy for the big data generated in natural hazards 51 

engineering.  DesignSafe provides a comprehensive CI that supports the full research lifecycle, 52 

from planning to execution to analysis to publication and curation.  53 

This paper explains the design principles used in the cyberinfrastructure development process, 54 

describes the main components of the DesignSafe cyberinfrastructure, and provides examples of 55 

how the DesignSafe cyberinfrastructure is being used in research in natural hazards engineering. 56 

 57 

CYBERINFRASTRUCTURE DESIGN PRINCIPLES 58 

A cyberinfrastructure is a comprehensive environment for experimental, theoretical, and 59 

computational engineering and science, providing a place not only to steward data from its creation 60 

through archive, but also a workspace in which to understand, analyze, collaborate and publish 61 

that data.  Our vision is for DesignSafe to be an integral part of research and discovery, providing 62 

researchers access to cloud-based tools that support their work to analyze, visualize, and integrate 63 

diverse data types.  DesignSafe builds on the core strengths of the previously developed NEEShub 64 

cyberinfrastructure for the earthquake engineering community, which includes a central data 65 

repository containing years of experimental data.  DesignSafe preserves and provides access to the 66 

existing content from NEEShub and adds additional capabilities to build a comprehensive CI for 67 
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engineering discovery and innovation across natural hazards.  DesignSafe has been developed 68 

along the following principles: 69 

Create a flexible CI that can grow and change. DesignSafe is extensible, with the ability 70 

to adapt to new analysis methods, new data types, and new workflows over time. The CI is 71 

built using a modular approach that allows integration of new community or user supplied 72 

tools and allows the CI to grow and change as the disciplines grow and change.  73 

Provide support for the full data/research lifecycle. DesignSafe is not solely a repository 74 

for sharing experimental data, but is a comprehensive environment for experimental, 75 

simulation, and field data, from data creation to archive, with full support for cloud-based data 76 

analysis, collaboration, and curation in between. Additionally, it is the role of a 77 

cyberinfrastructure to continue to link curated data, data products, and workflows during the 78 

post-publication phase to allow for research reproducibility and future comparison and revision 79 

(Borgman 2012).  80 

Provide an enhanced user interface. DesignSafe supplies a comprehensive range of user 81 

interfaces that provide a workspace for engineering discovery. Different interface views that 82 

serve audiences from beginning students to computational experts allow DesignSafe to move 83 

beyond being a “data portal” to become a true research environment. 84 

Embrace simulation.  Experimental data management is a critical need and vital function 85 

of the CI, but simulation also plays an essential role in modern engineering and must be 86 

supported.  Through DesignSafe, existing simulation codes, as well as new codes developed 87 

by the community and SimCenter, are available to be invoked directly within the CI interface, 88 

with the resulting data products entered into the repository along with experimental and field 89 

data and accessible by the same analytics, visualization, and collaboration tools.  90 
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Provide a venue for internet-scale collaborative science. As both digital data captured 91 

from experiments and the resolution of simulations grow, the amount of data that must be 92 

stored, analyzed and manipulated by the modern engineer is rapidly scaling beyond the 93 

capabilities of desktop computers. DesignSafe embraces a cloud strategy for the big data 94 

generated in natural hazards engineering, with all data, simulation, and analysis taking place 95 

on the server-side resources of the CI, accessible and viewable from the desktop but without 96 

the limits of the desktop and costly, slow data transfers.  97 

Develop skills for the cyber-enabled workforce in natural hazards engineering. 98 

Computational skills are increasingly critical to the modern engineer, yet a degree in computer 99 

science should not be a prerequisite for using the CI.  Different interfaces lower the barriers to 100 

HPC by exposing the CI’s functionality to users of all skill levels, and best of breed 101 

technologies are used to deliver online learning throughout the CI to build computational skills 102 

in users as they encounter needs for deeper learning.  103 

 104 

DESIGNSAFE CYBERINFRASTRUCTURE: ORGANIZATION AND ARCHITECTURE 105 

Using the design principles outlined above, DesignSafe includes the following components: 106 

(1) an interactive DesignSafe web portal, (2) the Data Depot, a flexible data repository with 107 

streamlined data management tools, (3) the Discovery Workspace that allows simulation, data 108 

analytics, and visualization to be performed in the cloud and linked with the Data Depot, (4) the 109 

Reconnaissance Integration Portal that provides access to RAPID reconnaissance data through 110 

a geospatial framework, (5) the Learning Center to provide training materials, and (6) the 111 

Developer’s Portal for developing new capabilities.     112 

 113 
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DesignSafe web portal 114 

The portal is the primary point of entry for users of the DesignSafe capabilities.  As shown in 115 

Figure 1, the portal includes an area for interactions among the larger NHERI Community, 116 

provides access to the Research Workbench and its components that enable research activities (i.e., 117 

Data Depot, Discovery Workspace, Reconnaissance Integration Portal, and Developer’s Portal), 118 

provides information regarding the NHERI research facilities (i.e., the experimental facilities, 119 

RAPID facility, SimCenter, and Network Coordinating Office), and supports cyberinfrastructure 120 

training through the Learning Center.   121 

 122 

Data Depot 123 

At the heart of the cyberinfrastructure, the Data Depot is the central shared data repository that 124 

supports the full research lifecycle, from data creation to analysis to curation and publication.  125 

Researchers have access to private space, project space, shared space, and public space; and with 126 

a simple click, data from a user’s private “My Data” home directory can be shared with a peer or 127 

a research team, or with the entire public through the web.  128 

The Data Depot provides an intuitive data interface to facilitate interaction with the data.  129 

Upload/download of data is streamlined through a range of interactive and automated options for 130 

both single file and bulk transfer, including drag and drop file upload, federation with existing 131 

cloud data services (e.g. Box.com, Dropbox, or Google Drive), command line interfaces that can 132 

be automated by power users, and interactive web tools that lead the user through an interactive 133 

interface to input data and create the minimum necessary metadata.   134 

A significant challenge in natural hazards engineering is the complex structure of the research 135 

process, which is reflected in the multiple data and research works that derive from experiments 136 
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and simulations.  To enhance data use during a research project and to stimulate data reuse by 137 

others after it is published, data curation services are provided to all users in DesignSafe.  Curation 138 

involves organizing data and gathering the documentation that is needed for its use now and in the 139 

future, assuring data sustainability and long-term preservation. DesignSafe provides the tools and 140 

resources required to fully curate the complex datasets generated by natural hazards engineering. 141 

DesignSafe has adopted a progressive approach to data curation, in which the research team 142 

provides the curation information during the course of the research, and thus shares responsibility 143 

for the curation process.  When initially uploaded, data may have limited or even no user-supplied 144 

metadata.  As data progresses towards publication, the requirements for metadata increase, as 145 

metadata provides users with search and discovery functions. At the end of the research project 146 

the user may edit the information for publication and complete the process of assigning Digital 147 

Object Identifiers (DOIs) and applying the appropriate license.  On demand assistance from a 148 

curator is available to provide training and to guide users through their data curation and 149 

publication needs.   150 

 151 

Discovery Workspace 152 

The Discovery Workspace is intended to be the preeminent place for engineering researchers 153 

in the hazards community to store and share their data, results, and workflows; analyze, visualize, 154 

and transform their data; perform simulations using the most sophisticated computational tools; 155 

share notes, methods, scripts, and software with their teams; and discover the work of colleagues.  156 

It is an extensible web-based environment that provides a desktop metaphor, with a Data Depot 157 

window to give the user access to the contents of the Data Depot and an Apps window to give the 158 

user access to a list of available tools, scripts, etc (Figure 2).   159 
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The software tools available within the Discovery Workspace will evolve over time as the 160 

needs of the research community evolve and change, and as new tools are developed by the 161 

SimCenter and the broader natural hazards engineering community.  Our initial deployment of 162 

tools includes open source computational simulation tools (e.g., OpenSees, McKenna 2011; 163 

ADCIRC, Luettich et al. 1992, Westerink et al. 2008; OpenFOAM, www.openfoam.org), as well 164 

as tools for both data analytics and visualization (e.g. MATLAB; Jupyter, jupyter.org; ParaView, 165 

www.paraview.org).  These tools have access to HPC resources, making it easy for researchers to 166 

employ these resources in their work.  Importantly, the tools span all of the technical domains 167 

involved in natural hazards engineering and also include commercial programs, such as MATLAB.  168 

DesignSafe makes commercial codes available through a “Bring-Your-Own-License” 169 

functionality, which allows the CI to confirm that a user has an active license for the software.   170 

The Discovery Workspace is implemented using the highly scalable and extensible Agave 171 

science-as-a-service platform, which is the evolution of the successful iPlant Foundation 172 

application program interface or API (Dooley et al. 2012). Agave has generalized the core 173 

functionality of the iPlant Foundation API to provide a platform for gateway development that 174 

works seamlessly in HPC, campus, commercial, and cloud environments alike.  175 

 176 

Reconnaissance Integration Portal 177 

The Reconnaissance Integration Portal will be the main access point to data collected during 178 

the reconnaissance of windstorm and earthquake events.  These data may be collected by the 179 

RAPID facility, its users, or other researchers participating in reconnaissance.  Reconnaissance 180 

activities produce diverse data, including infrastructure performance data (e.g., damage estimates, 181 

ground movements, coastal erosion, wind field estimates), remotely sensed data (e.g., photos, 182 
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video, LIDAR point clouds, satellite imagery data), or human experiential data (e.g., social media 183 

data, societal impact data, survey or interview data).  These diverse data types have different 184 

metadata requirements, but their use hinges on information regarding the location from which the 185 

data were collected.  Therefore, a geospatial framework will be used to interface with much of the 186 

data to provide the contextual location of the data with respect to the windstorm or earthquake 187 

event.  The reconnaissance data will be physically located in the Data Depot and accessible by 188 

analytics and visualization tools in the Discovery Workspace, but the Reconnaissance Integration 189 

Portal will provide an additional interface to the data.   190 

 191 

Learning Center  192 

The Learning Center is the central repository for self-paced, on-demand materials to teach 193 

users (e.g., undergraduate students, graduate students, researchers, and faculty) to take advantage 194 

of the CI capabilities of DesignSafe.  The availability of on-demand instructional materials ensures 195 

that the user community has access to training when and where they need it.  These instructional 196 

materials are being developed by the CI development team in partnership with users from the 197 

natural hazards engineering community.  This collaboration ensures that the training materials are 198 

developed at an appropriate level for the audience and it provides valuable feedback to the 199 

development team.   200 

 201 

Developer’s Portal 202 

The Developer’s Portal is the central place for users and developers who wish to extend the 203 

capabilities of the DesignSafe infrastructure.  Through the portal users can access a tool builder, 204 

which supports the deployment of new applications to the Discovery Workspace, or they can 205 



11 
 

access complete information regarding the DesignSafe APIs.  API functions include the ability to 206 

ingest or download data, run analysis jobs, translate data types, or create public identifiers for data.  207 

Through this interface, users can embed DesignSafe capabilities into other applications.  For 208 

instance, a researcher can publish research results on their lab website, directly embedding a link 209 

to the associated data archived in the DesignSafe Data Depot along with access to the workflow 210 

that created that data and the tools to visualize it.  Or, a researcher at an experimental facility can 211 

take advantage of the DesignSafe APIs to automatically send data as it is captured from their 212 

facility to the DesignSafe Data Depot, initiate a workflow to do quality assurance on the data and 213 

analyze it, and send notices to interested users when it is complete. The Developer’s Portal 214 

transforms DesignSafe from simply a static web application built by the design team, to a user-215 

extensible “App store” that can grow with changes in the community and the creativity of 216 

individual research teams.  217 

 218 

ENABLING TRANSFORMATIVE RESEARCH IN NATURAL HAZARDS 219 

ENGINEERING  220 

 221 

The goal for the DesignSafe cyberinfrastructure is to enable a whole range of scientific 222 

activities that supports research in natural hazards engineering.  Figure 3 maps the different 223 

DesignSafe components to generalized end-to-end that integrate simulation, experimental, and 224 

RAPID reconnaissance data.  For the simulation components of research, DesignSafe plays a 225 

critical role in providing a venue to share and access the various inputs for simulation models (e.g., 226 

structural component and geotechnical characterization, offshore bathymetry and hurricane tracks, 227 

wind fields), providing high performance computing resources to run simulation models, 228 

tying/relating the simulation metadata to the output from the simulation, and storing the data and 229 
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metadata together as a cohesive group within the Data Depot.  Similarly for experimental research, 230 

DesignSafe plays an important role in relating the experimental metadata with the collected sensor 231 

data, video, etc.  For RAPID reconnaissance research, DesignSafe allows easy access to the 232 

collected field data through the geospatial platform incorporated in the Reconnaissance Integration 233 

Portal.  Again, the data is stored in the Data Depot along with the related metadata.   234 

The real revolution takes place downstream of data generation.  Here, data analytics and 235 

visualization is performed in the cloud within the Discovery Workspace, accessing any data within 236 

the Data Depot.  Researchers can invoke common analysis programs, such as MATLAB, as well 237 

as other analysis/visualization tools, such as Jupyter notebooks.  A Jupyter notebook is an 238 

electronic notebook that allows users to embed rich text elements, as well as computer code, 239 

graphs, and visualizations, within a single notebook that can be shared through the web.  Over 40 240 

different programming languages are supported in Jupyter, including Python and R, and MATLAB 241 

code can be easily converted, making Jupyter a versatile tool for research.  Performing analysis in 242 

the cloud allows researchers to integrate and explore various data without tedious downloads.  In 243 

addition, using a seamless cyberinfrastructure to complete all research tasks enables tracking and 244 

relating of the processes applied to data. Metadata, which can be defined at any time during the 245 

research process and travels with the data, provide data context and facilitate integration with other 246 

datasets. As a result, researchers can use the Data Depot to safely store their raw data, as well as 247 

intermediate and final curated data products, all of which can be published through the Data Depot 248 

and assigned a DOI.  The assignment of DOIs and appropriate metadata, along with the ability to 249 

analyze data in the cloud within the Discovery Workspace, allows data reuse within the CI to be 250 

traced in a meaningful way. 251 
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DesignSafe will continue to be developed and improved over time, but currently it already 252 

supports new and important functionalities that researchers can use in their work.  Using the 253 

Discovery Workspace, researchers can estimate wind loads from windstorms using the 254 

computational fluid dynamics program OpenFOAM, or they can forecast water inundation due to 255 

hurricane-induced storm surge using the circulation simulation code ADCIRC (Westerink et al. 256 

2008).  The Discovery Workspace can also be used to perform large suites of simulations of the 257 

earthquake response of structural and geotechnical infrastructure systems using the finite element 258 

program OpenSees (McKenna 2011).  Each of these simulation codes automatically makes use of 259 

HPC resources and the results from these simulations are saved to the Data Depot for post-260 

processing and analysis in the cloud.  Using MATLAB scripts or a Jupyter notebook, the raw 261 

results from the simulations can be filtered, normalized, or transformed, or more sophisticated 262 

analyses can be performed to investigate statistical relationships, develop infrastructure fragility 263 

curves, etc.   264 

New experimental data can be uploaded to the DesignSafe Data Depot and processing scripts 265 

applied to the data in the cloud using MATLAB or a Jupyter notebook.  For example, Figure 4 266 

shows a workflow developed in a Jupyter notebook for processing centrifuge model test data. The 267 

code reads a raw data file in the binary format utilized at the University of California Davis 268 

centrifuge facility, plots the data using a span-selector widget that permits users to select a 269 

truncation window, permits users to select data to discard, converts the data to prototype units, 270 

writes an ASCII formatted output file that preserves metadata, and embeds an Autocad sketch of 271 

the model via an iframe element linked to an Autodesk 360 user account. A key benefit of using 272 

the Jupyter notebook is that the processing scripts are housed in the cloud with the data, and are 273 

easy to share among project team members. This functionality is useful for data processing, and is 274 
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also being used to create an interactive data report that permits users to view specific sensors. 275 

Previously, data reports were static object/files that did not permit user interaction. The Jupyter 276 

notebook code has already been shared with other research teams, who are now modifying it to 277 

suit their own needs. 278 

The curated data from NEES also is available in the Data Depot, and can be used in the cloud 279 

for aggregated data analysis across multiple experiments or for validation of numerical 280 

simulations.  After simply copying the NEES data files into their “My Data” home directory, 281 

researchers can interrogate the data using processing and plotting scripts or plot it against the 282 

results of numerical simulation.  Again, this functionality can make use of MATLAB or a Jupyter 283 

notebook, or even the visualization program Paraview.   284 

The examples above only scratch the surface of what is possible.  Yet, the functionalities 285 

currently available in DesignSafe allow researchers to explore a new research paradigm in which 286 

computational simulation, data analysis, and visualization take place in the cloud, and the use of 287 

cyberinfrastructure to share research results with collaborators and the public accelerates the pace 288 

of research discoveries.  289 

 290 

CONCLUSIONS 291 

The future of natural hazards engineering research requires integration of diverse data sets 292 

from a variety of sources, including experiments, computational simulation, field reconnaissance, 293 

as well as a variety of research disciplines, including earth science, social science, building science, 294 

and architecture.  The DesignSafe cyberinfrastructure has been designed to provide the 295 

functionalities that will enable transformative research in natural hazards engineering. By adopting 296 

a cloud strategy, DesignSafe allows for a fundamental change in the way that research is 297 
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performed.  It provides a comprehensive cyberinfrastructure that supports research workflows, 298 

data analysis and visualization, as well as the full lifecycle of experimental, field, and 299 

computational research required by engineers and scientists to effectively address the threats posed 300 

to civil infrastructure by natural hazards. The integration of data and computation in the cloud will 301 

enable new research discoveries in natural hazards engineering, which in turn can lead to more 302 

hazard-resilient civil infrastructure. 303 
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Figure 1:  DesignSafe web portal and its main components 6 
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Figure 2:  Access to Apps/Tools and Data through the DesignSafe Discovery Workspace  11 
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Figure 3.  Integrated research workflows enabled by DesignSafe 15 
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 17 

Figure 4. Screenshot of a Jupyter notebook workflow developed to process and plot 18 
centrifuge test data. 19 
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