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Long-distance association of topological boundaries through
nuclear condensates
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Contributed by Michael Rosenfeld; received April 8, 2022; accepted May 24, 2022; reviewed by Bert O'Malley and G. Greg Wang

The eukaryotic genome is partitioned into distinct topological domains separated by
boundary elements. Emerging data support the concept that several well-established
nuclear compartments are ribonucleoprotein condensates assembled through the physi-
cal process of phase separation. Here, based on our demonstration that chemical disrup-
tion of nuclear condensate assembly weakens the insulation properties of a specific
subset (∼20%) of topologically associated domain (TAD) boundaries, we report that
the disrupted boundaries are characterized by a high level of transcription and striking
spatial clustering. These topological boundary regions tend to be spatially associated,
even interchromosomally, segregate with nuclear speckles, and harbor a specific subset
of “housekeeping” genes widely expressed in diverse cell types. These observations
reveal a previously unappreciated mode of genome organization mediated by conserved
boundary elements harboring highly and widely expressed transcription units and asso-
ciated transcriptional condensates.

chromosome architecture j transcription j condensate biology

Microscopic studies and sequencing-based approaches have revealed that the eukaryotic
genome is hierarchically organized and partitioned into distinct compartments (1, 2).
For instance, the banding pattern of the chromosomes correlates with euchromatin and
heterochromatin regions (3, 4), and the mammalian chromosomes occupy distinct
positions within the nucleus, referred to as chromosomal territories (5). Principal com-
ponent analysis of the Hi-C data revealed the partitioning of the genome into A and B
compartments (6, 7), with A compartments tending to be gene rich, transcriptionally
active, and exhibiting the epigenetic features of active chromatin. In contrast, B com-
partments contained gene-poor genomic regions that are transcriptionally less active
and associated with repressive nuclear structures such as the nucleolus and lamin-
associated domains (LADs) (8). Analysis of contact maps from high-resolution Hi-C
data sets revealed the presence of self-associating chromosomal domains known as
topologically associated domains (TADs) (9, 10), providing an insight into chromo-
somal topography. Genomic regions within the TADs were found to engage in a high
frequency of interactions, separated from adjacent TADs by boundary elements. While
the genomic compartments such as A/B and TADs were defined primarily through bio-
informatic analysis of data derived from conformation capture assays, the presence of
self-associating domains has been further confirmed by microscopic studies (11). The
cellular mechanisms that drive genomic compartmentalization and the establishment of
boundaries remain incompletely understood.
The emergence of the biophysical process of liquid–liquid phase separation (LLPS)

as a potential driving force in forming several membraneless cellular organelles (12, 13)
raises the question of whether investigating this process might provide additional
insights into TAD-boundary organization. Indeed, the eukaryotic nucleus harbors
several prototypic membraneless organelles, some of which are formed by the process
of LLPS (13–15). The phase separation property of the repressive histone mark
H3K9me3-binding protein, HP1α, is critical in forming heterochromatin domains in
the nucleus (16, 17). Similarly, the chromatin-binding protein, BRD4, effectively indu-
ces phase separation of H3K27ac histones associated with actively transcribed genomic
regions (18). Further, condensate formation of RNA Pol II and several transcription
factors and cofactors are critical for gene regulation mediated by enhancers (19–24).
Together, these findings are consistent with the hypothesis that the immiscible conden-
sates formed at transcriptional sites, heterochromatic and euchromatin domains in the
eukaryotic chromatin, together contribute to spatial segregation of the genome into dis-
tinct domains based on transcriptional activity.
However, technically, it remains a challenge to determine whether the LLPS-based

mechanisms contribute to the formation of the chromatin organizing units such as TADs
and A/B compartments in the intact cells. Because of a clear overlap of transcriptionally
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less active heterochromatin with the B compartments (8) and
transcriptionally active genomic regions with the A compartments
(25), it is tempting to hypothesize that genomic compartmentali-
zation is partly driven by immiscible condensates assembled at
these domains.
Treatment of cells with the aliphatic alcohol 1,6-hexanediol

(1,6-HD) has been shown to disrupt many cellular membraneless
organelles by weakening the hydrophobic interactions between
molecules (26, 27). This provides a valuable tool for determining
the regulatory roles of condensates in various biological processes
(21, 26). Our data reveal that, in human embryonic stem cells,
the insulation property of ∼20% of TAD boundaries was signifi-
cantly diminished within 5 min of treatment with 1,6-HD. This
phenotype was largely rescued by drug wash away, supporting the
hypothesis that the loss of these boundaries reflected the transient
disruption of membraneless structures assembled at the bound-
aries. In accordance with the observation that high transcription
levels characterize the 1,6-HD sensitive boundaries, chemical
inhibition of transcription weakened the insulation of the same
cohort of boundary regions. Hi-C and immuno-DNA fluores-
cence in situ hybridization (FISH) experiments revealed that
these responsive boundaries, harboring highly expressed transcrip-
tion units, were clustered and spatially proximal to each other.
Together these results indicate that a subset of boundary elements
is maintained by transcription-induced membraneless compart-
ments, which contribute to a previously unappreciated type of
genome organization in a cell type–independent manner.

Results

Effect of Aliphatic Alcohol on Chromatin Organization. The
aliphatic alcohol 1,6-HD has been used extensively to test the
material property and the contribution of RNA–protein con-
densates in the assembly of membraneless compartments in vitro
and in vivo (26–29). The aliphatic alcohol 1,6-HD is suggested
to weaken the protein–protein and protein–RNA hydrophobic
interactions resulting in the dissociation of membraneless conden-
sates. To examine the contribution of such putative phase-
separated, 1,6-HD–sensitive assemblies on chromatin architecture,
we treated human embryonic stem cells (RUES1) with 7% 1,6-
hexanediol for 5 min. The chemical was washed away after 5 min
and replaced with fresh media. The cells were collected for in situ
Hi-C and precision nuclear run-on sequencing (PRO-seq) experi-
ments at 5 min, 30 min, and 3 h after wash-off (Fig. 1A). In all
these experiments, aliphatic alcohol 2,5-hexanediol (2,5-HD), a
related compound with no apparent impact on membraneless
organelle assembly and transcription (21, 27), was used to treat
the control group.
In situ Hi-C library sequencing from two biological repli-

cates for each time point generated ∼200 million reads, of
which 160 million uniquely aligned to the human reference
genome (SI Appendix, Dataset S1). We constructed contact
count matrices using genomic bins of sizes 40 kb to identify
TAD boundaries, 500 kb to generate A/B compartment pro-
files, and heat maps representing low-resolution intra and inter-
chromosomal contacts. Correlation coefficient calculations
exhibited high similarity between replicates (SI Appendix, Fig.
S3 B and C). Therefore, the replicates were pooled for further
analysis when needed. When we compared A/B compartment
profiles in the different treatments, we found only rare changes
in compartments, namely 0, 15, and 3 genomic bins for the
5 min, 30 min, and 3 h 1,6-HD–treated samples (false discov-
ery rate [FDR] <0.05), respectively, out of 5,726 total bins
when compared to the 2,5-HD control (Fig. 1B), suggesting

the absence of any global changes in genome architecture.
Next, to identify TAD boundaries, we calculated insulation
scores between adjacent genomic regions to examine the impact
of the 1,6-HD on TAD organization (Fig. 1C). We leveraged
the insulation scores derived from two independent experi-
ments to identify the boundaries exhibiting significantly altered
insulation properties using a generalized linear model (GLM)
(SI Appendix, Dataset S2). This analysis revealed a significant
change in the insulation score in ∼20% of boundaries in RUES1
cells (949/5,517) at the 5-min time point compared to 2,5-
HD–treated samples (Fig. 1D and SI Appendix, Fig. S1 A–C).
However, these boundaries gradually returned to normal insula-
tion level by 3 h (Fig. 1 D and E). In comparison, 1,6-HD did
not affect the insulation scores of the remaining 4,568 boundary
elements (Fig. 1D). We refer to these as 1,6-hexanediol–sensitive
TAD boundaries (hereafter HDS boundaries). The overlap
between affected boundaries at different time points further illus-
trates that most of the boundaries are affected within 5 min of
1,6-HD treatment. After removing 1,6-HD, these boundaries
recovered their insulation property (Fig. 1 D–F).

Features of HDS Boundaries. To identify the genomic features
that distinguish the HDS and non-HDS boundaries, we analyzed
the published and annotated chromatin immunoprecipitation–
sequencing (ChIP-seq) database (cistrome.org/) of human tran-
scription factors and regulators to search for known factors
that are most enriched in each of the two classes of boundaries
(Fig. 2A). The most enriched components on the non-HDS
boundaries were the architectural proteins CTCF and cohesin
subunits, which are known to be a common feature of the
eukaryotic TAD-boundary regions (9, 30, 31). ChIP-seq for
CTCF and cohesin subunit RAD21 showed that the recruit-
ment of these proteins to HDS and nonaffected boundaries
were equivalent in both categories and were largely unaffected
by 1,6-HD treatment (SI Appendix, Fig. S2A). This suggests
that the recruitment of the architectural proteins CTCF and
cohesin is equivalent on both boundary categories and is not the
critical underlying feature of differential sensitivity to 1,6-HD. In
contrast, cistrome analysis revealed that HDS boundaries were
enriched in regulatory proteins such as RNA Polymerase II and
other transcription regulators (Fig. 2A), suggesting that HDS
boundaries may be highly transcribed.

HDS Boundaries Are Transcriptionally Highly Active. To directly
test the transcriptional activity of the TAD boundaries, we per-
formed global run-on sequencing (GRO-seq) (32) or PRO-seq
(33) on nuclei collected from RUES1 cells with equivalent
results. As opposed to the steady-state transcript information
obtained from RNA-seq, PRO-seq reveals real-time engage-
ment of RNA Pol II on the chromatin by directly measuring
the nascent RNA synthesis (32, 33). RUES1 cells were treated
with 2,5-HD or 1,6-HD, followed by a recovery period of
5 min, 30 min, and 3 h. Heat map of PRO-seq data centered
on boundaries, revealed enrichment of transcription consistent
with previous descriptions (9). The transcription at HDS
boundaries was significantly higher than that from the unaf-
fected boundaries (Fig. 2 B and C), consistent with the cis-
trome data indicating a higher level of transcription regulators
in the HDS boundaries (Fig. 2A). Treatment with 1,6-HD
appeared to significantly attenuate transcription of nascent
RNAs from HDS-boundary regions 5 min postexposure (Fig. 2
B and C). The nascent RNA transcription returned to the level
of the control treatment condition 3 h after the treatment, thus
paralleling the recovery pattern of the chromatin architecture at
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the same time points (Fig. 1 D and E). Together these data
suggest that a high transcription level is a crucial feature of
HDS boundaries.
Since the most substantial effect of 1,6-HD on Hi-C architec-

ture was at 5 min, we focused our efforts at that time point to
better understand the transcriptional changes occurring during
that time interval. We, therefore, performed additional PRO-seq
assays at the 5-min time point on RUES1 cells treated with

either 2,5-HD or 1,6-HD in replicates (SI Appendix, Fig. S2 C
and D). Analysis targeting de novo transcripts revealed that 1,6-
HD treatment led to 1,166 down-regulated genes and 520
up-regulated genes, suggesting dysregulation of transcription,
with a preponderance of down-regulated genes (SI Appendix,
Fig. S2 E–G). Next, we examined the PRO-seq profiles of all
genes that overlap either with HDS or nonaffected boundaries
(Fig. 2D). This approach revealed several interesting features.

Fig. 1. The aliphatic alcohol 1,6-HD induces a transient reduction in insulation for a subset of TAD boundaries. (A) Schematics of the experimental strategy.
(B) Browser example from chromosome 8 showing PC1 principal component–derived compartments (A, positive values; B, negative values) with a region
showing small changes to the A/B compartment only after a 5-min treatment. (C) Schematic representation of the insulation score calculation. Insulation
score minima were used to define TAD boundaries. (D) Heat map plotting all insulation scores across all boundaries in the specified time points. A total of
949 significantly affected (HDS) boundaries (Top) were identified after a 5-min treatment in replicates (red arrows) vs. 4,568 unaffected boundaries (Bottom).
(E) Quantitation of the interaction score shown in D. (F) Venn diagram of significantly affected boundaries at each time point showing most boundaries
affected after 5 min rapidly recover over time.

PNAS 2022 Vol. 119 No. 32 e2206216119 https://doi.org/10.1073/pnas.2206216119 3 of 9

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2206216119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2206216119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2206216119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2206216119/-/DCSupplemental


Although the HDS boundaries consisted of only 19.58% of
TAD boundaries, 38.4% of the entire boundary-derived tran-
scripts were from HDS-boundary regions. This suggests a
mechanism underlying the chromatin organization involving
active transcription units at the HDS-boundary regions. Sec-
ond, the heat map of PRO-seq tags over the 10-kb window
around transcription start sites revealed that 1,6-HD treat-
ment resulted in a subtle but distinct transcript profile consis-
tent with promoter-proximal pausing of RNA Polymerase II,
characterized by reduced tag density over gene bodies, with an
increased density at the transcription start sites (Fig. 2D).
Indeed, calculation of the pausing index (34) of all genes sug-
gested a small but statistically significant trend for widespread
transcriptional pausing following 1,6-HD treatment (Fig.
2E), with 545 genes exhibiting significantly increased pausing
and only 77 showing reduced pausing (Fig. 2F). While our
PRO-seq data suggest a widespread trend for transcriptional
pausing across many genes, transcripts on HDS boundaries
were disproportionally more affected than those on non-HDS

boundaries (Fig. 2G). Taken together, our results reveal that
HDS boundaries exhibit much higher levels of transcription than
non-HDS boundaries, and thus even a global effect of 1,6-HD
on transcription predominantly affects HDS boundaries. Further,
the transcriptional pausing is transient and released after a 3-h
recovery following the chemical wash-away, suggesting that the
treatment predominantly affects HDS-boundary regions rather
than causing the collapse of transcriptional machinery across the
genome. This result further illustrates that active transcription,
rather than the accumulation of transcription initiation apparatus
(as in paused gene promoters), represents the underlying mecha-
nism for the proper maintenance of HDS boundaries.

HDS Boundaries Are Sensitive to Transcriptional Inhibition.
Although the above data reveal a correlation between changes
in transcription and HDS-boundary strength, it is possible that
1,6-HD may alter the nuclear architecture, leading to altera-
tions in transcription, or vice versa. To directly determine the
relationship between active transcription and the maintenance

Fig. 2. HDS boundaries are characterized by high transcription levels and undergo transcriptional pausing after 1,6-HD treatment. (A) Enrichment of tran-
scription factor ChIP-seq datasets on HDS and unaffected boundaries from the Cistrome database. Each dot on the resulting plot represents a ChIP-seq
sample with its corresponding GIGGLE score, where higher GIGGLE scores indicate more enrichment. (B) Heat map showing PRO-seq transcription levels on
HDS (Top) or unaffected (Bottom) centered on boundaries at each time point. (C) Quantitation of PRO-seq transcription levels as shown in B. (D) Heat maps
of PRO-seq transcription at HDS or unaffected boundaries after a 5-min 1,6-hexanediol treatment in replicates, centering on gene transcription start sites
(TSSs) for genes within the given regions. (E) Cumulative pausing ratio plots of all genes in control (2,5-HD) (blue) or 1,6-HD–treated (yellow) RUES1 cells. (F)
Pausing ratios of significantly more paused (Left, n = 545) or less paused (Right, n = 77) genes in control (2,5-HD) or 1,6-HD 5-min–treated RUES cells. (G) Rela-
tive enrichment of 1,6-HD deregulated genes with increased (up) or decreased (down) pausing overlapping HDS vs. unaffected boundaries. Transcript num-
bers were normalized to the total genomic size of HDS and unaffected regions.
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of HDS boundaries, we treated RUES1 cells with either the
drug triptolide, which inhibits transcription initiation, or flavo-
piridol, which inhibits transcription elongation by blocking
the CDK9 kinase activity and thereby reducing the elongating
form of RNA Polymerase II (Fig. 3A) (35). RUES1 cells were
treated with the transcription inhibitors for 15 min and 1 and
3 h, after which cells were collected for Hi-C experiments. This
treatment effectively inhibited the transcription of genes by
3 h, based on the level of two highly expressed nascent tran-
scripts of the genes BAMBI and FOS (SI Appendix, Fig. S3A).
RUES1 cells were treated with flavopiridol and triptolide, and the
samples were cross-linked and used for Hi-C library preparation

(Fig. 3B). This experiment revealed that transcriptional inhibition
resulted in a modest but consistent reduction in the insulation
score, specifically at HDS boundaries but not on the unaffected
boundaries (Fig. 3 C and D). The weakening of the boundary
resulted in increased inter-TAD interactions between TADs
flanking the HDS boundaries (Fig. 3E). These data further sup-
port the hypothesis that transcriptional activities in these geno-
mic regions facilitate the TAD-boundary formation.

Genomic and Spatial Clustering of HDS Boundaries. The eukary-
otic genome is hierarchically organized into distinct compart-
ments based on the transcriptional activity (2, 7). Phase-separated

Fig. 3. Transcription inhibitors recapitulate insulation reduction on HDS boundaries. (A) Schematic of the mode of action of an inhibitor of transcriptional
initiation (triptolide) or transcriptional elongation (flavopiridol). (B) Schematic of the treatment strategy using inhibitors for downstream Hi-C. (C) Heat map
plotting insulation scores on significantly affected (HDS, Top) vs. unaffected boundaries (Bottom) in flavopiridol- and triptolide-treated cells. (D) Quantitation
of interaction scores shown in C. (E) Plots of Hi-C matrices in control, flavopiridol, or triptolide RUES cells treated with inhibitors for 3 h. Arrows highlight
increased long-range interactions after treatment over regions with HDS-boundary (HDSb) clusters.
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nuclear condensates have been proposed as a potential organiz-
ing platform for three-dimensional (3D) chromatin architecture
through a surface tension–driven coalescence (36). This led us
to hypothesize that transcriptionally active HDS boundaries
might associate spatially to add another layer of architectural
complexity to the genome. Examination of genome-wide distri-
bution of HDS boundaries revealed that these boundary regions
tended to occur in clusters in the genome (Fig. 4A). The HDS
boundaries were distributed in all chromosomes with an average
of 4 HDS boundaries/cluster (minimum 2, maximum 29 bound-
aries/cluster) (Fig. 4B), with 86% occurring in clusters. The rest
of the boundary elements were uniformly distributed across the
chromosomes.
For further analysis, we filtered out boundaries that were 1 Mb

proximal to centromere regions due to poor mappability. We
generated contact matrices for all chromosomes to detect intra-
chromosomal and interchromosomal interactions using 4-Mb
bins (Fig. 4C). This revealed that total interactions are dominated
by intrachromosomal interactions, as previously described. Inter-
estingly, we also observed specific patterns in several interchromo-
somal interactions that have not previously been characterized.
Most of the interaction domains between chromosomes were
large genomic regions (on average 5 to 10 Mb), overlapping clus-
tered HDS boundaries (Fig. 4D).
To systematically assess the transchromosomal association of

clustered HDS boundaries, we calculated the number of HDS
boundaries per 4-Mb bin and examined their interactions.
First, we observed that bins containing a relatively high number
of HDS boundaries had increased interchromosomal interac-
tions (Fig. 4 E and F). This was not due to differences in the
total number of boundaries in each bin (SI Appendix, Fig.
S4A). Second, after 5 min of 1,6-HD treatment, interactions
were reduced but subsequently recovered by 3 h after treatment
(Fig. 4 E and F). Moreover, inhibition of transcription using
flavopiridol or triptolide also reduced interchromosomal inter-
actions rapidly within 15 min of treatment and then slowly
recovered, matching the results obtained by 1,6-HD treatment
(Fig. 4 F and G). These results suggested that highly transcribed,
clustered HDS boundaries engaged in transchromosomal interac-
tion with other HDS boundaries. Our analysis, therefore, reveals
a previously unappreciated interchromosomal network of inter-
acting, highly transcribed TAD-boundary elements.
Actively transcribed genomic regions have been associated

with nuclear speckles (37, 38). Recent high throughput studies
have further revealed that functional genomic compartments (A
compartments) are highly associated with nuclear speckles. In
contrast, the transcriptionally inactive compartments (B com-
partments) are associated with nucleolus- or lamin-associated
domains (39, 40). Based on these findings, we hypothesized
that the spatial proximity observed between HDS boundaries
might be mediated through their association with membrane-
less nuclear compartments, such as nuclear speckles. To test
this hypothesis, we performed immuno-DNA FISH using
DNA probes targeting the HDS and non-HDS boundary
located on chromosome 3 along with the nuclear speckles
marker protein, SON. HDS boundaries were significantly
closer to nuclear speckles than unaffected boundaries (Fig. 4 H
and I). We next examined the impact of 1,6-HD on these
interactions. DNA-FISH analysis revealed that the spatial prox-
imity between HDS boundaries was significantly reduced with
1,6-HD treatment, whereas no significant difference in spatial
distance was observed between non-HDS boundaries (Fig. 4I).
This finding was confirmed with a second pair of DNA-FISH
probes targeting HDS and non-HDS boundaries on chromosome

7 (SI Appendix, Fig. S4E). This suggests that highly expressed
HDS boundaries utilize a mechanism of spatial chromatin organi-
zation using membraneless nuclear organelles as anchor points.
Finally, to gain insight into the functional basis of this HDS-
boundary organization, we examined 54 human tissue gene
expression datasets from the Genotype-Tissue Expression (GTEx)
database. We selected the top 1% of highly expressed genes com-
mon to all cell types (SI Appendix, Fig. S4B). When taking into
account that HDS boundary clusters account for ∼20% of the
genome (SI Appendix, Fig. S4C), we found that the top 1% of
the highly expressed genes common to all cell types are fivefold
more enriched on HDS-boundary clusters in comparison to the
rest of the genome (SI Appendix, Fig. S4D). These data suggest
that highly transcribed HDS-boundary clusters are organized to
ensure robust expression of a subset of essential genes, often
referred to as “housekeeping genes,” required in most cell types.

Discussion

Our study provides insights into the physical mechanisms
underlying the establishment of a subset of TAD-boundary
regions. In this manuscript, we show that ∼20% of TAD-
boundary elements, characterized by robust transcriptional
activity and the recruitment of transcriptional apparatus, are
sensitive to the disruption of hydrophobic interactions by the
aliphatic alcohol 1,6-hexanediol. Because of the disruptive
effects of 1,6-HD on a wide variety of biomolecular conden-
sates (26, 27), these data support a regulatory role for ribonu-
cleoprotein condensates, potentially with LLPS-like properties,
at this subset of boundaries. We propose that the physical
forces derived from the interaction between transcriptional
condensates on these boundaries and subnuclear organelles, par-
ticularly the nuclear speckles, contribute to a previously unappre-
ciated cellular mechanism underlying the three-dimensional
organization of the genome.

The underlying mechanisms of chromosomal partitioning
are not entirely understood. Studies have explored the enrich-
ment of various chromatin-binding proteins and epigenomic
markers to explain the organization of TADs. In mammalian
cells, CTCF and cohesin subunits are highly enriched in a large
proportion of boundary regions; however, CTCF and cohesin
themselves are not sufficient to demarcate the boundary ele-
ments (9). Overrepresentation of the highly transcribed house-
keeping genes has been a key feature of the TAD boundaries
(9, 41). In accord with these observations, we found that
19.5% of boundary regions in human embryonic stem cells are
highly transcribed. The insulation of these regions is signifi-
cantly reduced upon the inhibition of active transcription. This
resulted in increased inter-TAD genomic interactions at a rate
that correlates with the insulation score reduction after 1,6-HD
treatment. Notably, the TAD boundaries that were transiently
affected by 1,6-HD were similarly affected by transcriptional
inhibition using two different transcriptional inhibitors. One
caveat to our findings is that some of the changes observed in
boundary insulation and transcription following treatment with
1,6-HD are of small magnitude. However, the fact that they
were highly reproducible in the replicates allowed us to identify
these changes as robustly significant.

Moreover, the fact that we could essentially reproduce the
effect on boundary insulation with two drugs inhibiting transcrip-
tion (flavopiridol and triptolide), which have very different mech-
anisms of action, suggests this finding is consistent and robust,
despite the relatively small effect size. Our data, therefore, support
the model that highly active transcription units maintain a subset
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Fig. 4. HDS boundaries are organized in clusters that exhibit enhanced interchromosomal interactions and increased association with interchromatin gran-
ule clusters (speckles). (A) Whole-genome chromosome schematic shows HDS boundaries (red dots) and clusters (black lines). (B) Example of HDS boundary
clusters on chromosome 3. HDS boundaries (red lines), HDS clusters (black bars), and all boundaries (blue lines). (C) Hi-C interaction matrix showing all chro-
mosomes. The black box highlights the location of interchromosomal interactions between chromosomes 1 and 3. (D) Example of Hi-C interaction between
chromosomes 1 and 3. Increased interactions (red) are enriched over HDS boundaries (green dashes) and HDS-boundary density (red density plot). (E–G)
Normalized interchromosomal contact counts between 4-Mb genomic regions grouped by the number of HDS boundaries per region in the different
1,6-HD–treated time points (E), flavopiridol (F), and triptolide (G) treatments. (H) Example of association of nuclear speckles with HDS-boundary cluster vs.
unaffected boundary on the same chromosome by immune-DNA FISH. Representative immune-DNA FISH image showing cells stained with the nuclear
speckle marker SON (yellow), hybridized with probes targeting an unaffected boundary (red) and an HDS-boundary cluster (green). Inset shows a higher
magnification of one cell, showing two alleles of an unaffected (red arrow) and an HDS-boundary cluster (green arrow). (I) Quantitation of immune-DNA
FISH images shows that HDS boundary clusters (green) are significantly closer to the nuclear speckle marker (SON) than unaffected boundaries (red). The
1,6-HD treatment increases the median distance between HDS boundary and nuclear speckles, but it has no impact on the non-HDS–boundary association
with speckles (n.s. - not significant). (J) Visual interpretation of immune-DNA FISH data.

PNAS 2022 Vol. 119 No. 32 e2206216119 https://doi.org/10.1073/pnas.2206216119 7 of 9



of boundary regions. We propose that the transcriptional conden-
sates assembled at high concentrations in these regions are
required to maintain the boundary function. A study of early
mouse development reported a lack of impact of transcription-
inhibiting drugs on the chromatin architecture (42), perhaps
reflecting the difference in the transcriptional inhibitor used in
that experiment. In support of this explanation, another study
that used flavopiridol, the same drug used in our study, observed
similar drug effects on actively transcribed boundary elements in
flies (43).
An equally intriguing observation is the resistance of the

majority of TAD boundaries to 1,6-HD. It is possible that the
condensates that organize these boundaries are not sensitive to
1,6-HD, as several types of molecular forces that drive the assem-
bly of biomolecular condensates have differential sensitivities to
various chemicals (44). It is also likely that the organization of
1,6-HD insensitive boundaries is transcription independent, and
the underlying molecular interactions are nonhydrophobic in
nature. These TAD domains, potentially organized by the loop
extrusion mechanism mediated by the motor function of the
cohesin ring and the insulator function of CTCF (45–47),
apparently do not rely on condensate assembly. However, it
remains unclear why transcription at HDS boundaries increases
their insulation properties. One possible mechanism is that the
transcriptional machinery involving the recruitment of Pol II
and the unwinding of the DNA strand creates a structural
impediment that slows the progression of the loop extrusion
machinery, thereby increasing the likelihood of more stable loops
and increased insulation between TADs.
Transcription has also been suggested to be responsible for

short-range loop interactions, detected as “stripes,” that corre-
late to enhancer–promoter and promoter–promoter interactions
even in the absence of CTCF or cohesin binding (48, 49).
Such short-range interactions could thus potentially hinder
longer-range interactions across HDS boundaries when tran-
scription occurs at high levels. Alternatively, the locally tran-
scribed mRNA itself may regulate the condensate formation
and dynamics during transcription (50) that could serve as a
barrier to interactions across HDS boundaries. Finally, it has
been recently shown that CTCF has a high affinity for RNA
and that a subset of CTCF binding events on chromatin can be
regulated by RNA interaction (51). Therefore, it can be
hypothesized that nascent RNA transcribed at HDS boundaries
may potentially interact locally with bound CTCF to promote
loop stabilization, even while not affecting the CTCF occu-
pancy per se. Further work will be required to distinguish
between these possibilities.
Many reported long-distance genomic interactions span mul-

tiple TADs and even different chromosomes (52–58). The pre-
cise mechanisms of such long-distance genomic interactions are
not well understood. Recent studies have suggested a role for
subnuclear structures such as nuclear speckles and nucleoli in
the spatial segregation of the genome (39, 40). Nuclear speckles
have also been suggested to anchor long-distance genomic
interactions (21, 37, 38). Our Hi-C data indicate that tran-
scriptionally active HDS boundaries are positioned in spatial
proximity. Immuno-DNA FISH supports that these regions
have an increased propensity to be in the proximity of nuclear
speckles. These associations observed in the Hi-C matrix are
conserved across multiple cell types and embryonic stem cells,
indicating that this organization may be established early in
development. These results align with previous concepts such
as “transcription hubs/factories” (59, 60) that suggest multiple
transcribed regions from different chromosomes may interact at

“hubs” to drive efficient transcription (61). Indeed, other
Hi-C–based studies have reported increased global interactions
between highly transcribed regions (62, 63). Together, these
studies, in concert with the data presented in this paper, pro-
vide a mechanism for organizing a 3D genome using conserved
architectural elements and coopting subnuclear architectural
structures.

In contrast to the mounting evidence for the spatial segre-
gation of chromatin as a result of chromatin-activity states
and phase separation (16–18, 64), in our study, 1,6-HD at
7% concentration failed to cause any significant disruption
of the A/B-compartment organization. Although a modest
but irreversible change in A/B compartments after 1,6-HD
treatment has been observed in HeLa cells (65), we did not
see any significant changes in A/B-compartment organiza-
tion following 1,6-HD treatment in RUES1 cells. The gained
interactions we observed between TADs were fully recovered
within 3 h of wash-off. Our data thus suggest that higher-order
chromatin organizations, such as A/B compartmentalization, are
not sensitive to 1,6-HD, which is widely used to disrupt the
weak multivalent protein–protein and protein–RNA interactions
that are hydrophobic in nature (28, 29). In contrast, 1,6-hexane-
diol produced significant but incomplete dispersal of
heterochromatin-associated HP1α (17) and exerted a significant,
although incomplete, effect in dispersing nuclear speckles (27).
Together, these data support the model that membraneless com-
partments sensitive to 1,6-HD partially contribute to the higher-
order chromatin organization.

Our analysis reveals that HDS-boundary clusters are enriched
for genes commonly transcribed at high levels in most cell types
(SI Appendix, Fig. S4 B–D). We, therefore, hypothesize that these
highly transcribed genes, critically required in most cell types,
have become organized in HDS-sensitive, highly accessible tran-
scriptional boundaries in association with membraneless nuclear
compartments, ensuring the robust expression of critical genes
required in most human cell types. Indeed, these findings are
consistent with the emerging roles of LLPS and biomolecular
condensates in cellular organization and genome compartmentali-
zation (66, 67). Through the principle of self-assembly, this model
of genome organization provides an attractive model for the spon-
taneous assembly of DNA chains to a hierarchically organized
macromolecular structure that is amenable to precise regulation.
Our studies provide initial evidence for the interrelationship
between transcriptional process, topological boundary forma-
tion, and spatial genome organization. Follow-up studies will
be required to understand the identity and physicochemical
properties of the condensates assembled at these elements that
facilitate genome organization and insights into the potential
functional advantages of spatial interactions, especially as
these regions are highly enriched for the housekeeping genes.

Materials and Methods

SI Appendix reports methods information on the antibodies used, cell culture
treatments, RT-qPCR, DNA and RNA FISH, microscopy, image analysis, ChIP-seq,
PRO-seq, in situ Hi-C, Hi-C data analysis and visualization, and Cistrome analysis.

Data Availability. Next-gen sequencing data have been deposited in Gene
Expression Omnibus (GEO) under accession no. GSE195566 (68).

ACKNOWLEDGMENTS. S.J.N. acknowledges the grants R03 DK131250-01
and K01DK121871 from the National Institute of Diabetes and Digestive and
Kidney Diseases. D.M. was supported by NIH grants 5F32DK112682 and
1K01DK119687. This work was supported by grants 2R01 DK018477-46A1,

8 of 9 https://doi.org/10.1073/pnas.2206216119 pnas.org

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2206216119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2206216119/-/DCSupplemental
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE195566


2R01 DK039949-40, and R01NS093066 (to M.G.R.). M.G.R. is an investigator
with the Howard Hughes Medical Institute. This publication includes data gener-
ated or processed at the University of California San Diego Core laboratories and
centers funded by the NIH (the IGM Genomics Center, S10 OD026929, and the
Microscopy Core, National Institute of Neurological Disorders and Stroke,
P30NS047101). We thank Qiong Song and the Joseph G. Gleeson laboratory for
RUES1 cells.

Author affiliations: aDepartment of Medicine, University of California San Diego, La
Jolla, CA 92093; bHHMI, University of California San Diego, La Jolla, CA 92093; and
cDepartment of Neurosciences, University of California San Diego, La Jolla, CA 92093

Author contributions: A.G., M.G.R., and S.J.N. designed research; A.G., S.O., and S.J.N.
performed research; N.J. and E.D. contributed new reagents/analytic tools; A.G., D.M.,
and S.J.N. analyzed data; A.G., M.G.R., and S.J.N. wrote the paper; and M.G.R.
supervised the project.

Reviewers: B.O., Baylor College of Medicine; and G.G.W., The University of North
Carolina at Chapel Hill.

1. J. R. Dixon, D. U. Gorkin, B. Ren, Chromatin domains: The unit of chromosome organization.Mol.
Cell 62, 668–680 (2016).

2. M. J. Rowley, V. G. Corces, Organizational principles of 3D genome architecture. Nat. Rev. Genet.
19, 789–800 (2018).

3. D. A. Agard, J. W. Sedat, Three-dimensional architecture of a polytene nucleus. Nature 302,
676–681 (1983).

4. E. G. Balbiani, Sur la structure du noyau des cellules salivaires chez les larves de Chironomus. Zool.
Anz. 4, 637–641 (1881).

5. T. Cremer, M. Cremer, C. Cremer, The 4D nucleome: Genome compartmentalization in an
evolutionary context. Biochemistry (Mosc.) 83, 313–325 (2018).

6. E. Lieberman-Aiden et al., Comprehensive mapping of long-range interactions reveals folding
principles of the human genome. Science 326, 289–293 (2009).

7. J. H. Gibcus, J. Dekker, The hierarchy of the 3D genome.Mol. Cell 49, 773–782 (2013).
8. B. van Steensel, A. S. Belmont, Lamina-associated domains: Links with chromosome architecture,

heterochromatin, and gene repression. Cell 169, 780–791 (2017).
9. J. R. Dixon et al., Topological domains in mammalian genomes identified by analysis of chromatin

interactions. Nature 485, 376–380 (2012).
10. E. P. Nora et al., Spatial partitioning of the regulatory landscape of the X-inactivation centre. Nature

485, 381–385 (2012).
11. S. Wang et al., Spatial organization of chromatin domains and compartments in single

chromosomes. Science 353, 598–602 (2016).
12. S. F. Banani, H. O. Lee, A. A. Hyman, M. K. Rosen, Biomolecular condensates: Organizers of cellular

biochemistry. Nat. Rev. Mol. Cell Biol. 18, 285–298 (2017).
13. A. R. Strom, C. P. Brangwynne, The liquid nucleome—Phase transitions in the nucleus at a glance.

J. Cell Sci. 132, jcs235093 (2019).
14. Y. S. Mao, B. Zhang, D. L. Spector, Biogenesis and function of nuclear bodies. Trends Genet. 27,

295–306 (2011).
15. I. A. Sawyer, J. Bartek, M. Dundr, Phase separated microenvironments inside the cell nucleus are

linked to disease and regulate epigenetic state, transcription and RNA processing. Semin. Cell Dev.
Biol. 90, 94–103 (2019).

16. A. G. Larson et al., Liquid droplet formation by HP1α suggests a role for phase separation in
heterochromatin. Nature 547, 236–240 (2017).

17. A. R. Strom et al., Phase separation drives heterochromatin domain formation. Nature 547,
241–245 (2017).

18. B. A. Gibson et al., Organization of chromatin by intrinsic and regulated phase separation. Cell
179, 470–484.e21 (2019).

19. A. Boija et al., Transcription factors activate genes through the phase-separation capacity of their
activation domains. Cell 175, 1842–1855.e16 (2018).

20. W. K. Cho et al., Mediator and RNA polymerase II clusters associate in transcription-dependent
condensates. Science 361, 412–415 (2018).

21. S. J. Nair et al., Phase separation of ligand-activated enhancers licenses cooperative chromosomal
enhancer assembly. Nat. Struct. Mol. Biol. 26, 193–203 (2019).

22. B. R. Sabari et al., Coactivator condensation at super-enhancers links phase separation and gene
control. Science 361, eaar3958 (2018).

23. A. V. Zamudio et al., Mediator condensates localize signaling factors to key cell identity genes.
Mol. Cell 76, 753–766.e6 (2019).

24. J. H. Ahn et al., Phase separation drives aberrant chromatin looping and cancer development.
Nature 595, 591–595 (2021).

25. A. S. Belmont, Nuclear compartments: An incomplete primer to nuclear compartments, bodies,
and genome organization relative to nuclear architecture. Cold Spring Harb. Perspect.
Biol.a041268 10.1101/cshperspect.a041268. (2021).

26. S. Kroschwald, S. Maharana, A. Simon, Hexanediol: A chemical probe to investigate the material
properties of membrane-less compartments.Matters (Zur.) 10.19185/matters.201702000010. (2017).

27. Y. Lin et al., Toxic PR poly-dipeptides encoded by the C9orf72 repeat expansion target LC domain
polymers. Cell 167, 789–802.e12 (2016).

28. S. S. Patel, B. J. Belmont, J. M. Sante, M. F. Rexach, Natively unfolded nucleoporins gate protein
diffusion across the nuclear pore complex. Cell 129, 83–96 (2007).

29. K. Ribbeck, D. G€orlich, The permeability barrier of nuclear pore complexes appears to operate via
hydrophobic exclusion. EMBO J. 21, 2664–2671 (2002).

30. J. E. Phillips-Cremins et al., Architectural protein subclasses shape 3D organization of genomes
during lineage commitment. Cell 153, 1281–1295 (2013).

31. S. S. Rao et al., A 3D map of the human genome at kilobase resolution reveals principles of
chromatin looping. Cell 159, 1665–1680 (2014).

32. L. J. Core, J. J. Waterfall, J. T. Lis, Nascent RNA sequencing reveals widespread pausing and
divergent initiation at human promoters. Science 322, 1845–1848 (2008).

33. D. B. Mahat et al., Base-pair-resolution genome-wide mapping of active RNA polymerases using
precision nuclear run-on (PRO-seq). Nat. Protoc. 11, 1455–1476 (2016).

34. I. M. Min et al., Regulating RNA polymerase pausing and transcription elongation in embryonic
stem cells. Genes Dev. 25, 742–754 (2011).

35. O. Bensaude, Inhibiting eukaryotic transcription: Which compound to choose? How to evaluate its
activity? Transcription 2, 103–108 (2011).

36. Y. Shin et al., Liquid nuclear condensates mechanically sense and restructure the genome. Cell
175, 1481–1491.e13 (2018).

37. J. M. Brown et al., Association between active genes occurs at nuclear speckles and is modulated
by chromatin environment. J. Cell Biol. 182, 1083–1097 (2008).

38. L. S. Shopland, C. V. Johnson, M. Byron, J. McNeil, J. B. Lawrence, Clustering of multiple specific
genes and gene-rich R-bands around SC-35 domains: Evidence for local euchromatic
neighborhoods. J. Cell Biol. 162, 981–990 (2003).

39. Y. Chen et al., Mapping 3D genome organization relative to nuclear compartments using TSA-Seq
as a cytological ruler. J. Cell Biol. 217, 4025–4048 (2018).

40. S. A. Quinodoz et al., Higher-order inter-chromosomal hubs shape 3D genome organization in the
nucleus. Cell 174, 744–757.e24 (2018).

41. B. Bonev et al., Multiscale 3D genome rewiring during mouse neural development. Cell 171,
557–572.e24 (2017).

42. C. B. Hug, A. G. Grimaldi, K. Kruse, J. M. Vaquerizas, Chromatin architecture emerges during
zygotic genome activation independent of transcription. Cell 169, 216–228.e19 (2017).

43. L. Li et al., Widespread rearrangement of 3D chromatin organization underlies polycomb-mediated
stress-induced silencing.Mol. Cell 58, 216–231 (2015).

44. E. Gomes, J. Shorter, The molecular language of membraneless organelles. J. Biol. Chem. 294,
7115–7127 (2019).

45. E. P. Nora et al., Targeted degradation of CTCF decouples local insulation of chromosome domains
from genomic compartmentalization. Cell 169, 930–944.e22 (2017).

46. S. S. P. Rao et al., Cohesin loss eliminates all loop domains. Cell 171, 305–320.e24 (2017).
47. J. A. Beagan, J. E. Phillips-Cremins, On the existence and functionality of topologically associating

domains. Nat. Genet. 52, 8–16 (2020).
48. N. Krietenstein et al., Ultrastructural details of mammalian chromosome architecture.Mol. Cell 78,

554–565.e7 (2020).
49. T. S. Hsieh et al., Resolving the 3D landscape of transcription-linked mammalian chromatin

folding.Mol. Cell 78, 539–553.e8 (2020).
50. J. E. Henninger et al., RNA-mediated feedback control of transcriptional condensates. Cell 184,

207–225.e24 (2021).
51. H. J. Oh et al., Jpx RNA regulates CTCF anchor site selection and formation of chromosome loops.

Cell 184, 6157–6173.e24 (2021).
52. S. Lomvardas et al., Interchromosomal interactions and olfactory receptor choice. Cell 126,

403–413 (2006).
53. C. G. Spilianakis, M. D. Lalioti, T. Town, G. R. Lee, R. A. Flavell, Interchromosomal associations

between alternatively expressed loci. Nature 435, 637–645 (2005).
54. A. Williams, C. G. Spilianakis, R. A. Flavell, Interchromosomal association and gene regulation in

trans. Trends Genet. 26, 188–197 (2010).
55. A. Papantonis et al., TNFα signals through specialized factories where responsive coding and

miRNA genes are transcribed. EMBO J. 31, 4404–4414 (2012).
56. S. Fanucchi, Y. Shibayama, S. Burd, M. S. Weinberg, M. M. Mhlanga, Chromosomal contact

permits transcription between coregulated genes. Cell 155, 606–620 (2013).
57. J. Paulsen et al., Long-range interactions between topologically associating domains shape the

four-dimensional genome during differentiation. Nat. Genet. 51, 835–843 (2019).
58. P. G. Maass, A. R. Barutcu, C. L. Weiner, J. L. Rinn, Inter-chromosomal contact properties in live-cell

imaging and in Hi-C.Mol. Cell 69, 1039–1045.e3 (2018).
59. P. G. Maass, A. R. Barutcu, J. L. Rinn, Interchromosomal interactions: A genomic love story of

kissing chromosomes. J. Cell Biol. 218, 27–38 (2019).
60. A. Papantonis, P. R. Cook, Transcription factories: Genome organization and gene regulation.

Chem. Rev. 113, 8683–8705 (2013).
61. S. Kim, M. J. Dunham, J. Shendure, A combination of transcription factors mediates inducible

interchromosomal contacts. eLife 8, e42499 (2019).
62. A. Belyaeva, S. Venkatachalapathy, M. Nagarajan, G. V. Shivashankar, C. Uhler, Network analysis

identifies chromosome intermingling regions as regulatory hotspots for transcription. Proc. Natl.
Acad. Sci. U.S.A. 114, 13714–13719 (2017).

63. H. Sobhy, R. Kumar, J. Lewerentz, L. Lizana, P. Stenberg, Highly interacting regions of the
human genome are enriched with enhancers and bound by DNA repair proteins. Sci. Rep. 9, 4577
(2019).

64. J. Nuebler, G. Fudenberg, M. Imakaev, N. Abdennur, L. A. Mirny, Chromatin organization by an
interplay of loop extrusion and compartmental segregation. Proc. Natl. Acad. Sci. U.S.A. 115,
E6697–E6706 (2018).

65. S. V. Ulianov et al., Suppression of liquid-liquid phase separation by 1,6-hexanediol partially
compromises the 3D genome organization in living cells. Nucleic Acids Res. 49, 10524–10541
(2021).

66. P. Bhat, D. Honson, M. Guttman, Nuclear compartmentalization as a mechanism of quantitative
control of gene expression. Nat. Rev. Mol. Cell Biol. 22, 653–670 (2021).

67. M. Feric, T. Misteli, Phase separation in genome organization across evolution. Trends Cell Biol. 31,
671–685 (2021).

68. A. Gamliel et al., Long-distance association of topological boundaries through nuclear
condensates. NCBI's Gene Expression Omnibus. https://www.ncbi.nlm.nih.gov/geo/query/acc.
cgi?acc=GSE195566. Deposited 27 January 2022.

PNAS 2022 Vol. 119 No. 32 e2206216119 https://doi.org/10.1073/pnas.2206216119 9 of 9

https://doi.org/10.1101/cshperspect.a041268
https://doi.org/10.19185/matters.201702000010
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE195566
https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE195566



