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Abstract 

Knowledge of the molecular composition and electronic structure of electrified solid-liquid 

interfaces is key to understanding elemental processes in heterogeneous reactions. Using 

x-ray absorption spectroscopy in the interface-sensitive electron yield mode (EY-XAS), 

first-principles electronic structure calculations, and multiscale simulations, we determined 

the chemical composition of the interfacial region of a polycrystalline platinum electrode 

in contact with aqueous sulfuric acid solution at potentials between the hydrogen and 

oxygen evolution reactions. We found that between 0.7 and 1.3V vs Ag/AgCl the electric 

double layer (EDL) region comprises adsorbed sulfate ions (SO42-) with hydrated 

hydronium ions (H3O+) in the next layer. No evidence was found for bisulfate (HSO4-) or 

Pt-O/Pt-OH species, which have very distinctive spectral signatures. In addition to 

resolving the long-standing issue of the EDL structure, our work establishes interface- and 

element-sensitive EY-XAS as a powerful spectroscopic tool for studying condensed phase, 

buried solid-liquid interfaces relevant to various electrochemical processes and devices. 

  



1. Introduction 

Knowledge of the molecular structure and composition of solid-liquid interfaces is of 

fundamental importance for an atomic-level understanding of the interfacial processes of 

corrosion, geochemistry, atmospheric chemistry, (photo)electro-catalysis and energy 

storage systems.1–3 Renewed interest in interfaces and interfacial phenomena, due in part 

to the impetus for efficient storage of the energy produced by intermittent renewable 

sources has spurred numerous studies using a variety of techniques, including 

electrochemical analysis,2,4–6 radio-tracer methods,7–9 electrochemical quartz crystal 

micro-balance (EQCM),10–12 and interface-sensitive microscopies and spectroscopies 

including scanning probe microscopy,13 surface-sensitive vibrational spectroscopies,14–16 

surface x-ray scattering17,18 and surface extended x-ray absorption fine structure 

(SEXAFS),1 to name a few. However, interpretation of the data obtained with these 

techniques often relies on assumptions about the speciation and molecular structure of 

superficial layers based on thermodynamic arguments or models that are not been 

substantiated at the atomic level. As a result, understanding the dynamic molecular 

structure of buried functional electrochemical interfaces remains a great challenge.  

Of particular interest is the prototypical interface between platinum and aqueous sulfuric 

acid [Pt-H2SO4(aq)]. Despite the substantial amount of data on Pt electrodes in numerous 

forms,2,19,20 the interfacial composition and speciation at the Pt-H2SO4(aq) interface under 

various potentials remain unresolved. There is general consensus on the composition of the 

polycrystalline Pt-H2SO4(aq) interface at potentials E < 0.8V vs RHE (or ERHE).7,15,16,21,22 

In the anodic potential range (ERHE > 0.8V) however, the surface structure of the Pt 

electrode and the composition of the electric double layer (EDL) are still debated. In the 

conventional model, the evolution of the Pt-H2SO4(aq) interface is described as follows: 

(1) Initial adsorbates at the Pt-H2SO4(aq) interface at ERHE > 0.8V are assumed to be 

bisulfate (HSO4-) anions,23 based on the fact that HSO4- dominates the speciation in dilute 



H2SO4 solutions, or a mixture of SO42- and HSO4- coadsorbed with water and/or hydronium, 

a poorly defined system referred to as (bi)sulfate. (2) The (bi)sulfate species desorb with 

increasing anodic potentials, displaced by atomic oxygen (-O) and/or hydroxyl groups (-

OH).4–6,10,23–25 (3) Accumulation of -O/-OH at more positive potentials further excludes 

(bi)sulfate ions from Pt surface and leads to the formation of three-dimensional layers of 

PtOx/Pt(OH)x.4–6,26  

Studies using previously mentioned characterization techniques have provided evidence 

supporting many aspects of the conventional model, but the picture of the Pt-H2SO4(aq) 

interface remains incomplete with several important questions unanswered, in particular, 

the chemical nature of the surface oxide/hydroxide. EQCM measurements10–12 have 

confirmed mass addition onto the Pt surface at ERHE > 0.8V; however the assignment of the 

added mass typically relies on presumed speciation at the interface. X-ray scattering and 

SEXAFS experiments 18,27,28 successfully detected variations in electron density with 

increasing ERHE to above 0.8V, which were typically interpreted as resulting from surface 

oxide formation. Nevertheless, the electron density in this case is dominated by heavy 

elements, such as Pt, which makes these measurements less deterministic for light elements 

such as O or S.35 S-labeled radiotracer experiments7–9 indicated that (bi)sulfate ions adsorb 

on the Pt surface around ERHE ~0.8V and partially desorb at higher potentials, presumably 

replaced by surface oxide/hydroxide. Such a conclusion, especially on the sulfate 

adsorption, is also in line with a number of vibrational spectroscopy studies.15,16,29,30 

However, some in-situ IR studies,15,23,31,32 together with several single crystal EC-STM, 

19,21 have called into question the formation of such a surface oxide. In addition, a recent 

surface-enhanced infrared absorption spectroscopy study15 found that at anodic potentials 

the ν(OH) band of interfacial water molecules remains at ~3000cm-1, instead of shifting to 

3200cm-1 as expected for water molecules forming hydrogen-bonds with an oxide surface. 



Recent technological advances have made possible to extend powerful microscopy and 

spectroscopy characterization techniques, such as transmission electron microscopy, x-ray 

photoelectron spectroscopy (XPS), and x-ray absorption spectroscopy (XAS), from 

vacuum to ambient environments and under applied bias, thus providing new opportunities 

for operando investigation of solid-liquid interfaces.3,33–36 Here we use interface-sensitive 

electron-yield XAS (EY-XAS), based on measuring the drain current between solution and 

electrode resulting from the relaxation of core holes produced by absorption of X-rays.3,33 

The complexity of the absorption spectra however requires complementary first-principles 

electronic structure calculations for unambiguous interpretation. Here we apply this 

approach and extend it by including multiscale simulations to elucidate the long-standing 

question of the interfacial composition and speciation at the Pt-H2SO4(aq) interface. Our 

measurements and calculations indicate that under anodic potentials preceding oxygen 

evolution the interface region (1-2nm) is dominated by adsorbed sulfate ions (SO42-), 

hydronium ions, and solvating water. In contrast to the conventional “oxide formation” 

model, we found no trace of Pt-O/Pt-OH or bisulfate (HSO4-) species within the sensitivity 

limit of the measurements. Our results call for a review of models of electrochemical 

interfaces based on conventional experimental methods that do not involve unambiguous, 

interface-sensitive spectroscopy.  

2. Experimental Section 

Thin films (~15nm) of Pt (or Au) working electrodes were deposited via e-beam 

evaporation onto x-ray transparent Si3N4 membrane windows (100nm in thickness). Prior 

to film deposition a 2nm Ti layer was deposited, also by e-beam evaporation, to act as an 

adhesion layer between the Si3N4 surface and the metal film. The films were polycrystalline 

with 2nm average corrugation, as shown by the AFM topographic images (Figure S1). The 

metal-covered Si3N4 window was then assembled in a liquid cell,33 containing a Pt wire 

acting as a counter electrode and a miniature Ag/AgCl reference electrode (~0.25V vs RHE 



in 0.05M H2SO4). Operando XAS measurements were performed at BL8.0.1.3 of the 

Advanced Light Source synchrotron facility at the Lawrence Berkeley National Laboratory. 

Bulk-sensitive total fluorescence yield (TFY) and interface-sensitive total electron yield 

(TEY) XAS spectra were collected simultaneously during each experiment. 

Concurrent first-principles molecular dynamics (FPMD) calculations were performed, 

with the Pt electrode modeled by a 4×4×6 supercell of 96 atoms, with the (111) surface 

exposed to an aqueous solution comprising 119 water molecules and various amounts of 

sulfuric acid species (H2SO4, HSO4- and SO42-), neutralized by appropriate amounts of 

H3O+ molecules. Umbrella sampling37,38 free energy calculations were performed to 

determine the binding free energy of the individual sulfuric acid species to the Pt electrode. 

A description of the EDL at various surface charge densities with open boundary conditions 

was obtained from a self-consistent continuum model, based on a free energy functional 

and a modified Poisson-Boltzmann equation formalism.39 Input parameters for the 

continuum model were provided by FPMD calculations. The simulated K-edge XAS of the 

various oxygen containing species were obtained using the eXcited electron and Core-Hole 

method,40 critically employing a self-consistent energy alignment scheme41 that allows us 

to unambiguously resolve the absolute XAS peak positions of different oxygen containing 

species in the unit cell.  

More details regarding the experimental setup and computational procedure are described 

in the supplementary information. 

3. Results and Discussion 

3.1. XAS at the Pt-H2SO4(aq) interface  

Using the liquid cell shown schematically in Fig. S1 for operando EY-XAS measurements, 

we collected cyclic voltammograms (CV) of our Pt electrode in 0.05M H2SO4 (Fig. S2). 

The CV is very similar to those published for polycrystalline platinum electrodes.2 Notably, 



between hydrogen desorption and oxygen evolution potentials a broad anodic wave starting 

around E = 0.6V vs Ag/AgCl (corresponding to ERHE ~ 0.85V) is observed, followed by a 

strong peak around EAg/AgCl = 0.5V in the cathodic sweep. These features have been 

commonly attributed to Pt oxide formation or -O/-OH adsorption, and oxide reduction, 

respectively.2,4,10,42 

Under open circuit potential (OCP; typically 0.3-0.4V vs Ag/AgCl for a fresh Pt film), the 

O K-edge EY-XAS spectrum is similar to that found at the interface of the Au-H2O 

system,33 showing a substantial suppression of the pre-edge feature at 535eV (due to 

preferential water orientation and x-ray excited-state orbital hybridization with the metal 

substrate) compared to the bulk XAS spectra of pure water and H2SO4 solution (TFY 

spectra in Fig. S3). Such similarity indicates that at OCP the Pt-H2SO4(aq) interface is also 

dominated by water. This conclusion is supported by our equilibrium first-principles 

molecular dynamics (FPMD) simulations which reveal that the water density profile across 

the Pt-H2SO4(aq) interface in a 0.4M H2SO4 solution is similar to that of Pt-H2O and Au-

H2O interfaces, with the first layer mass density peak at ~3Å (Fig. S4). At the Au-H2O 

interface we also observed that negative bias potentials modify the hydrogen bonding 

network by increasing the fraction of water molecules with broken hydrogen bonds, 

resulting in a pronounced pre-edge feature.35 We find a similar effect at both Pt-H2SO4(aq) 

and Au-H2SO4(aq) interfaces at voltages below the OCP (Figs. S5 and S6).  

In the potential region more positive than the OCP (EAg/AgCl > 0.3V), the O K-edge EY-

XAS spectra of the Pt-H2SO4(aq) interface species (Fig. 1a) exhibit a pre-edge peak at 

535eV. The position of this peak coincides with the pre-edge peak of water with broken 

hydrogen bonds, visible both in the spectra of bulk water and under negative potentials at 

the Au-H2O interface, but notably absent under positive potentials. However, the pre-edge 

peak at Pt-H2SO4(aq) interface is narrower than the pre-edge feature at the Au-H2O 

interface (Figs. S6 and S7), which appears as a shoulder in XAS spectra obtained using the 



same apparatus with identical settings. Moreover, Fig. 1a shows that the pre-edge peak 

observed at the Pt-H2SO4(aq) interface at positive potentials becomes more intense with 

respect to the main edge peak (537eV) at higher potentials. These changes are reversible, 

as shown by the potential-dependence of pre-edge-to-main-edge ratio (I535eV/I537eV) (Fig. 

 

Figure 1. Operando XAS measurements at the Pt-H2SO4(aq) interface at open 
circuit and anodic potentials. (a) O K-edge EY-XAS spectra at different potentials. 
(b) Variation of the intensity ratio between the pre-peak (535 eV) and the main peak 
(537 eV) as a function of potential. The color of each data point matches the color of 
the spectrum from which the value was calculated. The inset shows the anodic part of 
Pt-H2SO4(aq) CV curve. The colored number indicates the order of the spectra 
acquisition. (c) Difference between the spectra measured at 0.73 V and 0.31 V, 1.13 V 
and 0.31 V (vs Ag/AgCl), respectively. 



1b and S8): From 1.27V to 0.31V and back to 1.13V, the ratios follow roughly the same 

trend. Another variation in the spectra is the extension of the XAS post-edge plateau 

(>540eV) towards higher energy at more positive potentials, as exemplified by the intensity 

difference between spectra collected at 0.73V and 1.13V, and that at 0.31V (Fig. 1c), where 

a broad feature can be discerned above 540eV. At the highest potentials examined, 1.13V 

and 1.27V, the spectra exhibit a more extended flat tail that resembles saturation effects 

commonly observed in fluorescence or low-energy partial electron yield XAS.43 This could 

be the result of substantial amount of low energy secondary electrons generated deeper in 

the solution reaching the electrode at higher positive potentials. As discussed in the 

supplementary materials (SM) however, this effect is not severe enough here to distort the 

EY-XAS spectra, at least for positive bias below ~1V. 

 3.2. Speciation and ion distribution at the Pt-H2SO4(aq) interface 

To provide a molecular-scale model of the Pt-H2SO4(aq) interface we performed FPMD 

simulations paired with continuum thermodynamic models. From this we determined 

which of the multiple species, H2O, H3O+, SO42-, HSO4- and H2SO4,44 are most likely to be 

present at the interface and contribute to the overall O K-edge spectra, and thus facilitate 

the interpretation of XAS spectra. The simulations revealed that in contact with low 

concentration of H2SO4 (~0.4M in the simulation, Fig. 2a), the dominant species on the 

neutral Pt surface are water molecules. A small number of sulfate anions reside close to the 

surface (~2.7Å) together with a small amount of H3O+ in the neighboring water layer (8-

10Å). We note that even at this relatively low concentration in the simulation cell, the 

sulfate anions preferentially adsorb near the interface. For more concentrated H2SO4 

solutions (~3.0M in the simulation), we find that sulfate ions displace interfacial water 

molecules, such that the surface density of sulfate anions surpasses that of water, with a 

concomitant increase in H3O+ concentration in the first interfacial layer (1.5 - 4.3Å), as 

shown in Fig. 2b. This is in line with free energy calculations in the thermodynamic 



(infinite time) limit shown in Fig. S9a, which show a minimum at ~2.7Å from the Pt surface 

in the free energy profile of solvated SO42- ions (similarly for HSO4- and H2SO4). Notably, 

the calculated binding free energy of an isolated SO42- ion to the interface is a relatively 

weak -34.8kJ/mol/molecule at 298K. This is comparable to experimental estimates based 

on isotherms at equilibrium (~80%) surface coverage26 of ~350kJ/mol, or equivalently 35 

– 45 kJ/mol. Further, for the charge-neutral surface, our FPMD simulations further show 

 
Figure 2. Structure of the Pt-H2SO4(aq) interface from first principles molecular 
dynamics (FPMD) and thermodynamic multiscale simulations. (a,b) Surface mass 
density profile of H2O, H3O+, S in (a) low concentration (0.4M in the simulation cell) 
and (b) high concentration (3.0M in the simulation cell) sulfuric acid solutions. (c) Ion 
concentration profiles near a Pt electrode at various surface charge densities, from the 
continuum model with bulk H2SO4 concentration of 0.05 M. (d) Populations of water 
species of single and double donors, with configurations perpendicular and parallel to 
the surface (SD┴, SD║, DD) at interfaces between Au-H2O, Pt-H2O, and Pt-H2SO4 in 
0.4M and 3.0M H2SO4 solution. (e) Representative snapshot of sulfuric acid at the Pt 
interface at high surface coverage (~84%). Water molecules beyond 0.5nm of the 
interface are removed for clarity. 



that the adsorbed sulfate ions act as free rotors near the Pt interface, consistent with the 

experimental observation that at the potential of zero charge (PZC) (0.16 V vs. RHE) the 

S-O stretching frequencies of the adsorbed sulfate ions coincide with those of free ions.23 

At higher positive surface charge (i.e., more anodic potential), we expect increased 

population and more specific binding of the sulfate anions, as observed experimentally.21,45 

We note that FPMD simulations have certain limitations in predicting molecular speciation 

at interfaces and realistically modelling biased interfaces, which arise from the periodic 

boundary and neutrality conditions used in the simulations, as well as the finite number of 

species in the simulation cells, and limited computation time. We overcome these 

limitations by developing a self-consistent continuum model (details in SM and Figs. S10-

S11), which provide information about the distributions of ions for open systems under 

applied bias (Fig. 2c and S12). As shown in Fig. 2c and consistent with our FPMD 

simulations, this model predicts that although in the calculation the bulk concentration of 

H2SO4 was set to 0.05M, the interface concentration of sulfate and bisulfate species is 

substantially higher, even on the charge neutral surface. With increasing charge density on 

the electrode (or equivalently external bias), the surface density of HSO4- increases initially 

followed by a slow decay, as more SO42- ions are attracted to the interface, eventually 

becoming the dominating surface species (Figs. 2c, S12, S13). These anions expel water 

molecules in the EDL and create a local environment with a higher pH than in the bulk 

solution.  

Finally, we note that our FPMD calculations also indicate that the adsorption and 

accumulation of sulfate ions at the interface alters the hydrogen-bonding network of 

interfacial water molecules. We performed hydrogen bond statistical analysis, with the 

hydrogen bond defined by the method prescribed by Luzar and Chandler.46 For each water 

molecule, we separately considered those with both hydrogens participating in hydrogen 

bonding with neighboring water molecules (double donors of DD), those with one broken 



hydrogen bond (single donors) that are aligned either perpendicular (SD┴) or parallel 

(SD║) to the Pt surface, as well as those with two broken hydrogen bonds (no donors ND). 

As shown in Fig. 2d, sulfate adsorption at the Pt surface promotes hydrogen-bonding, 

leaving more fully-coordinated water molecules (double donor or DD species; 73-77% 

depending on concentration) compared to the case without sulfate ions (48%), as shown in 

Fig. 2d. 

3.3. First principles simulated XAS of the Pt-H2SO4(aq) interface. Having determined 

the thermodynamic average speciation and molecular configurations at the interface 

allowed us to determine what molecular structural motifs give rise to the spectral signatures 

observed in experiment. To our knowledge no experimental O K-edge spectra have been 

obtained for solvated sulfate or hydronium species in the bulk solution, due to 

overwhelming signal from bulk water molecules. XAS spectra of sulfate salt crystals (Fig. 

S14) are not meaningful in this context because the electronic structure of the sulfate ions 

confined in a crystal matrix is different from that of mobile sulfate ions hydrogen-bonded 

to surrounding water molecules. Similarly, the XAS of highly concentrated H2SO4 is of 

little use due to the drastically different dissociation mechanism and coordination 

chemistry when very few water molecules are present. Moreover, electronic interactions 

between adsorbate and substrate can modify the XAS, as illustrated in the case of the Au-

H2O interface.33 Therefore, first-principles XAS calculations40 based on a self-consistent 

energy alignment scheme41 were performed to provide atomic-scale insights into the 

molecular structure and electronic transitions that give rise to the observed spectra.  

Fig. 3a presents the simulated XAS of the various species, including solvated H3O+, H2SO4, 

HSO4-, and SO42-, as well as H2O molecules with different configurations (double donor 

DD, single donor SD, and non-donor ND), both in the bulk solution and at the Pt-H2SO4(aq) 

interface. We find that H2O molecules at the Pt interface have XAS signatures similar to 

those at the Au interface, where the intensity of the pre-edge feature at 535eV related to 



SD species is suppressed due to delocalization of the molecular orbitals of excited H2O 

molecules into the metal substrate.33 On the other hand, the XAS features of solvated H3O+ 

ions, which are located in the second solvation layer and are thus not electronically coupled 

 

Figure 3. Electronic structure and XAS simulations. (a) O K-edge XAS spectra of 
various O-containing species at the Pt-H2SO4(aq) interface calculated from first 
principles. The XAS of each species at the interface (solid line) is compared to that in 
the bulk (dashed lines). Dashed vertical lines represent the energy of the three main 
XAS features of bulk water: the pre-edge near 535eV, the main edge near 537eV, and 
the post-edge near 541eV. (b-d) Charge distribution on the oxygen atoms in the various 
solvated sulfate species (blue), bulk water (black), and H3O+ (brown) from Bader 
charge analysis of bulk systems. Dashed vertical lines indicate the average partial 
charges on each oxygen atom in the SO42- ions (-1.07e-) and in water molecules (-
0.74e-). 



to the metal band structure are blue shifted to the region above 537 eV compared to those 

of water, reflecting the core-level chemical shift due to the additional H+ (Fig. 3b and c).  

The simulated XAS of the SO42- anion is characterized by two prominent peaks at 534.5 

and 537eV, which align closely to the pre-edge and main-edge peaks of bulk water. These 

XAS spectral signatures do not shift appreciably with different amounts of positive surface 

charge on the Pt-electrode (Fig. S15). A similar pair of prominent peaks are present in the 

simulated spectrum of the solvated HSO4- ion but red-shifted to ~533 and ~536eV and 

would be clearly distinguishable from SO42- spectrum. Analysis of the ground state electron 

density (Fig. 3c) of the solvated HSO4- ions reveals an asymmetric charge distribution 

among the four oxygen atoms: the three non-protonated oxygen atoms have increased 

electron charge density (-0.05e on average), whereas the oxygens in the -OH group have 

slightly less electron density (+0.01e on average) compared to SO42-. This splits the 

degeneracy and results in an additional pair of blue-shifted features at ~534 and ~537eV 

associated with excitations involving oxygen atoms in the -OH group. However, the -OH 

group actively participates in hydrogen bonding with the surrounding water molecules, and 

the resulting core-excited state is delocalized over several molecules. Such delocalization 

substantially reduces its XAS intensity and makes the feature at 534eV completely 

overwhelmed by a main peak of non-protonated oxygen atoms at 533eV. The simulated 

XAS of H2SO4 species next to the Pt interface show quantum mechanical effects even more 

pronounced than in HSO4-, manifested in the red-shift to 532.5 and 535.5eV of the peaks 

associated with non-protonated oxygen atoms. Similarly, because of the increased electron 

density on these atoms in the ground state the excitations involving the protonated oxygen 

atoms display two prominent shoulders at energies slightly higher than the main peaks.  

The simulated XAS of solvated Pt-O/Pt-OH species, at the top of Fig. 3a, exhibit a 

distinctive spectroscopic signature: a sharp peak at ~531eV, resulting from O1s à 

hybridized O2p-Pt5d transitions. These spectral features are prominent because the core-



excited states are localized along the Pt-O(H) bonds, which are primarily ionic with 

occupied orbitals that lie deep in the valence band. These calculated Pt-O(H) XAS spectra 

are consistent with experimental partial electron yield XAS results from various surface Pt 

oxides measured with ambient-pressure XPS under partial pressure of O2 gas.47  

3.4. The structure of the Pt-H2SO4(aq) interface at anodic potentials 

Our multiscale theoretical analysis of the thermodynamics and corresponding XAS 

simulations provide strong evidence for the preferential adsorption of sulfate species at the 

Pt-H2SO4(aq) interface, especially at positive potentials. The increase in the surface density 

of both SO42- and H3O+ ions obtained in the simulations is in line with the observed growth 

of the sharp peak around 535eV and the features at and above 540eV, as illustrated in the 

composite simulated XAS spectra using the speciation from our equilibrium FPMD 

simulations at various sulfate concentrations (0, low, and high; Fig. 4b) with the 

experimental XAS spectra at different potentials (OCP, 0.31V, and 1.13V vs Ag/AgCl; Fig. 

4a). The pre-edge feature observed at anodic potentials originates from the SO42- ions alone, 

with no contribution from interfacial H2O molecules. This is because the H2O reorientation 

behavior at the positively charged surface results in a suppressed pre-peak, as demonstrated 

in the case of Au-H2O.33  

Of particular interest is the lack of evidence for the existence of Pt-O(H) layers in our 

experimental spectra, even at the highest potential tested here (EAg/AgCl = 1.27V). This 

finding goes against the widely-accepted model of competitive replacement of adsorbed 

anions by oxygenated species and formation of oxide/hydroxide at the Pt-H2SO4(aq) 

interface at ERHE > 0.8V. It is also hard to justify the desorption of sulfate anions from the 

more positively charged surface due to competitive -O(H) adsorption.8,26 Given the 

relatively weak Pt-OHads bonding compared to the strength of the Pt-O bond, estimated to 

be 136 - 225 kJ/mol and ~ 350 kJ/mol respectively26 at equilibrium coverage, one would 



conclude that sulfate and bisulfate anions that provide two or three bonding oxygen atoms 

should be the dominant species at increasingly positive potentials. Indeed, in situ 

vibrational spectroscopy studies16,23,31 confirmed the adsorption of sulfate ions on the Pt 

surface and its increase with potential, with no sulfate desorption. EC-STM studies on flat 

single crystals (e.g., Pt, Au, Pd, and Cu)19,21,45 also provide evidence for sulfate adsorption, 

or more accurately co-adsorption of water and (bi)sulfate ions, forming superstructures on 

the electrode surfaces. Our XAS measurements on Au electrodes (Fig. S6) confirm the 

occurrence of sulfate adsorption and the concomitant accumulation of H3O+ at the Au-

H2SO4(aq) interface. 

 

Figure 4. Comparison between experiment and theory. (a) Experimental O K-edge 
XAS spectra of the Pt-H2SO4(aq) interface measured at OCP, 0.31V and 1.13V vs 
Ag/AgCl. (b) Composite simulated XAS spectra of Pt-H2SO4(aq) interface where there 
is no sulfate, low concentration, and high concentration of sulfate, respectively, based 
on the speciation from equilibrium FPMD simulations. (c) Molecular illustrations of 
electrical double layer region of the Pt-H2SO4(aq) interface for three interfacial sulfate 
concentrations: low, medium and high. 

 



The differences between the conclusions from our XAS results and those from other 

electrochemical studies may arise from the fact that our XAS measurements are performed 

while holding the voltage steady during the data acquisition at each voltage for about 20 

minutes. As a result, our results more closely report the thermodynamic equilibrium 

structure at that voltage. This is fundamentally different from the transient, rate-dependent 

CV measurements, which probe the slow dynamics of physical or chemical transformations.  

4. Conclusions 

Using interface-sensitive operando EY-XAS, together with MD simulations, continuum 

modelling and XAS simulations, we could determine the chemical structure and speciation 

in the electric double layer at the Pt-H2SO4(aq) interface in the potential range above the 

hydrogen evolution and below the oxygen evolution reactions. We have demonstrated that 

for positive electrode potentials, the surface is decorated with sulfate (SO42-) ions with 

nearby H3O+ in the first few layers (depending on the voltage) with no appreciable 

contribution of bisulfate or sulfuric acid (HSO4-, H2SO4). We have also shown that Pt-O/Pt-

OH does not form at least up to 1.3V. In addition to a more complete determination of the 

EDL structure and composition, our study demonstrates the power of surface sensitive and 

element specific EY-XAS experiments combined with first-principles theory to probe the 

structure of buried, solid-liquid, functional electrochemical interfaces with molecular-scale 

detail. It solidifies the connections between time- and ensemble-averaged XAS 

measurements and the underlying thermodynamic mechanism for adsorption of species 

from the electrolyte to the electrode surface. These results open the way for future atomistic 

studies of the chemistry of interfaces relevant to electrochemistry and its applications to 

electrolysis, fuel cells, and energy storage, from batteries to supercapacitors.  
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Methods 

1. Materials and thin film preparation 

Standard 0.1N (0.05M) sulfuric acid solution was purchased from Sigma-Aldrich and 

used without any purification or other treatment. The Pt (or Au) thin film (15 nm) was 

evaporated onto the flat side of the Si3N4 window by an e-beam evaporator under 10
-8

 

Torr base pressure. A thin Ti layer (2 nm) was deposited prior to the Pt deposition to 

achieve better adhesion between Pt and Si3N4 membrane. The Ti adhesion layer is fully 

covered by platinum and no TiO2 signature could be seen in all the O K-edge TEY-XAS 

spectrum acquired.   

2. Experiment configurations of operando XAS measurements 

The operando XAS experiments were performed at beamline 8.0.1.3 (Wet-RIXS) 

endstation of the Advanced Light Source, the synchrotron facility at Lawrence Berkeley 

National Laboratory.  

As previously described
1
 and illustrated in Fig. S1, the Si3N4 window covered with Pt or 

Au thin film was assembled in a flow liquid cell, containing a Pt wire and a miniature 

Ag/AgCl electrode as counter electrode (CE) and reference electrodes (RE), respectively. 

During operando XAS measurements, the bias was applied between the working 

electrode (WE), i.e. the Pt thin film or Au thin film, and the Pt CE, and the voltage was 

provided by the SRS570 pre-amplifier bias output function. The reported potentials with 

respect to the Ag/AgCl RE, were the average values of potential difference between WE 

and RE measured before and after the acquisition of each spectrum under x-ray 

illumination. At potentials above open circuit potential (OCP), the total drift in potential 

with respect to the RE is small (<50mV) during the data acquisition time of each 

spectrum (~20min). At potentials below OCP however, the drift becomes larger and the 

quality of the EY-XAS signal becomes noticeably worse, as illustrated in Fig. S6. 

We should note that x-ray illumination of the WE induced a potential drop of ~ 0.3V 

relative to RE, because of the extra (secondary electron) current induced by x-ray 

illumination. At low current conditions (such as OCP), the small TEY current (typically 

1-10nA) will lead to re-equilibration between WE and CE and thus the shift in measured 

potential relative to RE. This is why our OCP potentials are approximately 0.3V more 

negative than the values commonly reported in the literature (0.5-0.6V vs Ag/AgCl). But 

when the ionic current is large (e.g. around the anodic or cathodic peaks), such small 
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current is negligible; as a result, its impact on relative potentials is very small. Overall, 

we did not observe shifts or distortions in the CV profile under x-ray illumination. For the 

sake of consistency, all the potentials relative to RE reported in this study were recorded 

under x-ray illumination. Although it is feasible to conduct three-electrode constant 

potential amperometry in the liquid cell using a commercial potentiostat, such 

configuration introduces a much higher level of noise during collection of EY signal. The 

two-electrode configuration introduces substantially less noise and generates reproducible 

data. The bias applied between WE and CE were limited within the ±1.3V window to 

avoid substantial water electrolysis reactions, which will produce large volume of gases 

leading to pressure build-up and rupture of the Si3N4 window.  

Total fluorescence yield (TFY) XAS spectra were collected simultaneously with EY-

XAS during each measurement, using a negatively biased channeltron detector. Because 

TFY-XAS measures the photons emitted after x-ray excitation, whose mean free path in 

liquids is on the order of µm, TFY-XAS is therefore a bulk-sensitive measurement in 

comparison with surface- or interface-sensitive EY-XAS. 

3. XAS spectra analysis 

For each of the raw XAS spectrum, the intensity was first normalized by the photon flux, 

represented by the TEY current from a gold mesh installed upstream in the x-ray 

pipeline. A straight-line background was subtracted from the flux-normalized spectrum 

based on the linear fit of the flat region before the absorption edge. All the spectra were 

normalized again by setting the intensity of the flat tail (between 550 and 560 eV) to 

unity.  

Numerical fitting was performed in some of the XAS spectra using four Gaussian 

components after subtraction of an arctan background. The purpose of such fitting was to 

quantitatively compare the width of the pre-peaks at 535 eV, without attempt to 

determine the exact physical origin of each component.  

4. Saturation effects 

As pointed out in the main text, the O K-edge spectra acquired at the most positive 

potentials (>1V vs Ag/AgCl) exhibit long flat tails, reminiscent of bulk water XAS 

spectra that suffer from saturation effects. Such effect is typically seen in the fluorescence 

yield (FY) XAS but not in electron yield (EY) XAS, with the exception of low-energy 

partial electron yield (PEY), as demonstrated by Nilsson et al.
2
 where secondary electrons 
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with very low kinetic energy (<20eV) are filtered and collected via a biased electrode. 

Because the mean free path of these low energy electrons can be comparable to that of 

soft x-ray photons, such PEY XAS measurements can suffer from saturation effects. 

While an increase in current due to low energy secondary electrons originating deeper in 

the solution and attracted to the positive electrode voltage seems plausible in principle, 

one should also consider the countering effect of screening of the electrode potential by 

the electrical double layer. Although these effects are not yet fully understood, we believe 

that saturation effects are not severe enough here to substantially distort the EY-XAS 

spectra, at least for positive bias below ~1V. Indeed, the lack of pre-edge features (related 

to broken hydrogen bonds) in the XAS spectra collected at OCP indicates that these low 

energy electrons can only account for a very small portion of the electrons collected in 

the EY-XAS measurements because otherwise the EY-XAS spectrum would resemble 

the saturated spectrum of bulk water with strong pre-peak at 535eV. One would also 

expect saturated bulk water spectra at positive bias no matter what solute in the aqueous 

solution. The fact that we obtain different potential-dependence XAS under positive 

potentials for both Au-H2O and Au/Pt-H2SO4(aq) interfaces suggests that this is not the 

case.  

5. First Principles Molecular Dynamics (FPMD) Simulations 

We used a system comprising a Pt electrode (represented by a 4×4×6 supercell of the 

fundamental unit cell containing 96 Pt atoms in total, with the (111) surface exposed and 

a surface area of 1.12×0.97 nm
2
), 119 water molecules, and various amounts of 

H2SO4/HSO4
-
/SO4

2-
 molecules with the corresponding amount of H3O

+
 molecules to 

achieve overall neutrality in the system. Surface coverages ranging from 0.083 (1 sulfate 

species) to 0.83 (10 sulfate species) were considered.  

We first equilibrated each system by performing 25ps constant volume, constant 

temperature (canonical or NVT ensemble) FPMD simulations at 350K within density 

functional theory (DFT). We employed a modified version of the mixed Gaussian and 

plane wave code
3
 CP2K/Quickstep.

4
 The electronic structure of the atoms was described 

using a triple-ζ basis set with two additional sets of polarization functions (TZV2P)
5
 and 

a 320 Ry plane-wave cutoff. We used the Perdew-Burke-Ernzerhof (PBE) form of the 

generalized-gradient approximation of the unknown exchange-correlation potential in 

DFT,
6
 and the Brillouin zone is sampled at the Γ-point only. Interactions between the 

valence electrons and the ionic cores are described by norm-conserving 
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pseudopotentials.
7,8

 The Poisson equation is solved using an efficient Wavelet-based 

solver.
9
 We overcome the poor description of the short-range dispersive forces within the 

PBE-GGA exchange-correlation functional by employing the DFTD3 empirical 

corrections of Grimme et al.
10

 Snapshots of the system were saved at every step. We 

recognize that particular chemical species near the interface can efficiently change 

identity via exchange of protons through surrounding water molecules and that there is a 

known overestimation of the rate of dissociation of bisulfate (HSO4
-
 + H2O  H3O

+
 + 

SO4
2
) in the bulk phase when employing the generalized-gradient approximation within 

DFT-based FPMD.
11

 Therefore when performing FPMD simulations we impose fixed 

speciation by restricting the number of protons associated to each molecule through a 

constraint on the coordination number.  

After equilibration, the binding free energy of a randomly selected sulfate molecule to the 

platinum electrode was separately obtained from umbrella sampling
12

 calculations, 

employing the center of mass distances as the collective variable. In other words, we 

introduced a reaction coordinate ξ and defined a harmonic umbrella potential function 

V(ξ(r)) in the following form: 

     
2

0V r k r r  
 

where k is the force constant [10 kcal/(mol Å
2
)], and r0 is the equilibrium distance. We 

used a simulation time step of 0.5fs. Separate simulations were run, with biased potentials 

centered along the reaction coordinate in 20 windows, with 0.5Å displacements from 0 to 

1nm. We verified that these simulations parameters yielded overlapping Gaussian 

distributions at various r0 distances. At each displacement, we carried out 5ps NVT 

dynamics, with the system coordinates saved every 10fs. The free energy of binding was 

subsequently obtained from the potential of mean force, calculated using the weighted 

histogram analysis method,
13,14

 with a convergence tolerance of 1×10
-4

 kcal/mol. We 

ignored the first 1ps of dynamics at each window when calculating the free energy.  

6. XAS spectra simulations 

During the last 10ps of NVT FPMD equilibrium simulation, snapshots of the atomic 

positions of the system were saved every 0.5ps (a total of 20 snapshots for each system), 

and used as input for an in-house code employing constrained-occupancy DFT 

calculations within the XCH approximation
15–17

 to calculate the XAS spectra. Plane-wave 

pseudopotential calculations using ultrasoft pseudopotentials
18

 were performed using the 



 S6 

PWSCF code within the Quantum-ESPRESSO package.
19

 We used a kinetic energy cut-

off for electronic wave functions of 25 Ry and a density cut-off of 200 Ry. The core-

excited Kohn-Sham eigenspectrum was generated using the XCH approach.
17

 Based on a 

numerically converged self-consistent charge density, we generated the unoccupied states 

for our XAS calculations non-self-consistently by sampling the first Brillouin zone at the 

Γ-point, employing an implementation of the Shirley interpolation scheme
20

 generalized 

to handle ultra-soft pseudopotentials.
21

 Matrix elements were evaluated within the PAW 

frozen-core approximation.
22

 Core-excited ultrasoft pseudopotentials and corresponding 

atomic orbitals were generated with the Vanderbilt code.
18

 Each computed transition was 

convoluted with a 0.2 eV Gaussian function to produce continuous spectra.  

Because of the use of pseudopotentials we can only reliably compare the calculated 

relative excitation energies. We used an alignment scheme based on energy differences 

between ground and core-excited states of the system and those of an isolated atom in the 

same simulation cell.
16,23

 Direct comparison to experiment is accomplished by first 

calibrating an unambiguous reference system. In the case of the oxygen compounds 

considered in this study, we rigidly shifted the first major peak in the oxygen K-edge 

XAS of an isolated CO2 molecule by +526.9 eV to match the same in a gas phase 

experiment.
24

 This empirical shift, is unique to the pseudopotentials employed in this 

study, and is applied to all subsequent calculated spectra. Previous experience has shown 

that this alignment scheme predicts XAS peak positions to within ~0.1 eV,
15,16

 which is 

close to the experimental uncertainty in this energy range. It is well know that Kohn-

Sham DFT within the PBE approximation underestimates band gaps
25,26

 and 

concomitantly band-widths due to inaccurate quasiparticle (excitation) energies.
27,28

 As a 

result, the calculated XAS spectrum is usually too narrow compared to experiments. We 

thus dilated the computed XAS spectrum by 20%, as in previous work.
29–31

  

7. Modeling of Biased Interfaces using Continuum Models 

In the modeling of biased interfaces using continuum models we assumed that in the 

thermodynamic equilibrium the ion concentration profiles account for the relaxation of 

electrostatic forces and that interconversion of ions is governed by equilibrium constants 

K1 and K2. The self-consistent solutions of the corresponding generalized Poisson-

Boltzmann equation provided the complementary picture of speciation at biased Pt-

electrode interfaces.  
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7.1 General formalism 

To build the continuum model including three types of ions (sulfate, bisulfate, and 

hydronium), all of which have finite size and can specifically adsorb on electrode surface 

except hydronium, we used the free energy functional that has the following form:
32

 

Ω[𝜑(𝑟⃗); 𝜌±(𝑟)]

= ∫ 𝑑𝑟 {−
𝜀(𝑟⃗)

8𝜋
|∇𝜑|2 + 𝑒𝜑(𝜌+ − 𝜌1− − 𝜌2−) + Φ1(𝑟⃗)𝜌1−

+ Φ2(𝑟⃗)𝜌++ Φ3(𝑟⃗)𝜌2− − 𝜇1−𝜌1− − 𝜇2−𝜌2− − 𝜇+𝜌+}

+
𝑘𝐵𝑇

𝑎3
∫ 𝑑𝑟{𝑎3𝜌1−ln𝑎3𝜌1− + 𝑎3𝜌2−ln𝑎3𝜌2− +  𝑎3𝜌+ln𝑎3𝜌+

+ (1 − 𝑎3𝜌1− − 𝑎3𝜌2− − 𝑎3𝜌+)ln(1 − 𝑎3𝜌1− − 𝑎3𝜌2− − 𝑎3𝜌+)} . 

The Poisson-Boltzmann equation, as well as concentration profiles for ions, were obtained 

via the variational method: 

∇(𝜀(𝑟⃗)∇𝜑) = −4𝜋𝑒(𝜌
+

− 𝜌
1−

− 2𝜌
2−

) 

with boundary conditions 
𝜕𝜑

𝜕𝑧
|𝑧→∞ = 0,  

𝜕𝜑

𝜕𝑧
|𝑧→0 =  −

𝜎

𝜀0𝜀
, where 𝜎 is the surface charge 

density.  

7.2 Input parameters 

In this approximation the size of all ions was set equally to 6Å. Such simplification 

would slightly underestimate the concentration of hydronium ions because their actual 

size is smaller than that of (bi)sulfate ions. The overall surface coverage by ions would be 

overestimated since we did not consider the solvent (water) molecules explicitly. 

To reflect the inhomogeneity in dielectric response of water near the surface, we used a 

spatially dependent dielectric function that has the following form:  

𝜀(𝑧) = 1 +
𝜀−1

1+𝑒𝑥𝑝(−𝛼(𝑧−𝑧0
′ ))

, 

where 𝜀 = 78.3, 𝛼 = 4 Å−1, and 𝑧0
′  = 2.8 Å. 

The adsorption potentials Φ1,2,3(𝑟⃗) were adapted from the FPMD free energy calculations 

(Fig. S9a) and then renormalized by Coulombic potentials of the image charge interaction 

(the interaction of a point charge with an ideal metal surface in the media with 
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inhomogeneous dielectric function 𝜀 (z) as defined earlier), as the first term in the 

Green’s function of equation ∇(𝜀(𝑧)∇𝜑) = −4𝜋𝛿(𝑟 − 𝑟′) . The normalization terms 

generally have the following forms: 

𝑈(𝑧)[𝑒𝑉] = −
3.6 𝛼2

𝜀(𝑧)𝑧[Å]
 , 

where 𝛼 is the charge on the ion.  

The resulting potentials were then approximated with Morse potentials: 

Φ(z) = 𝐸𝑎𝑑𝑠(1 − 𝑒−𝑘(𝑧−𝑧0))
2

− 𝐸𝑎𝑑𝑠. 

The adsorption energy Eads is 0.12 eV for sulfate ions and 0.14 eV for bisulfate, which 

reflects the higher penalty for de-solvation of divalent ion (11.3 eV) as compared to 

monovalent (3.2 eV).
33

 The slope parameter 𝑘 was set to 4 and z0 = 2.7Å. For hydronium 

ions we assume no specific adsorption by imposing a repulsion wall at z = 2.2Å. 

We used the equilibrium constants reported in the literature
34

 (K1=1000, K2=0.0102) to 

calculate the bulk equilibrium concentrations of ions. In a 0.05M H2SO4 solution, the 

equilibrium concentrations of sulfate, bisulfate, and hydronium ions are calculated to be 

0.0075, 0.042, and 0.057M, respectively. Based on the thermodynamic cycle illustrated in 

Fig. S10, the equilibrium constant for adsorbed (bi)sulfate ions needs to be modified as 

follows: 

𝐾2
′ = 𝐾2

𝐾𝑎𝑑𝑠

𝑆𝑂4
2−

𝐾𝑎𝑑𝑠

𝐻𝑆𝑂4
−. 

Based on our FPMD simulations, the adsorption free energy of sulfate and bisulfate ions 

are almost equal (Fig. S9a) and therefore 𝐾2
′ ≈ 𝐾2. 

7.3 Self-consistent solutions 

We used the scheme illustrated in Fig. S11 to obtain the equilibrium distribution of ions 

near the electrified surface. The results are shown in Fig. S12 where we compare the 

profiles with and without an additional equilibration based on the equilibrium constants 

𝐾1, 𝐾2
′ . As one can see, at sufficiently positive potentials sulfate ions dominate in the 

interfacial region. 



 S9 

We also obtained the surface excess of ions as a function of surface charge density (Fig. 

S13a), and electrode potential (Fig. S13b), by integrating the ion concentration profiles 

over the interfacial regions at a given surface charge density or electrode potential. The 

results shown in Fig. 13 clearly showed co-adsorption of bisulfate ions and sulfate ions 

dominate in the interfacial region at potentials above 0.1V. The asymmetry of the curves 

arises from the differences in adsorption potentials and the charges between hydronium 

and (bi)sulfate ions.  
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Supporting Figures 
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Figure S1. Schematics of the flow liquid cell and typical topological AFM Image of the 

evaporated Pt thin film (RMS roughness ~ 0.5nm). 

 

 

Figure S2. Typical CV curve of the thin film Pt electrode in 0.05M H2SO4 solution 

measured in the liquid cell with Pt CE and Ag/AgCl RE. The scan rate is 50mV/s. The 

curve was divided into three regions, each colored and labeled based on conventional 

models in the electrochemical literature. The potential scale with respect to RHE 

(assuming pH = 1) is shown at the top of the graph for reference. 
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Figure S3. Comparison of O K-edge EY-XAS spectra under OCP at Au-H2SO4(aq), Pt-

H2SO4(aq), Pt-H2O interfaces and TFY-XAS spectra of pure H2O and 0.05M H2SO4 

solution. 
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Figure S4: Water mass density distribution at various interfaces from FPMD simulations. 

The center of mass position of each water molecule is discretized in 0.1Å bins and 

averaged every 10fs over the last 10ps of the FPMD trajectory. Each distribution profile 

shows three structured water layers: the first molecular layer lies within 1.2-3.9Å with a 

peak maximum at ~3Å, the second interfacial layer lies at 3.9-6.6 Å from the surface, and 

a possible third layer at 6.6-9.4Å, after which the density converges to the bulk value. 
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Figure S5. Operando O K-edge EY-XAS spectra of the Au-H2SO4(aq) interface at 

different potentials. The black arrow indicates the order of spectra acquisition.  
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Figure S6. Comparison of O K-edge EY-XAS spectra collected at Pt-H2SO4(aq) 

interface at 0.73V and 0.31V vs Ag/AgCl and at -1.25V vs Pt CE, as well as EY-XAS 

spectrum at Au-H2O interface at -0.06V vs Ag pseudo-reference electrode as previously 

reported.
1
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Figure S7. Peak deconvolution of EY-XAS spectra of the Pt-H2SO4(aq) interface at 

1.13V and 0.31V vs Ag/AgCl (above OCP) and of Au/H2SO4(aq) interface at 0.27V vs 

Ag/AgCl (below OCP). 
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Figure S8. Dependence of pre-peak to main-peak ratios (I535eV/I537eV) in the O K-edge 

EY-XAS of Pt-H2SO4(aq) interface from two sets of experiments. The difference in the 

slope is possibly due to the change of chemical states of Pt CE during long period 

experiments at a fixed potential during each spectrum. 

 

 

 

Figure S9. Calculated binding free energy profile of sulfate species at the Pt-H2SO4(aq) 

interface. (a) Comparison of profiles of isolated H2SO4 (blue squares), HSO4
-
 (brown 

circles) and SO4
2-

 (green triangles) molecules. (b) SO4
2-

 binding free energy profile at 

three surface coverages, corresponding to bulk concentration 0.4M, 1.0M, and 3.0M, 

respectively.  
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Figure S10. Thermodynamic cycle for evaluation of the equilibrium constant of adsorbed 

bisulfate ions.  

 

 

 

 

Figure S11. Scheme of the calculation flow towards a self-consistent solution of the 

modified Poisson-Boltzmann equation with external constraints associated with inter-

conversion of sulfate and bisulfate ions. 



 S20 

 

Figure S12. Ion concentration profiles calculated using continuum model without (a-d) 

and with (e-h) equilibration of concentrations due to the ion inter-conversion at various 

surface charge densities.  
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Figure S13. The profiles of surface excess of ions as a function of surface charge density 

(a) and as a function of the electrode potential (b). Potentials are referenced to the value 

in the bulk electrolyte. Negative values on the y axis correspond to deficiency while 

positive values indicate excess. 
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Figure S14. O K-edge XAS spectra of the salt crystals of various sulfates. 
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Figure S15. Simulated O K-edge XAS of sulfate (SO4
2-

) anions at the Pt-H2SO4(aq) 

interface with different surface charge. Each simulation cell of the size 11.2×9.7×53.4 Å
3
 

containing two sulfate anions and four (purple), three (green), two (blue) and one (brown) 

hydronium (H3O
+
) cations. Each cell underwent NVT FPMD for 2ps and the resulting 

spectrum is the numerical average of 20 individual snapshots from the last 1ps FPMD 

(evenly separated by 50fs). 
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