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Group Polarization in a Model of Information Aggregation’

By NicoLas Roux AND JOEL SOBEL*

Experiments identify the empirical regularity that groups tend to
make decisions that are more extreme, but in the same direction
as the tendency of individual members of the group. We present a
model of information aggregation consistent with these Jindings. We
assume individuals and groups are rational decision makers facing
monotone statistical decision problems where groups and individuals
have common preferences, but groups have superior information.
We provide conditions under which the distribution of the optimal
actions of the group is more variable than the distribution of actions
taken by individuals. (JEL D71, D83)

& % roups make decisions that are more extreme than some central tendency of the

“_¥ individual positions of the members of the group. Stoner (1968) first observed
this phenomenon.! Other researchers have replicated and refined Stoner’s insight,
which the literature calls group polarization. Following Bordley (1983), this paper
argues that a simple model of rational decision making can organize the experimen-
tal results on group polarization. The psychological literature implicitly attributes
the existence of polarization as evidence of a failure of rationality. Our results sug-
gest that this conclusion is premature.

As an example of the phenomenon, consider the experiments on group decision
making performed by Schkade, Sunstein, and Kahneman (2000). Individual sub-
Jects received information (written documents and a videotape presentation) rele-
vant to a series of hypothetical court cases. Individually, they recorded a punitive
verdict on a nine-point scale. Subjects then were randomly assigned to groups of
six; these groups deliberated and decided on punitive verdicts. In those cases where
individual punishment ratings are severe, the group ratings tend to be more severe

*Roux: Max Planck Institute for Research on Collective Goods, Kurt-Schumacher-Strafe 10, 53113 Bonn,
Germany (e-mail: roux @coll.mpg.de}; Sobel: Department of Economics, University of California, San Diego,
9500 Gilman Dr., La Jolla, CA 92093 (e-mail: jsobel@uesd.edu). We acknowledge useful comments from many
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Crawford, Todd Davies, Pierre Fleckinger, Thibault Gajdos, Juan José Ganuza, Rick Harbangh, Navin Kartik,
David Laibson, Mark Machina, Martin Osborne, José Penalva, Debraj Ray, David Schkade, Ricardo Serrano, Ross
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'Brown (1986) provided an extensive review of the psychological literature through the mid-1980s.
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than the median individual rating. In those cases where individual punishment rat-
ings are lenient, the group ratings tend to be more lenient than the median individual
rating. As a result, group punitive verdicts are more polarized across cases than
individual verdicts.?

We study a statistical decision problem where individuals have common pref-
erences but different information. There is an underlying state of the world and
individuals receive private signals that convey information about the state. The
information structure describes the relationship between states of the world and
signals. We concentrate on monotone decision problems in which states, actions,
and signals are all linearly ordered so that higher signals are associated with higher
states and the optimal action is an increasing function of the signal. Decision mak-
ers (groups and individuals) select actions to maximize expected utility given their
information. We assume that individuals have common preferences and that groups
perfectly aggregate information available to members of the group. Consequently,
groups have superior information to individuals and therefore make better decisions.
We provide conditions under which this difference in information causes the group’s
actions to be more extreme than the optimal actions of individuals.

Our model deviates from the typical experimental desi gn in an important way. In
experiments, agents receive standardized information. In our model, agents receive
different information. If agents have identical preferences and receive identical
information, then there would be no variation in individual recommendations and
the group’s decision would agree with the (common) individual recommendation.
It is possible to attribute the variations observed in experiments to mistakes or to
heterogeneous preferences. To support our modeling assumptions, we attribute het-
erogeneous recommendation to (unmodeled) differences in“the;cognitive abilities. ( DELE TE
Our model is appropriate if agents have different information processing capability
(so that different agents pay attention to different aspects of identical signals) or
different prior information. We do not model these differences explicitly, but believe
that they are a sufficiently plausible source of heterogeneity to justify our approach.’

Individuals use different arguments to Justify their decisions. They share these
arguments during deliberation. Section V describes persuasive arguments theory,
which psychologists have used to explain how balancing novel arguments during
deliberation can lead to polarization. Our model can be seen as a statistical founda-
tion for this theory.

To study polarization formally, it is useful to suppress the distinction between
individual and group and simply compare the distribution of decisions as a function
of the quality of the information available. Abstract results that state that decisions
are more extreme when the information is more precise then implysthat group deci-
sions are more extreme than individual decisions (since groups have more precise
information). Consequently for much of the paper we study decision rules as a func-
tion of the quality of information.

AQ3

*In many experiments, subjects are asked to supply individual recommendations after deliberating with a group.
Typically subjects shift their individual recommendation in the direction of the group’s decision.

“Hoeng and Page (2009} present a model in which agents use different models to interpret information, leading
to differences in beliefs. This approach provides conceptual support for the way we interpret our model.
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Section IV also contains a discussion of another task studied by Schkade,
Sunstein, and Kahneman. In addition to asking subjects to choose a punitive
rating, they made them assign a damage award in dollars (a nonnegative num-
ber) for each case. This task differs somewhat from the standard example in the
group-polarization literature because it places no upper bound on the action set.
Group decisions exhibit two unusual properties /B several groups, the group puni-
tive award is much higher than the maximum award recommended by an indi-
vidual.> Second, the median of the individual punitive award decisions is more
predictable than the group decision. Informally, the decisions obtained through
group deliberation are more variable than those obtained through a majority vote.
Our analysis identifies circumstances in which these properties would arise. In
particular, the group’s decision will be more variable ex post than the individual
decisions when individuals make their decision based on poor information. This
conclusion follows from the non-monotonicity of ex post variability that we illus-
trate in Section I.

Section V discusses related literature and, in particular, compares our approach to
prominent theories from social psychology. Section V1 is a conclusion.

»\;:f&*’{} g:yg

I. Examples

This section illustrates the main theoretical results using a series of examples. All
examples feature a decision maker who attempts to estimate an unknown number Lorael
(the state of nature, 8). She holds a prior over the stape’.}Before reporting her estimate  —'* % ¢ mas
(her action, @), the decision maker receives ésignadi TVt based & S,
on which she updates the prior. In all examples Tosses aré quadratic, i.e., the utility
function is u(a, #) = —(a — ). As a result she reports her posterior expectation Ef,é?’\qc’_e_ S

Q% exerithe state. The examples make different assumptions about the agent’s informa- v
tion structure. & 51 ‘y\ﬂ—\

Before the state of nature is drawn, one should expect the distribution of actions 1o e makipe
to be more variable, properly defined, as the information of the decision maker Cor U
improves. A poorly informed decision maker is only mildly influenced by her sig- c Lo bt
nal. As a result, whatever the state of nature, her action stays close to the optimal Shatt
action based on the prior belief. As her information’s quality improves, the decision
maker’s actions become more responsive to her signals, which are themselves more
responsive to variations of the state of nature. So one expects the better informed
group to take actions that are more variable ex ante.

The distribution of actions ought to be closer (in some sense) to the ex post opti-
mal decision the better is the information of the decision maker. This intuition sug-
gests that ex post, the distribution of actions will place more weight on extreme
actions when extreme actions are optimal. We investigate this intuition in the gen-
eral analysis of Section IIIB. The relation between information precision and the
ex post variability of actions is typically nonmonotonic. To see this note that both
a perfectly informed decision maker and a decision maker receiving uninformative

3 This result was also observed in other experiments.
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signals exhibit no variability in their actions. The perfectly informed individual
always knows the state of nature and therefore (assuming that there is a unique
optimal response given the state) always plays the same action. The decision maker
with an uninformative information structure always takes the ex ante optimal action.
These observations suggest that whether an improvement in information induces an
increase or decrease in the actions’ variability depends on the relative weight of two
opposing effects: the increased responsiveness of actions to signals on the one hand
and the decreased noisiness of signals on the other.

In this section, we study how the properties of distributions of optimal actions
vary with the quality of the decision maker’s information. The examples all assume
that there is a single decision maker and a one-parameter family of information
structures. The information structures vary in their precision. When we apply our
theory, we treat groups as being better informed than individuals. So we associate a
higher precision information structure with a group and a lower precision informa-
tion structure with an individual.

The examples in this section all illustrate ways one might expect the distribution
of actions to become more variable as the information structure improves. Formal
statements of these results require precise definitions of variability of distributions
and improvement of information. We provide definitions in Section II. Here our
presentation is less formal.

A. A Binary Example

Example 1: There are two states of nature © = {0, 1}, two signals & = { 1},

and agents have to choose an action in the unit interval, &/ = [0, 1]. The pnor
probability distribution puts equal weights on the two states, 7(0) = ( ) = 4
The conditional distributions over signals are f(1[1) = f(0]0) = c,c € [1/2, 1].
It follows that the decision rule a*(-) satisfies a*(0) = | — ¢ and a*(l) = ¢

Ex ante, each action is taken with probability 1/2. The ex ante variance of a*(-)
is (2¢? 4+ 2(1 — ¢)® = 1)/4, which is strictly increasing in ¢: An improvement
of the informativeness of the signal produces an increase in the variance of the
induced optlmal decision. When c increases, the optimal responsegto each signal
becomeémore extreme because the decision maker is more confident. Conditional
on a particular realization of 6, the actions will continue to be more extreme the
better the information, but, given 6, the signal s = 6 will increase in likelihood,
and this increase is relatively greater the better is the decision maker’s information.
This effect tends to reduce the variance of the ex post decision rule as ¢ increases.
A compm&zion demsnsira{es that the variance of the optimal action given § = 1 is
cfl = ¢)(1 — 2¢)*, which is increasing over (1/2, p) and decreasing over (5, 1)
where p € {i/“, I},

B. Examples Using Exponential Families

In this subsection, we assume that an exponential family of distributions describes
the information structure. For this family, the decision rule is a linear function of the

07_MIC20140252_74.indd 5
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signals. This property provides a natural way to compare decisions as the quality of
information improves.®

Example 2: Suppose that § € R, 7(-) is normal with mean ¢ and precision’
r > 0,and that given 0, 5 is normally distributed with mean 6 and precision 7’ > 0.
The posterior distribution of ¢ given [ independent signals s = (s, ..., s;) %isa
normal distribution with mean p*(s) and precision r + [r’, where

P ey TS

(1 S e

In this example, the posterior distribution depends on the average signal. The opti-
mal recommendation is simply the conditional mean of 6, a*(s) = p*(s).

In this example, a group of size [ that receives / independent and identically dis-
tributed signals (sy, . . ., s7) each with precision 7’ acts the same as an individual who
receivesythe signal § = E}Ll s;/I with precision r'I. In particular, it follows from
(1) thatjaction of the group can be written

rt + r'Is
P

Hence, it is natural to treat / as a parameter that measures the precision of the infor-
mation as a function of group size.

The ex ante variance of the action distribution is »'I/[r(r -+ rI)], which increases
in/, while the ex post variance (conditioned on the realization of 6) is #'1/(r + r1)?,
which first increases and then decreases in /. The variability of the ex ante distribu-
tion of actions (as measured by variance) is greater the higher is /, while the vari-
ability of the ex post distribution is concave and has an interior maximum. Low /
leads to low variability because the action is not sensitive to any information: high /
leads to low variability because the action is perfectly suited to the state.

Example 3: Take & = [0, 1],© = [0, 1], and assume that the prior is a Gamma
distribution with parameters p and (. Let & = N and let the conditional distri-
bution of signals be Poisson with parameter 6. In this example, if each member

of a group of size [ receives an independent and identically distributed signal and

/ - i / . .
s = (s5....,5)and§ = Zf:; s;/1, the action rule is
o p+ 18
#f —
) = T

©Kaas, Dannenburg, and Goovaerts | 1997) describe the linearity property used in our analysis. Darmois (1935},
Koopman (1936}, and Pitman (1936) discovered the classic relationship between exponential families and sufficient
statistics.

7'The precision of a normal random variable is the inverse of its variance.

*We can imagine that the / signals come from 7 different agents. With this interpretation, / is the size of the
group.

i
| 07_MIC20140252_74.ndd 6
|

8/25/15

10117 AM



ROUX AND SOBEL: GROUP POLARIZATION IN A MODEL OF INFORMATION
VOL. 7NO. 4 AGGREGATION 7

As in Example 2, as the group size increases, the action shifts away from the prior
mean and toward the average signal.

The posterior distribution is Gamma with parameters p + / and 3 + 5. The
expected action does not depend on the group size. The ex ante variance of the
action is [I*p(/3 + 1)]/[(3 + I)5)?, which is increasing in 1. The ex post variance of et
the action is /6/(I + 3)?, which has an interior maximum. Ans

Section II presents a general framework that admits these examples as special Veadtc X
cases. Sspale
Lo rignah
1. The Framework
end o€

We model information aggregation as a monotone statjstical decision problem. € xa {U&{} Léj
Decision makers recommend an action a € [g, @] = Their choice depends
upon an underlying state of the world 4 that is drawn from afesdered set © accord-
ing to a prior distribution I1( - ). We assume that I1( - ) has a density, Wit
by 7( - ). Each decision maker receives a signal s informative for the state of natur
that is drawn from the set & = [s, 5]. A joint distribution P defined on © x §
describes the information structure. (- | ) denotes the conditional distribution of
signals given that the state is & (f(-|6) is the corresponding density or probability
mass function).

The ex ante distribution over signals, D( ), is given by

D) = [ [ fe16)n(0) a0 dr.

A decision maker who receives signal s updates her prior belief according to
Bayes’s Rule and obtains a posterior distribution denoted P(-|s) (or P(s)):

f(s|6)m(0)
Jueo f(s]w) dI1(w)’

(2) P(0]|s) =

The state space ©, the signal space &, and the joint probability distribution P
determine the information available to the decision maker. Since we hold the state
space and the prior fixed, we refer to 7 = (&, D,{P(+|s)}es) as the information

structure of the decision maker. The information structure is perfect if for all (s, 8), \
P(0]s) > Oimplies P(¢'|s) = Oforall & + 4.
After the decision maker observes s € & and updates her prior, she chooses the /

action that maximizes her expected utility given the resulting posterior belief
(RaQ

a*(s)y € argmax | u(a, 8) dP(0|s),

{i b Rt

—

where a*( - ) is referred to as the action rule of the decision maker.’

?We assume that the action rule is single-valued.

| 07_MIC20140252_74indd 7 &/25/18 10117 AM;
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Athey and Levin (2001) characterized the MIO-SC order as a notion of variability
of this measure:

FACT 1 (Athey and Levin 2001): I is more precise than I, if and only if for all
z € [0, 1, Py(+|D; < 2) =pr Pol+| D < 2).

Pi(+|D; < z),fori = I, G, stands for the posterior belief i holds when learning
that his signal belongs to {s : D,(s) < z}. Given that both the group and the indi-
vidual receive a low signal, the group is more confident that the state of nature is
low since its information is more precise. Consequently, the group posterior is lower
than the individual posterior with respect to the MLR order. It follows that the group
chooses a lower action than the individual. An equivalent characterization can be
obtained by considering good information. This leads to the alternative formulation
that 7 is more precise than Z; if and only if P;(-|D; > z) <uup Po(+|Dg > 2)
for all z € [0, 1]. In this case, the group is more confident that the state of nature
is high. Therefore, the observation that group information structures will dominate
individual information according to the MIO-SC order provides a sense in which
group beliefs are more dispersed than individual beliefs.

A monotone information structure 7 = (&, D(+),{P(-|s)};cs) and utility func-
tion u give rise to an action rule a*(-) that is increasing in the signal s and a dis-
tribution of actions, A, in which A(a) = Prob({s : a*(s) < a}). Defining s*(a) by
s*(a) = sup{s : a*(s) < a} if {s: a*(s) < a} contains at least one element and
s(a) = s if {s:a"(s) < a} is empty, we obtain A(a) = D(s*(a)). The value
a*(D7'(+)) is the quantile function associated to A. Holding the utility function fixed,
we seek conditions under which the induced distribution of actions from the group
information A is more variable than the distribution of actions of the individual, Ag

A natural way to formalize the notion of “more variable” uses second-order sto-
chastic dominance. A; second-order stochastically dominates A if

i

(4) j_‘l Agla) da > fic Ay(a) da forall a.

&

If inequality (4) holds, then we write A; >,., A because the condition is equivalent
to the property that [ ¢(x) dA; > [ ¢(x) dA for all increasing concave functions
¢ (see Shaked and Shanthikumar 2007, Chapter 4). If A; and A have the same
mean, then the inequality in (4) will hold as an equation when @ = &. Further, it is
well known that if A; and As have the same mean, then A, second-order stochasti-
cally dominates A if and only if A can be obtained from A; through a sequence of
mean-preserving spreads. We say that the group’s action distribution is more vari-
able than the individual’s if (4) holds and the two distributions have equal means.
Proposition 1 presents conditions under which the distribution of the group’s
actions is more variable than the distribution of the individual’s actions. Given pref-
erences u(a, 0), the action function ¢ associates to each posterior P in A(©) an
optimal decision a = §(P), where

(P) = argmaé’LE@ u(a, 0) dP(9).

Gwra thoX S{*\{&!
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;%5}2‘ - Caod SuB T, o

=

8/2515 1017 AM 5

QL)
Ayt o

-3



Re,é«c,e,

%&\hm‘ioﬁa{

w A

“Struesuce

e O

ROUX AND SOBEL: GROUP POLARIZATION IN A MODEL OF INFORMATION
VOL. 7NO. 4 AGGREGATION iJ

The action function is defined over the beliefs, rather than a linear space. It does
not depend on the information structure, so the group and the individual share the
same ¢. Since the set of posteriors induced by a monotone information structure is
ordered by MLR and preferences are single-crossing, the function 4(-) is nonde-
creasing over {P(s)}es - We say that §( - ) is strictly increasing if P =y, P’ implies

\(.Q?> 5(P"). We abuse terminology by calling §(+) linear for a given informa-
Ltion

vehmelegy if S(vP(s) + (1 — y)P(s")) = v3(P(s)) + (1 — v)6(P(s")) for
v € (0, 1) and any signals s and 5",

®

3>
PROPOSITION 1: If I is more precise than 1; and the action functions-eselinear,

then the group’s action distribution is more variable than the individual’s action
distribution.

The Appendix contains a proof of Proposition 1 and all subsequent results that
require proof.

Proposition 1 follows from a change-of-variables argument. When the action
function is linear, variability of the posteriors induced by the information structure
translates directly into variability of the distribution of actions. Since group posteri-
ors are more variable ex ante than the individual posteriors, so will be the a@soaated
distributions of actions.

Since §(P;(s)) = aj(s), linearity of the action function is not sufficient for
the linearity of the action rule. The additional requirement for obtaining a lin-
ear action rule is that posterior beliefs be a linear function of the signals, ie.,
Plys + (1 — 'v) ) = AP(s) + (1 — v)P(s'). Quadratic preferences, u(a, 0)
= —(a — )*, generate a linear action function since the optimal action is the
expected value of 6 according to the posterior belief of the decision maker. It is
straightforward to show that the action rule is linear if, in addition, there exists a
cumulative distribution function Q(-) such that P(f]s) = Q(# — s). The action
rule is linear in Examples 2 and 3.

If the action function is linear, then the distribution of actions generated by the
group information will have the same mean as the distribution generated by indi-
vidual information. If the action function is not linear, then there is no reason to
expect the mean of the two distributions of actions to be equal. A possible conjecture
is that the mean-adjusted distributions could be ranked by second-order stochas-
tic dominance (that is, the distributions could be ranked by the dilation order in
which X' -, Xit X' — EX'second-order stochastically dominates X — EX (Shaked
and Shanthikumar 2007, 200)). However, the following example shows that this is
not true.

Example 4: Assume © = {6, ;}. When © contains two elements, posteriors
can be represented by ¢ € [0, 1], the probability placed on #, and an information
structure 7 can be identified with a distribution of beliefs on [0, 1] that we denote
by I'. Specifically, I'(p) = Prob({s : P(s) < p}). Let = € (0, 1) be the prior
belief on 6. The expected belief |} p dT'(p) is necessarily equa} 0 the prior belief 7.
[t follows that 7; dominates 7; with respect to the MIO-SC order if and only if
FE iéc‘v FG'
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Let

—a? ifo = 4,
<5> u<a’ 9) = :
~Ma —1)? ifd = 4,

for A > 0.Inthis case, §(q) = Ag/(A\g + (1 — q)). It follows that §( - ) is convex,

linear, or concave depending on whether A is less than, equal to, or greater than 1.

For these preferences, A measures the cost of a mistake in State § = 1 relative to

the cost in State ¢ = 0. When X is close to zero, the decision will be biased toward

a = 0 (in particular, the mean action will be less than the expected state) while as

A approaches oo the action will tend to be close to one. i\dS&ﬁf
Take a distribution of individual posteriors I'; and apply a single mean<preserving (P AN

spread to obtain I, so that the group information structure dominates the individual

information structure with respect to the MIO-SC order. Suppose further that the \a.

MPSTs such that the two distributions remain equal on some range [0, g|. The distri- Replace

butions of actions A; and A are obtained though the change of variable a = 4(q), “wresy

that is, A;(a) = T';(67Ya)) for i = I, G. Since I'y(q) = Ts(q) for g € [0, g, worki~

Ar(a) = Ag(a) for all a € [0, §71(3)]. Suppose now that A < 1, so that ¢ is * wWeon—

concave. It follows that the expected action of the group is strictly lower than the preseruing

expected action of the individual: [! §(¢) dT4(q) < Ji 6(q) dT;(q). Therefore, &“

the mean-adjusted distributions A{(a) = Aja + [adA) for i = I, G satisfy s?(*éﬁ_

Aj(a) > Ag(a) forall a < 67Y(g) — [adA;. So the distribution of the group

actions is not more dilated than the distribution of individual actions. INSCRT
. . R o S . « .
The example demonstrates that without linearity, an increase in the precision of a
distribution need not increase the variability of the action rule. N ERTICAL

The next proposition describes a weak sense in which the group actions can be ¢ =
said to be more variable than the individual actions: the tails of the group’s distri-
bution of actions are fatter than those of the distribution of individual actions. The i‘\'{_’?} S1eNRAL
result replaces linearity of the action function with the assumption that the action ewd o
function is strictly increasing: for i = I, G, P’ >~umrr P implies 6(P') > §(P) for £ &t&-\?&%
P, P € {Pi(s)}es;

s \a ¢
PROPOSITION 2: If 1; is more precise than T; and the action function{ are stricrly Qge ate
increasing, then the support of the individual’s action distribution is strictly con- A ‘%N‘i chon s
tained in the convex hull of the support of the group’s action distribution. are™
€

The proposition states that the distribution of actions generated by better infor- R N . ow
mation places positive probability on more extreme actions. Intuitively, the condi- Lonckion £
tion that 7 is more precise than Z; implies that the lowest signals induce a lower
posterior (with respect to the MLR order) for the group than for the individual.

These lower posteriors lead to lower actions. Unlike the properties of Examples 1-3,
Proposition 2 does not imply that the group’s and individual’s action distributions
can be ranked by variance.

The following example demonstrates that the conclusions of Proposition 2 require
the assumption that the action function is strictly increasing. The example has three
actions so the action function is not strictly increasing. The perfectly informed

07 _MIC20140252_74.indd 12 82515 1071
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group takes the intermediate action when it is appropriate, but the individual avoids
the intermediate action because he never learns when the intermediate state is the
most likely to occur. The group takes extreme actions less often, but with more con-
fidence, than the individual.

Example 5: Let © = o = {0, 1, 2} with all three states equally likely ex ante.
Let u(a, §) = —(a — #)*. The group has perfect information (it receives signal
s = iwhenthe state is § = i). The individual receives the lowest signal with prob-
ability one-half: whenever the true state is § = 0 and half of the time the true state
is # = 1. Otherwise the individual receives the highest signal. The group takes
each action with probability one-third. The individual takes the extreme actions with \;’&[ e Gi.
probability one-half each. The conclusions of Proposition 2 fail to hold because the =¥
action function is not strictly increasing.'® V. ce

There is a straightforward, but weak, conclusion that does not depend on strict S :
monotonicity. Since P,(TDF‘(O)) dominates PG(D(‘;‘ 1(O)) with respect to MLR, the t.i_f\v& s &
minimum action of the group must be no higher than the minimum action of the %wgk‘é
individual. A similar result holds at the other extreme.

”

PROPOSITION 3: If I is more precise than I;, then the support of the individu-
al’s action distribution is contained in the convex hull of the support of the group’s
action distribution.

B. Ex Post Analysis

We now discuss how the distribution of actions changes with information condi-
tional on the true state. It is still our interest to investigate the extent to which better
information leads to more extreme actions.

We consider two ways to frame the analysis. The most straightforward situation
is when the state space contains two elements. When there are only two states, there
are only two possible ex post optimal actions. If better information leads to actions
that are closer to an ex post optimal action, then one would expect more extreme
actions as the information structure becomes more precise. Our results formalize
this intuition. When there are more than two elements in the state space, the optimal
ex post action need not be extreme. There is, however, an important special class of
preferences for which the only ex post optimal actions are extreme. We demonstrate
a sense in which better information leads to extreme actions in this special case.

There is a third way in which improvements of information lead to systematic
changes in the action rule. The examples in Section IB demonstrate situations in
which the ex post distribution of actions first becomes more variable and then less
variable as the precision of the decision maker improves. We have been unable to
find substantive generalizations of these properties.

6 Similar examples can also be constructed in a two-state model.

07_MIC20140252_74indd 13 8/25/15 10017 AM



07 _MIC20140252_74.indd 17 82518 10117 AM

ROUX AND SOBEL: GROUP POLARIZATION IN A MODEL OF INFORMATION
VOL. 7 NO. 4 AGGREGATION 17

It is straightforward to check that [ I'g(z) dz > [] T';(z) dzforallg € [0. 1],
but [9° To(z16y) dz <[99 Tz Qg)fdz VERTICAL
In the example, the group’s mformation is plainly superior to the individual’s 559 éié
when the state is ; because in that case the group receives a fully informative signal t‘T@ SIEN AL
with positive probability. On the other hand, the individual’s information is superior
when ¢ = 6. The added precision of the group’s information in state §, compen- Eno of
sates for lack of precision given 6. &W?L&‘l
When the information structures are not symmetric, we have the following
weaker result:

LEMMA 2: If I is more precise than 1, then there exists q, ¢ € [0, 1] such that
Tilql6y) > Ty(qlby) forq < qwith strict inequality for a set of positive measure
in (0, q), and T5(q'16,) < T,(q'|8)) for ¢ > G with strict inequality for a set of
positive measure in (7, 1).

Lemma 2 states that, conditional on the high state, the upper tail of the distribu-
tion of group beliefs is fatter than the upper tail of the individual’s distribution. The
corresponding statement holds conditional on the low state. Therefore, as long as
actions are strictly increasing in beliefs, the same property will hold for conditional
distributions of actions. This proposition does not imply that the group’s actions are
more extreme on average.

PROPOSITION 5: If Iy is more precise than 1; and individual and group actions
are strictly increasing with respect to their respective beliefs, then there exist
a', a" € la. @) such that

Aglalby) = Aj(alby) for a < a and Agla'|0y) > Aj(a'|by)

and
¥ 1%

o Reglaee a
Aglalty) < Aj(alby) for a > a" and A(;\(al < /\z(,ﬁ/(g vy a'

If actions are not necessarily strictly increasing ‘with respect to behefs then Cfwite e\)
Proposition 5 does not hold. Consider a problem with two states and two actions.
Compare the distribution of actions generated by a poorly informed agent who
always takes the low action and a better informed agent whose decision depends
nontrivially on the signal. Plainly the distribution of actions of the less informed
decision maker is lower than that of the better informed decision maker conditional
on the low state.

Information improvements with respect to the MIO weakly constrain the con-
ditional belief distributions even when the state space contains only two elements.
In the next section, we derive a result under an alternative notion of information
precision.

Single-Crossing Preferences.—In this section, we assume that preferences sat-
isfy a uniform single-crossing condition. Specifically, we assume that o/ = [0, 1]
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and that there exist #” such that forall 1 > &’ > a > 0, the incremental utility
r(0) = ula'. 0) — ula, 6) is negative for § < 6* and positive for § > 6*. When
preferences satisfy uniform single crossing, a fully informed agent will take an
extreme action (either O or 1) for all # # #*. We exploit this property to demon-
strate a sense in which better informed agents take more extreme actions ex post.

A representative example of preferences that satisfy the uniform single-crossing
condition is a portfolio model. The problem is to determine the share of wealth
to allocate over a safe asset, which yields 8%, and a risky one, which yields #.
Individuals must pick the fraction a of the portfolio to invest in the risky asset.
So in this model u(a, 0) = Ul(ad + (1 — a)8"), where U( - ) is a concave function
defined over monetary outcomes. Risk averse agents will typically select ¢ < 1
even when their information suggests that the mean of 8 exceeds 6*. On the other
hand, if positive information is sufficiently precise, one expects to see higher invest-
ments in the risky asset.

Recall that an information structure is perfect if the distribution P on states and
signals has the property that the conditional probability of # given s is either zero
or one. If the information structure is perfect, then with probability 1 — 7(6") the
decision maker’s posterior places probability 1 on a state § # 6*. Consequently,
the decision maker will select an extreme action (either O or 1) with probability (at
least) 1 — 7(0*). If the information structure is approximately perfect in that with
high probability the posterior distribution is concentrated on the true state, then the
decision maker will select an action close to 0 or | unless the true state is close to
g*. Consequently when the prior distribution is atomless, one would expect large
groups aggregating independent and identically distributed signals to take extreme
actions with high probability. We omit the formal statement of this result and its
proof (which is a direct consequence of the law of large numbers).

IV. Applications

In this section, we discuss the relationship between our model and motivating

5 e:;{/\ ‘kw examples.

Seret m

-

o 1A. Application to Jury Decision Making
SN |
A Sunstem‘w and Kahnemann (2000—henceforth, SSK) report on a study of
Jury decision making. In their experiment, subjects receive descriptions of 15 court
cases (in the form of written material and video tapes). For each case, subjects
make two decisions individually: they decide on the severity of the punishment that
should be given to the defendant on a 9 point rating scale going from 0 (none) to 8
(extremely severe) and they choose the damage award that the defendant should pay
(a nonnegative number). Groups of six subjects then form and make the same two
decisions for each case (on a consensual basis). SSK report the classic group-shift
phenomenon: in those cases where the individual decisions tend o be relatively {pé;ﬂr
severe (lenient), the group decisions tend to be even more severe { QL
/ e @S!S zimg resgit in SSK 8 ex‘perzmem concerns dﬁ}e comparison okf‘ti?e ;arigbiﬁiy of group
and individual actions in the two tasks. While the severe shift il punishment ratings

07 _MIC20140252 74.indd 18 8/25/15 ?O:??AME
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Since expected actions are increasing in £, we associate increasing # with increas-
ing severity. 16/(I 4+ [3)* is linearly increasing in § so more severe cases indeed
induce greater variance of actions, which is consistent with the second finding. As
6 increases, the variation of signals increases. In this way the information structure
captures the intuition that it is more difficult to evaluate the punitive damages with
accuracy as the defendant’s culpability increases.

The difference between group and individual expected actions conditional on ¢
is equal to (I — 1)(6 — «/B)/{(1 + I/B)(1 + 1/5)). So severe cases (§ > «/f3)
produce severe shifts, while lenient cases (§ < «/f3) produce lenient shifts.
Moreover, the intensity of the shift (defined as previously) is increasing in the abso-
lute value of the difference between 6 and «/3. Hence, more severe cases generate
more intensive shifts. We cannot account for the finding that lenient cases produce
no shift at all, but the fact that 4 is bounded below predicts that severe shifts should
generate greater shifts than lenient shifts.'®

We have pointed out that the relation between information precision and the
ex post variability of actions is typically nonmonotonic. In our model, the relation
between the number of sigpals received and the ex post variability of actions is
increasing cwer‘a small number of signals and then decreasing. Consequently, the
group’s actions will be more variable ex post than the individual’s actions if the indi-
vidual’s and group’s information structures are sufficiently poor. Specifically, the
difference in the variance of group and individual actions conditional on ¢ is equal to

(1-n(I-p)
(1 + B + B)?

and is positive if and only if (3% > I, where 3 is inversely related to the variance
of the prior belief. Intuitively, if the information available to individuals is so weak
that it has little influence on decisions, individual actions may well be less variable
ex post than those of better informed groups.

When 3% > I, the finding that more severe cases generate a greater difference
in the dispersions of group and individual actions is consistent with the model since
the difference in the variance of group and individual actions conditional on @ is
increasing in 6.

Finally, while the maximum of the individual awards is almost always greater
than the group award, this is not true in all cases. It is clear from (10) that a group’s
decision may be more extreme than the recommended awards from all of the indi-
viduals in a group.

SSK argue that the judicial system should treat similar cases similarly and, hence,
are concerned by the ex post relative unpredictability of group decisions. They inter-
pret their results as a reason to reduce the role of juries in the assignment of punitive
damages. It is also important, however, that the system treat different cases differ-
ently. Our analysis shows that the lack of variation of individual recommendations

Y8 A complementary explanation relates the severity shift to asymmetric losses. As explained in Section HIB, if

it is more costly to overestimate than to underestimate damages, then poorly informed individuals will be less likely
than better informed groups to ir},z{e high damage awards. -

Mot
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A first approach, to which our model belongs, argues that it is the exchange of
private information that makes groups exacerbate the predominant individual opin-
ions of their members. Bordley (1983) studies a model of information aggregation
in which there are two states. He uses this model to describe choice shifts identified
in Stoner’s experiments. In his model, each individual has a belief about the relative
likelihood of the two states. This belief determines the individual’s recommenda-
tion. Bordley (1982) provides an axiomatic framework that implies that the aggre-
gate belief is a function of individual beliefs. Bordley (1983) demonstrates that
this representation can give rise to the polarization in Stoner’s experiments. These
results capture the basic intuition for our results. Our results go beyond Bordley’s
because they give a formal definition of polarization, they apply to more than the
two-state environment, and contain an explicit description of the complete statistical
decision problem facing individuals and the group. There is a separate literature that
examines the possibility that observing a common signal will cause the priors of
different individuals to diverge.?°

Sobel (2014) discusses the relationship between individual and group decisions
without restrictions on information structures. He shows that the group’s optimal
decision is not constrained by individual recommendations. That is, in general,
polarization is consistent with rational decision making, but not a consequence of
rational decision making. The current paper demonstrates that polarization is a nat-
ural outcome in monotone decision problems.

Social psychologists also proposed an information exchange-based theory of
group polarization. The persuasive arguments theory?! posits that for each choice
problem there are many possible arguments in favor of any recommendation.
Individuals use a subset of these arguments to support their initial recommendation.
During deliberation, individuals share their arguments. Collecting the whole sample
of arguments for each case makes it possible to distinguish cases according to the
number of arguments in favor of the risky alternative relative to the arguments in
favor of the cautious alternative (for choice dilemma questionnaires). The propor-
tion of risky to cautious arguments in a case is hypothesized to predict the average
individual response in the case and the direction and magnitude of the group polar-
ization. Specifically, a case with a higher (lower) proportion of risky to cautious
arguments induces risky (cautious) individual responses and produces a stronger
shift of group responses in the direction of the risky (cautious) alternative.

The theory does not explain where arguments come from and why individuals
do not recognize that the group may have a biased sample of arguments. We pro-
pose that our model gives a precise formulation of what an argument includes, a
way to predict the tendencies of individuals, and an explanation of choice shifts.
Specifically, take o = [0, 1], © = [0, 1] and assume that the prior is a Beta
distribution with parameters r7 and r(1 — ¢), where ¢ is the expected value of # and
ris the precision. Let & = {0, 1}, and let the conditional distribution of signals

% See Acemoglu, Chernozhukoy, and Yildiz {2006)¥Andreoni and Mylovanov (2012 and Dixit and Weibull
{2007 for additional models of this kind. Clemen and Winkler {1990} and Winkler and Clemen {1992) study a g,gg"f
related model of combining forecasts. They point out that one should not expect an aggregate of forecasts (o be a

) mbinis st Lo
weighted average of individual forecasts, gg f"’i L i.@

! See Brown (1986) for a clear exposition.
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satisfy f(1[6) = 6 and f(0|8) = | — 6. If each member of a group of size |
receives an independent and identically distributed signal ands = (s,..., s,) and

s=>1, s;/1, then the action rule is

- rt + I§
a8 =0T
Interpret signals as arguments and distinguish between arguments that favor one
option (s = 1) or the other (s = 0). The state of nature § € [0, 1] characterizes
a case. The proportion‘sfenalsls = 1 cqual to 0. The decision rule is a convex
combination of the mea tved signals § and the initially expected mean
of 6, t. The expected individual response in a case with a proportion 6 of risky
arguments is (r¢ + k8)/(r + k), which is increasing in the proportion of s = 1
arguments. Moreover, the magnitude of the shift, that is the distance between the
expected group and individual responses r(I — 1)(0 — 1)/((r + I)(r + 1)), is
indeed increasing in the distance between # and .

The persuasive arguments theory asserts that the reason why group decisions
shift in a particular direction is that the proportion of arguments that support this
direction during deliberations is relatively high. In contrast, we assume simply that
groups have a more exhaustive pool of arguments. In our model, there is no reason
to treat some actions as riskier than others, so we describe the difference between a
group and an individual decision as a shift in a risky or more cautious direction. A
natural way to incorporate the notion that some decisions are riskier than others is to
assume that losses associated with incorrect decisions are greater in (what we would
call) the riskier direction.

The persuasive arguments theory also differs from our model with respect to
how information is measured. In our model, private information is summarized in
actions (provided that different signals trigger different actions, and that preferences
are known).-PAF on the other hand assumes that private information amounts to the
pro and con arguments an individual comes up with to justify his action. Measuring
information as arguments is restrictive. For instance it predicts that two individu-
als with identical arguments should not change their opinions after deliberating. It
thereby neglects the possibility that additional information may be brought by the
mere fact that another individual independently came up with the same arguments.
Baron et al. (1996) show that mere corroboration pushes people’s opinions toward
the extremes.

Information exchange based approaches consider that group decisions only dif-
fer from individual decisions with respect to the amount of information on which
they are based. Group decisions are therefore superior. By contrast, the subsequent
theories view group polarization as a symptom of poor decision making by groups.

The diffusion-of-responsibility theory M was introduced as an explanation
for the early finding in choice dilemma questionnaires that groups tend to make
riskier choices than individuals (see Wallach, Kogan, and Bem 1964 for an early ref-
erence). As group members share the responsibility in case their choice led to a poor
outcome, they are more willing to take risks as a group than when choosing in iso-
lation. A referee provided one way to formalize this idea. Assume that preferences
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depend on the size of the group. Consider a two-state model in which actions are
elements of [—1, 1]. It is plausible to identify extreme actions (—1 and 1) as risky
and the action ¢ = 0 as cautious. One can specify preferences (as a function of
group size) so that the distance between the optimal actionanda = 0 is increasing
in the size of the group (and the sign of the optimal action depends on the state).

Eliaz, Ray, and Razin (2006) present a different model of choice shifts that relates
to the diffusion-of-responsibility theory. Groups must decide between a safe and
a risky choice. The paper summarizes group decision making by a pair of proba-
bilities: the probability that an individual’s choice will be pivotal (determine the
group’s decision) and the probability distribution over outcomes in the event that
the individual is not pivotal. In this framework, choice shifts arise if an individual
would select a different recommendation alone than as part of a group. If individual
preferences could be represented by von Neumann-Morgenstern utility functions,
then choice shifts do not arise. Eliaz, Ray, and Razin (2006) prove that systematic Rt.?\(iﬁr';
choice shifts do arise if individuals have rank-dependent preferences consistent with N AsSomuny
observed violations of the Allais paradox. Moreover, the choice shifts they identify
are consistent with experimental results and are based on a behavior that has a flavor

S A LSHVE

of diffusion of responsibility. Assumi@.that an individual is indifferent between th
safe and risky actions in isolationg she-WiTCHOOTEThe-safe-etionwhendss Reglace
‘ if and only if the probability that the group would otherwise € owWAMAL
choose the safe action is sufficiently high. An appealing aspect of the Eliaz, Ray, W
and Razin (2006) approach is the connection it makes between systematic shifts in = CeNdey
group decisions and systematic violations of the expected utility hypothesis. \Qc\.ahev’\!t)

Existing evidence suggests that group polarization can only be partially explained

e ©, S e X : Cormtinu e

by a diffusion-of-responsibility argument. This kind of argument is based on pref- %
erence aggregation, and therefore implies that individual opinions do not change in me E‘{:
the course of group decision making. Yet, it is systematically the case that individual o \§
décisions @Hected after the dis.cussion also polarize Compargd to the ‘initial indi- o PW oa\
vidual decisions. Group discussion then appears fo aggregate information to some

e~ WIIT ChOOSE the-safe-aetie

AQ6
Vo

22 Mmemieer
extent.
For the subsequent theories, deliberation brings in new information, that makes ?*{L M
individual decisions polarize. In contrast to our model, this information may not qt“@:g? )

be about the problem, may not be fully communicated, or may not be rationally g% o\
aggregated. According to the social comparison theory, individuals evaluate their N
actions relative to a norm of behavior that is reflected in the actions of others.?? For Q/\f\g g Le

a given problem, there is an ideal choice that may depend on the choices of others. o) = &ii
For example, in some problems individuals may wish to make a recommendation

that is somewhat riskier than the average recommendation.?* Individuals make their e CRy e
original, pre-deliberation recommendation according to their prior perception of

the ideal choice. During deliberation, the group’s distribution of choices becomes

22 Sroner (1968) notes that groups” decisions polarize slightly more than post deliberation individual decisions,

3 There are different versions of that theory, which are presented in Isenberg (1986).

2 Brown {1986, 469) describes the process as follows: “People will be motivated to fall on one or the other side
of the central tendency because they seek not to be average but betier than average, or virtuous. To be virtuous, in
any of an indefinite number of dimensions, is to be different from the mean-—in the right direction and to the right
degree.”
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known. Some individuals will discover that their original position was not at its ideal
location relative to the group and shift accordingly. This theory depends on several
assumptions. There must be uncertainty about the beliefs of others so that observing
their recommendations conveys relevant information about the prevailing norm of
behavior. The location of the ideal position must depend on the choice problem in
order to account for shifts in different directions.
Our model assumes that groups have no problems aggregating information and
reaching a joint decision. Anyone who has served on a committee will know that
these assumptions are unrealistic. There is strong academic and popular evidence
that convinces us that groups can often make bad decisions for Systematic reasons.
The decision-making environment at NASA has been blamed for tragedies in the US
space program. Janis’s (1982) discussion of groupthink among President Kennedy’s
national security advisors foreshadows more recent failures of intelligence agen-
cies in the United States. Sunstein (2000), Sunstein and Hastie (2008), and Glaeser
and Sunstein (2009) argue that group polarization is the result of behavioral deci-
sion making. These papers assume that individuals exchange information about the
problem, but the process of aggregation is subject to two sorts of distortions. First,
the sample of information that is communicated tends to be biased in favor of the
opinion that is initially dominant. This is due to social motives, which makes group
members reluctant to provide information that contradicts an established consen-
sus. Second, in Glaeser and Sunstein (2009) individuals fail to account for the fact
that the information provided by other group members is biased in favor of the
dominating opinion and neglect correlation between signals. The combination of
these distortions makes individuals’ opinions become extreme when they should
not. They also lead to the possibility that the group’s decision is inferior to individ-
ual choices.?*
All the aforementioned mechanisms may be working simultaneously at generat-
ing group polarization. The extent to which each type of mechanism matters depends
on the type of task and the population considered. As far as we know, disentangling
information exchange theories from alternative theories based on the proto-typical
group polarization dataset (including individual and group decisions) has yet to ‘:Lﬁ %\\Q\- LL \
be done. There is an enormous experimental literature in social psychology that A\ {‘Qd\&'i
attempts to distinguish between the predictions of the psychological mechanisms ?
behind polarization.?® Proponents of the persuasive argumenpts theory attempted to WA
show that exposure to arguments alone could prediet cha m-attitude. In con- “wndu ce
trast, proponents of the social-comparison theory attempted to show that exposure
to the decisions of others, without any explicit informational content, was sufficient
to produce a change of opinion. Both undertakings were successful, which lead
socialghsychologists to conclude that both mechanisms are at work. pelete \y\jg ‘fﬁw

310 our model, the group’s decision always leads to an ex ante superior decision than individua! decisions
because all actors are rational and the group has superior information. On the other hand, our formal resulis that
provide conditions under which group decisions are more variable than individual decisions depend only on proper-
ties of the beliefs used to make decisions, Hence, if a group mistakenly acted as if it had superior information than
individual group members, the group’s decision would be more variable that individual decisions, but need not be
superior to an individual group member’s decision,

% See Brown {1986) or Isenberg (1986} for reviews.

i
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PROOF OF LEMMA 3:
The first condition is based on Lehmann (1988, Theorem 5')’s characterization of
the MIO-SC order: Z; is more precise than Z; if and only if, forall s € S, TWICE RECELACE

[y e e \‘3
~1 -1 j 3 k (RS IS =N \
(A5) Fo (Fi(s?6)|60) < FG' (Fi(s761)]6)). 2 ?
Since P;(s) is continuous and strictly increasing fori = /, G, Condition (A5) canbe  |_AgEs. N MO
written in terms of beliefs. That is, Z; is more precise than Z;if and only if ¢ € [0, 1], SUMBoL

A7 (A6) PTG (F(P @0I00) < PoFGFE P @RON0). ranee REPACE

%%
Since I';(g) = E(P,-"I{q)), (A1) follows from (A6). The proof of condition (A2) s o 1 4 "
is similar. werw T
To show condition (A3), we use the following characterization of the MIO-SC
order: 27 T; is more precise than Z; if and only if for all s and s/, LATER b

(A7) Fo(s'1bo) < Fi(slo) = Fols'161) < Fils]6y).

Since beliefs are nondecreasing with respect to signals, (A7) implies (A3). The
proof of (A4) is similar. B A~ . §\>
%? . SvesereT YA (wet Yo

PROOF OF LEMMA 1:

d\wﬁ-&? h « Lilk[8)) is the conditional probability (given ) of receiving a signal that leads
w ki W g{%ﬁa\&, to a posterior behef that Gy is no greater than k. By symmetry, this is equal fo the el %
(’W& €> Mﬁ?ﬁﬁ%obability (given g) of receiving a signal that leadstoa posterior bekief Re ?\Qf e {ie
that 6, is no greater thar % When-posteriors are strictly increasing in hekefs fhis  witin “sigvials

quantity is 1— T7(1 — k|6,). It follows that

Replace e

Fi(ﬁeo) =1-T;(1 -ql|6). M o A Hg e

3 13

It follows from (AS) that
ey
Soleset (A9)  Talglfy) < Ty(glfy) & To(l - ql6) > T,(1 — ql6y).

3% @&.&
" Conditions (A3) and (A9) imply
(A10) L(qlbo) < Ti(qlbo) & Tolql0) > T'i(q|6y).
which in turn implies that
(Al1) L6(glby) = T1(qldy) & T6(ql8) = T1(g]6,). Re o uou
eplace 3
%
27This characterization was originally proposed by Jewitt (2007, 4}. Since Jewitt (2007} does not contain the WAl B it
proof, we provide it here. To show that {A7} characterizes the MIO-SC, we prove that (A5) and (A7) are equiva- % ce R\
lent. Suppose (AS) does not hold. Then, applying the function Fi;{ - | §;) on both sides of (AS} yields Fg(s'}6,) >
Fils|8;), where 57 = FE:%?;(S{{?@}i o). As Fgls'lby) = Fi{sl8,) by construction, (A7) does not hold either, ) .
Suppose now that (A7) does not hold. It follows that F3HF,(516,)16,) < 5 < F5HFi(s!8,)18,), which { %’%,}%’{Ej}i
contradicts (AS).
WD \j
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