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ABSTRACT This paper introduces a novel anomaly detection approach tailored for time series data
with exclusive reliance on normal events during training. Our key innovation lies in the application
of kernel-density estimation (KDE) to scrutinize reconstruction errors, providing an empirically derived
probability distribution for normal events post-reconstruction. This non-parametric density estimation
technique offers a nuanced understanding of anomaly detection, differentiating it from prevalent
threshold-based mechanisms in existing methodologies. In post-training, events are encoded, decoded,
and evaluated against the estimated density, providing a comprehensive notion of normality. In addition,
we propose a data augmentation strategy involving variational autoencoder-generated events and a smoothing
step for enhanced model robustness. The significance of our autoencoder-based approach is evident in
its capacity to learn normal representation without prior anomaly knowledge. Through the KDE step on
reconstruction errors, our method addresses the versatility of anomalies, departing from assumptions tied
to larger reconstruction errors for anomalous events. Our proposed likelihood measure then distinguishes
normal from anomalous events, providing a concise yet comprehensive anomaly detection solution. The
extensive experimental results support the feasibility of our proposed method, yielding significantly
improved classification performance by nearly 10% on the UCR benchmark data.

INDEX TERMS Time series anomaly detection, machine learning, neural networks, autoencoder, kernel
density estimation.

I. INTRODUCTION

Anomaly detection in time series is a crucial task in many
applications including network monitoring, medical diagno-
sis, financial fraud and database applications detection [1],
[2], [5], [6], [7]. One key challenge in anomaly detection is
the scarcity of the anomalies [1], [8], [9]. Many well-known
techniques for differentiating one type of events from another
would not be effective when there is a significant imbalance
between different types of events [2]. Among the techniques
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specifically developed for anomaly detection, there is no clear
winner [2], [10], [11].

This study is concerned with developing an effective
machine learning-based approach for anomaly detection in
time series data, with a focus on the modeling of nor-
mal behavior. We explore a reconstruction-based approach
that incorporates several elements of common approaches,
including data augmentation, encoding, distance metrics, and
statistical analysis [12]. Our goal is to develop a model that
can accurately distinguish between normal and malicious
events by measuring the degree of deviation from the learned
normal behavior. In addition, we investigate techniques

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.
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for enhancing the performance of the model using data
augmentation. Overall, our study aims to contribute to the
field of anomaly detection by providing insights into the
development of effective machine learning-based approaches
for capturing normal behavior and detecting anomalies in
time series data, demonstrating its effectiveness with a set of
challenging benchmark data.

The reconstruction-based approach we use employs a
machine learning technique known as autoencoder [3].
This autoencoder reduces the dimension of the input time
series (typically in short subsequences) and then decodes
the compressed representation to produce a model output.
The difference between the model output and the original
input is measured to identify anomalies. This encoding,
decoding, and identification approach is very flexible and
could incorporate many techniques from other anomaly
detection approaches. We are interested in this approach
because it has an important feature for addressing challenging
anomaly detection problems where only normal events are
available for training, which is an extreme form of scarcity of
anomalies. In such a scenario, anomaly detection approaches
often rely heavily on a time-consuming technique known as
data augmentation to increase the diversity of the training
data and improve the model’s ability to generalize to unseen
data [13], [14], [15].

The reconstruction-based approach is appropriate for the
recent benchmark from University of California, Riverside
(UCR) [16], where the training samples are all normal events
and anomalies are only present in the testing set. This UCR
benchmark is particularly challenging by construction and is
a good testing data set for anomaly detection algorithms.

Overall, the main contributions of this paper can be
outlined as follows:

1) We propose a novel approach that classifies anomalies
based on kernel-density estimation to replace the
commonly used thresholding approach. The kernel-
density estimation is applied on the reconstruction
errors to produce a distribution of training errors, which
is then used to produce a score for measuring the
normality of an event using the estimated density.

2) We present a data augmentation approach based
on a variational autoencoder. This autoencoder is
trained on anomalous samples to augment data by
encoding and projecting them onto the latent space.
The generated samples are then smoothed in the
augmentation step to remove outliers causing spikes.

3) We share the evaluation results and our observations
made from the extensive experiments. Detailed exper-
iments on the UCR benchmark data show that our
distribution-based classification approach improves
classification accuracy by nearly 10% and makes
certain expensive data augmentation unnecessary.

The paper is structured as follows. In Section II, we discuss
related work. In Section III, we provide an overview of the
taxonomy of anomalies in time series and various anomaly
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detection paradigms, while also establishing the necessary
background information. The aforementioned problems are
further examined in Section IV within the context of
reconstruction-based methods. In Section V, the proposed
methodology, including the reconstruction process, training
process, and augmentation techniques, are presented in
detail. The detailed experimental setup is described in
Section VI. The results of our anomaly detection experiments
are presented and analyzed in Section VII. Finally, the
paper concludes with a summary of the findings and future
considerations in Section IX.

Il. RELATED WORK

In general, (variational) autoencoder approaches have been
extensively investigated in combination with deep learning
architectures that can effectively handle sequential data.
For instance, [17] proposed an LSTM-based autoencoder
(LSTM-AE) and demonstrated its efficacy in the context
of multivariate time series anomaly detection. Notably, this
approach effectively incorporates the temporal dependencies
in the data to improve anomaly detection performance. In a
similar vein, [18] successfully employed an LSTM-based
variational autoencoder to identify anomalies in sensor
data. This approach represents a promising direction in the
field of anomaly detection and has garnered significant
attention in recent years. An additional approach that
leverages reconstruction errors to identify anomalies is
TadGAN, as introduced by [19]. This method is a generative
adversarial network (GAN) based approach that focuses on
identifying anomalous patterns in the data by comparing the
reconstruction errors of the real and generated data.

To underscore the versatility and contemporary relevance
of autoencoder-based anomaly detection in time series, note-
worthy studies exemplify its successful application across
diverse domains. In the realm of cybersecurity, the authors
of [20] effectively employ an autoencoder-based approach for
intrusion detection. Their methodology relies on establishing
a threshold for the reconstruction error in order to flag anoma-
lies indicative of cyber threats. Similarly, [21] demonstrate
the effectiveness of an LSTM-based autoencoder in early
lameness detection in dairy cattle, utilizing a threshold-based
approach on the reconstruction error. Extending the applica-
bility spectrum, [22] utilize autoencoder-based techniques for
activity anomaly detection in smart homes. Their approach
involves the identification of anomalous activities, such as
unusual sequences or executions, with the final decision
contingent upon a threshold imposed on the reconstruction
error of the learned activity.

In the domain of industrial control and cybersecurity,
[23] employ a threshold-based autoencoder to discern
anomalous behavior in industrial control scenarios, span-
ning cyber attacks to faulty hardware. These instances
collectively showcase the wide-ranging utility and contin-
ued state-of-the-art application of autoencoder-based time
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series anomaly detection, emphasizing its adaptability across
diverse domains and problem contexts.

For autoencoder-based anomaly detection techniques that
rely on probability densities, several approaches have been
proposed in the literature. For instance, [24] introduced
a novel hybrid approach that leverages density estimation
to label anomalies in the hidden layer of an autoencoder.
Additionally, [12] proposed an autoencoder-based approach
that identifies anomalies by fitting a parametric probability
density function that best characterizes the underlying
distribution of the reconstruction errors. Notably, the latter
approach has been successfully applied to the task of
time series anomaly detection. In recent years, publications
have presented research employing the University of Cal-
ifornia at Riverside Anomaly Detection Benchmark (UCR
Anomaly Detection), as described in Section VI-A. For
instance, [25] investigated the performance of three deep
learning-based and three classical machine learning-based
approaches on the UCR Anomaly Detection Benchmark,
utilizing all 250 subsets. Their findings demonstrated that,
in this particular case, two classical machine learning
methods (MDI [26] and MERLIN [27]) outperformed the
examined deep learning approaches, achieving a UCR Score
(which pertains to the adjusted recall@k where k& =
1 metric elaborated upon in Section VI-B2) of 0.47 and
0.44, respectively. In their work, [28] proposed a novel
joint architecture that combines regression, implemented
by a Long Short-Term Memory (LSTM) Regressor, with a
vanilla autoencoder. The authors demonstrated that this joint
architecture achieved superior performance compared to indi-
vidual approaches. Specifically, they reported an unweighted
contextual F1 score of 0.47 on the UCR Anomaly Detection
Benchmark.

While previous work on the UCR benchmark analyzed
their algorithms on a generic level, we provide a deep-dive
on a random sample of 10% of the data set. Moreover, our
paper also includes extensive novel lessons learned that are
helpful in analyzing other anomaly detection algorithms on
that benchmark.

Ill. PRELIMINARIES

This section introduces the taxonomy of anomalies and gives
a brief overview of the existing paradigms for anomaly
detection in time series. It provides the necessary background
for our work.

A time series X = {x;} is a sequence of values at different
time points, where x; denotes the value at time i. Without
loss of generality, we take i to be a non-negative integer in
the range of 0, ... N — 1. It is common for x; to be a vector,
however, we will describe it as a scalar value to simplify the
descriptions. We use the term a data point, or simply a point,
to refer to x;, and a window referring to a subsequence of
X that is contiguous in time, {x;, Xit1, ..., Xitw}, Where w is
known as the width of the window. An event in X may refer
to a particular point or a window.
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Commonly used in combination of time series analysis
is the sliding window approach. This approach involves
dividing the time series into fixed-length segments, or win-
dows, and analyzing each window separately. The width of
the window, denoted by w, determines the number of data
points contained in each segment. By sliding the window
along the time series with a step size, we can create
overlapping segments and capture more comprehensive
information. The size of the window and the step size can
be adjusted to suit the nature of the data being studied.

A. TYPES OF ANOMALIES

Anomaly detection in time series data refers to the process
of identifying patterns that deviate from the expected or
normal behavior in a time-dependent context. Several types
of anomalies have been identified in the literature [8] and [9],
which are briefly reviewed next.

1) POINT ANOMALIES

In the field of time series anomaly detection, point-wise
outliers are denoted as anomalous behaviors at individual
time points that deviate substantially from the general pattern
or trend of the time series data [9]. These outliers can manifest
in the form of spikes, which are extreme values in comparison
to the remaining data points, or glitches, which are relatively
deviated values in relation to their neighboring points. In real
applications, it might be hard to differentiate a point in time
from a narrow time [8]. However, we will insist on a point
anomaly to only contain a single time point to simplify the
terminology.

2) COLLECTIVE ANOMALIES

Collective anomalies in the realm of time series anomaly
detection, are referred to by [9] as a set of data points that
exhibit a deviation from normal patterns over an extended
period of time. While individual data points within this
type of anomaly may not appear to be problematic, when
analyzed collectively, they reveal a discernible deviation
from the typical pattern. The detection of such anomalies
is challenging, as they are not immediately apparent, there-
fore, the examination of long-term context is of particular
importance in identifying them. Reference [8] describes this
class of anomalies as pattern-wise outliers represented as
anomalous time windows, which could be deviations from
normal seasonality or trend.

3) CONTEXTUAL ANOMALIES

A contextual anomaly in time series anomaly detection
according to [8] refers to a data point or sequence that is
observed over a short time window but does not deviate
from the normal range in a predefined manner, like that of
point-wise anomalies. However, when analyzed within the
given context, these data points exhibit deviation from the
expected pattern or shape. This definition suggests that they
are challenging to detect.

VOLUME 12, 2024
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B. APPROACHES TO ANOMALY DETECTION

IN TIME SERIES DATA

There is a significant body of research dedicated to anomaly
detection in time series data. References [2] and [11] have
provided extensive reviews of known methods and catego-
rize them into several distinct groups below. Additionally,
we further classify them according on their focus on modeling
normal or anomalous events as well as a hybrid of both
approaches.

1) STATISTICAL MODEL

These methods use historical data to build a model of the
expected behavior of a system. New data is compared to the
model, and if it does not fit within the model, it is considered
an anomaly. For point anomalies, one example approach is to
calculate a moving average and standard deviation of the data,
and flag any data points that fall outside a certain number of
standard deviations from the mean as anomalies. Typically
these methods focus on modeling normal events.

2) PATTERN MATCHING

This method involves direct modeling of the time series data.
In a supervised setting, where the characteristics of expected
anomalous events are known, the detector compares new
observations to a database of labeled anomalous events and
flags those that are most similar. In the absence of labeled
anomalies, the detector learns the most common historic
patterns within the normal data and flags novel sub-sequences
that do not match the historic corpus as anomalies. A hybrid
approach, where observations are compared to a database
of labeled normal and anomalous events, could also be
implemented.

3) CLUSTERING

This approach projects the data into a multi-dimensional
space and uses the density of resulting clusters. Observations
that belong to dense clusters are considered normal, while
those that are further away from or do not belong to these
clusters are reported as anomalous. Clustering approaches
typically try to learn patterns associated with normal
behavior.

4) PREDICTION

A regression model is generated based on recent and
longer-term trends of the system, predicting the expected
value at some future time. When a new observation is
received, it is compared to these predicted values. If there is
a large difference between the observed and predicted values,
the observation is flagged as anomalous.

5) DISTANCE-BASED

This approach defines a distance metric that allows newly
received observations to be compared to preceding observa-
tions. The assumption is that similar mechanisms will result
in smaller distances and will be flagged as normal, while
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larger distances will indicate the observation was generated
by a different mechanism and will be flagged as anomalous.
Distance-based pattern matching is a widely used method
for anomaly detection, with one notable example being the
approach detailed in the seminal work [29], which utilizes
dynamic time warping as a measure of dissimilarity.

6) RECONSTRUCTION-BASED METHODS

These methods involve building a model of normal behavior
by encoding window of a normal training time series into a
low-dimensional latent space, and then using this model to
reconstruct window from a test time series. Anomalies in the
test series can be detected by comparing the reconstructed
subsequences to the original, observed values. A prominent
example for this paradigm is the family of autoencoders [3],
further described in Section III-C. These approaches can
be used to model normal events only (e.g if there are no
anomalous events present during training) or only anomalous
events (e.g if we know beforehand which anomalies to expect
and what they look like).

7) ENSEMBLE

The ensemble approach uses multiple algorithms to observe
each data point and a voting mechanism is employed over the
outputs from each method. An ensemble can be constructed
from a group of similar detectors or a collection of dissimilar
detectors. The use of ensemble techniques can improve the
overall success of a detection suite, but at the expense of
increased complexity and computational time. Since these
methods are a collection of multiple different approaches,
they can consist of methods focusing on learning normal
or anomalous behavior or they could implement a hybrid
approach.

C. AUTOENCODERS FOR ANOMALY DETECTION

As an example of reconstruction-based methods, we next
describe the use of autoencoders for anomaly detection.
Autoencoders, as a well-established family of methods for
anomaly detection, have been widely studied, for example,
by [4], [30], and [31]. The class of autoencoders could be
further sub-divided into two groups: traditional autoencoders
and variational autoencoders.

1) TRADITIONAL AUTOENCODER

An autoencoder is a self-supervised approach of machine
learning, consisting of an encoder e(x), projecting inputs
x (i.e., typically a window of a time series) onto a latent
space z, with a lower dimension than the dimension of x, and
a decoder d(z) that reconstructs an approximate version x’ of
x from the latent space in the original space of x.

By training an autoencoder on only one class (i.e., the
normal events), the model learns the underlying structure of
normal events by projecting them onto latent space z. Given
that an autoencoder is trained solely on normal data, it is
assumed that the model would encode the normal events more
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effectively than the anomalous events. This is expected to
resultin a greater reconstruction error for an anomalous event,
as compared to a normal event [11].

The reconstruction error is typically defined as the Mean-
Squared-Error (MSE) between the input and the decoded
output of the model. For simplicity, let X represent the time
series as an input data record, which could also be a time
window from a time series. The MSE is defined as follows
(recall that N is the number of time points in X):

MSE(X, e,d) = le (X — d(e(X))?.

2) VARIATIONAL AUTOENCODER

The key idea behind variational autoencoders (VAE) is the
introduction of a prior distribution over the latent space,
typically a standard normal distribution. The encoder is
then trained to approximate the true posterior distribution of
the latent variables given the input data, while the decoder
is trained to reconstruct the input data from the latent
representation. This is done by minimizing the difference
between the true posterior and the approximated posterior,
often defined as the Kullback-Leibler (KL) divergence [32].
Rather than directly projecting the input data onto the
d-dimensional latent space to obtain a single vector z
denoting the encoded value in the latent space, two separate
d-dimensional variables are computed: one representing the
mean p and the other representing the standard deviation o
of the encoded value z = e(x) in the latent space. These
two variables are used to sample a vector z from a normal
distribution defined by © and o.

By adding the KL divergence (Dgz) as a regularization
parameter to the loss function L, it can be enforced that u
and o follow a standard normal distribution A/(0, 1). The loss
function for the variational autoencoder changes from

Lae(x; e(x), d(2)) = MSE(x; e,d) = ]%(X — d(e(X)))?
to
1-A 5> o
Lyae= T(X—d(t?(X)))2 + A x D (N (1, 0)[INV(0, 1))

where

(,¢]
px)
p(x)log(=—)
00 q(x)
and A\ is a tunable hyperparameter that regulates the
importance of the MSE-loss term and the Kullback-Leibler

divergence.

Dgr(p, ) =/

D. KERNEL DENSITY ESTIMATION

Kernel density estimation (KDE) is a non-parametric method
for estimating the probability density function (PDF) of a
random variable. It is used to smooth a histogram of data to
estimate the underlying probability distribution of the data.
The basic idea behind KDE is to place a kernel function,
which is a probability density function, at each data point.
The kernels are then summed to give an estimate of the overall
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probability density of the data. The kernel density estimation
is described by the following formula [33]:

1 < X —X;
fm=%;K(h)

=

The kernel function - K in the above equation - is typically a
symmetric, bell-shaped curve such as a Gaussian distribution.
The width - parameter i - of the kernels is determined
by a parameter called the bandwidth, which controls the
smoothness and the amount of bias-variance trade-off of the
estimated density function. A small bandwidth will produce a
more jagged estimate, while a large bandwidth will produce a
smoother estimate. The variable x denotes the value for which
a density estimate is calculated, and the variable x; refers
to the sampled values forming the underlying histogram of
the n samples. There are several methods for selecting the
bandwidth:

1) SILVERMAN’S RULE OF THUMB

It provides a rough estimate of the optimal bandwidth. It is
based on the standard deviation of the data and the sample
size [34].

2) SCOTT'S RULE

It is similar to Silverman’s rule of thumb, but it is based on
the interquartile range of the data rather than the standard
deviation [35].

The selection of the bandwidth depends on the character-
istics of the data and should be selected with respect to the
goals of the analysis. Additionally, it is worth to mention that
this is a difficult problem and sometimes there is no optimal
solution and it depends on the goal of the KDE analysis. One
of the main advantages of KDE is that it does not rely on
any assumptions about the underlying distribution of the data.
This is in contrast to parametric density estimation methods,
which assume that the data follows a specific distribution
(such as a normal distribution).

IV. CHALLENGES IN ANOMALY DETECTION

There are several challenges in anomaly detection, especially,
the type of test cases from the UCR benchmark [16], formally
introduced in Section VI-A. Next, we illustrate two of these
challenges with examples from the UCR benchmark [10].

A. NO PRIOR KNOWLEDGE ABOUT ANOMALIES
Typically, anomaly detection tasks need to face imbalances
between normal and anomalous cases, which creates chal-
lenges for anomaly detection. However, the test scenarios
from the UCR benchmark is more challenging in that the
training cases are always normal events. Thus, the training
process is not expected to be able to learn anything about the
anomalous events.

One family of methods for better using the data at
hand is augmentation which is well adapted in computer
vision [14], [15] and is a core part in contrastive learning [36].
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FIGURE 1. Example data (UCR data set nr. 121) of a patient’s ECG with an
anomaly representing a heartbeat from another patient’s ECG.

However, while its applicability to time series has been
researched [13], research is indecisive of the best performing
approach. According to [13], methods range from simply
adding Gaussian noise, over reversing the time series to more
sophisticated methods such as generating samples leveraging
GAN’s or VAE’s.

B. POLYVALENCE OF ANOMALIES

Given that the training would be only performed on the
normal events, the anomalies are defined as those different
from the expected. This heavily impacts one of the major
assumptions for traditional autoencoder-based approaches
where anomalies are supposed to result in larger reconstruc-
tion errors [11]. While it seems reasonable to expect an
unseen anomalous event to have a greater reconstruction
error than the normal events the autoencoder is trained
with, it is important to note that this assumption implies
its universality across all possible anomalies, which requires
further examination.

For example consider the time series in Figure 1 depicting
an electrocardiogram (ECG) with the anomalous time
window highlighted in red. The anomalous section here is
a heart beat of another patient’s ECG, which was used to
replace the original one. Encoding and decoding different
windows of the data using an autoencoder trained on the
normal events (heart beats) in this time series results in the
histograms depicted in Figure 2. The reconstruction errors in
red correspond to windows that contain anomalous events and
green for the normal ones. It can be seen that the majority
of the anomalous events can be reconstructed with relatively
small errors, while the normal events appear to be harder to
reconstruct.

In this particular case a traditional classification based on
reconstruction errors exceeding a predefined threshold would
not work properly because the anomalous events have smaller
reconstruction errors. If we set up a threshold to be larger
than most of the reconstruction errors from training on the
normal events, the reconstruction errors of the anomalous
event would never pass the threshold.
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FIGURE 2. Reconstruction error densities for normal and anomalous
errors of data set nr 121, depicted in Figure 1. The example showcases
the deficiency of the large reconstruction error assumption for
anomalous events.

V. METHODOLOGY: AUTOENCODER-BASED ANOMALY
DETECTION

This section provides a description of our proposed tech-
nique, the Variational Autoencoder-Based Anomaly Detec-
tion with Density Estimation for Time Series, herein referred
to as VABADJ. The theoretical framework underpinning our
approach is drawn from architectural paradigms in published
works [12], [17], [24]. These pioneering works seamlessly
integrate the (Variational) Autoencoder framework with
the computational prowess of Recurrent Neural Networks
(RNNs) to address the dual challenges of encoding and
decoding temporal sequences. In the instantiation of our
VABADd, we conscientiously embrace the Long Short-Term
Memory (LSTM)-based autoencoder architecture docu-
mented in [17]. This LSTM-based architecture serves as
the baseline of our research framework. In later studies we
refer to them as (Variational) Autoencoder-Based Anomaly
Detection with Threshold for Time Series, designated as
(V)ABADt.

Our method commences with the preliminary phase of
autoencoder training, undertaken exclusively on a corpus
of normal data. Subsequently, we embark upon a pivotal
analytical step, entailing the application of kernel-density
estimation (KDE) to the reconstruction errors accrued
during the process of data reconstruction. This operation
furnishes us with an empirically derived approximation
of the probability distribution characterizing normal events
post-reconstruction.

An innovative dimension in our approach is employing
non-parametric density estimation techniques to scrutinize
the reconstruction errors—a facet that has received compar-
atively limited attention in antecedent research endeavors.
By contrast, extant methodologies have predominantly
leaned upon simplistic threshold-based mechanisms for the
evaluation of reconstruction errors, as elucidated by [17].

Moreover, we propose a novel approach for augmenting
time series data by generating similar events through a
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FIGURE 3. Overview of the proposed approach. First, the original data on the left is preprocessed (1). This step includes Min-Max normalization (1a) as
well as creating sliding windows of a given size. Optionally, data augmentation (1b) can be performed as part of preprocessing described in

Section V-A2. Secondly, each window is autoencoded (2) and the reconstruction error for each window is evaluated on the density estimation (3). The
resulting normality scores are postprocessed (4) according to Section V-D and finally the windows are classified (5).

variational autoencoder, followed by a smoothing step to
enhance the robustness of the model. After the training phase,
new events could be encoded, decoded and evaluated against
the estimated density to obtain a notion of normality of the
input events.

The use of an autoencoder-based approach hereby
addresses the problem mentioned in Section IV, that usually
little to no prior knowledge of the anomalies is present
during training, by learning a representation of what is
considered normal without knowing any anomalous events.
By performing a kernel density estimate, the polyvalence
of the anomalies described in Section I'V-B is addressed by
overcoming the assumption that anomalous, unseen events
will result in a larger reconstruction error. Instead of obtaining
a reconstruction error, we devise a measure of likelihood of
normal where larger values for normal events and smaller
values for anomalous events. In the following section, the
different parts are described in more detail and the process
is depicted in Figure 3.

A. PREPROCESSING

1) MIN-MAX NORMALIZATION

Given a time series, preprocessing requires data normaliza-
tion using Min-Max-Scaling defined by

, x — min(x)

- max(x) — min(x)

Moreover, the data is reshaped in sliding windows of size
wg with a lag of 1. It is worth mentioning that the window
sizes are unrelated to the size of the potential anomalous
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FIGURE 4. Data augmentation using a variational autoencoder.

events and are chosen to minimize the reconstruction error
of the autoencoder. The preprocessing step is necessary for
both training and evaluation.

2) DATA AUGMENTATION

For the optional augmentation, an augmentation technique
leveraging variational autoencoders is used. This technique
falls under the generational methods discussed in [13].

First, a variational autoencoder is trained on the normal
training data and then each record is augmented by encoding
and projecting it onto the latent space to obtain z. Adding
Gaussian noise to z will result in a new point in the latent
space in z’s proximity called 7. Afterwards, 7’ is decoded and
anew record similar to the input value is created. As a last step
post-processing can be applied. The process is illustrated in
Figure 4.

Generating new samples in the aforementioned way results
in time series chunks with occasional outliers causing
spikes in what should be smooth parts of the series. This
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FIGURE 5. Augmentation example for ABP (Arterial Blood Pressure) data
using a variational autoencoder showcasing non-smooth subsequences.

phenomenon can be seen in Figure 5 where the reconstructed
and generated, non-smoothed data shows zig-zag patterns
where the original data does not.

To mitigate this behavior, Savitzky-Golay filtering [37] is
applied after decoding the new sample. The Savitzky-Golay
filter is a type of smoothing filter that is commonly used to
smooth a noisy signal.

The filter works by fitting a polynomial function of a
certain degree to a set of data points surrounding the point
of interest, and then using the value of that polynomial at the
point of interest as the smoothed value.

The advantage of the Savitzky-Golay filter over other
types of smoothing filters, such as the moving average
filter, is that it can preserve the shape of the peaks in the
data while still removing noise [37]. In addition, it has
more flexibility in terms of the degree of the polynomial
used, allowing for a better representation of the data.
The exact parameters used for this work are described in
Section VI-D

B. AUTOENCODING

In the second step, a preprocessed event passes through the
autoencoder and creates a single reconstruction error for
the event. In other reconstruction-base methods, different
methods of reconstruction might be used for this step, while
this work uses an autoencoder.

C. NORMALITY SCORE ESTIMATION

Given an estimated probability density fxpg(€) as described
in Section III-D computed from the training process, we now
need to calculate the normality score for non-anomalous
events. In particular, point estimation is performed by looking
up the estimated probability for the given reconstruction
error €. Since this point estimation is simply using the esti-
mated probability density, larger values could be interpreted
as indicating a normal event and smaller ones suggesting
anomalous event.

VOLUME 12, 2024

D. POSTPROCESSING

After normality scores are assigned to event windows,
postprocessing is applied. For each data point in the series,
an individual score is calculated based on the overlapping
sliding windows. Assigning a score to a data point in the time
series is done by calculating the mean normality score of all
the windows for which the data point is a part of.

For data points x;, t € [ws, max(T)—ws], where wg denotes
the size of the window, the mean is taken over wy number
of data points. For values before time + = w; and after
t = max(T) — wy, the mean is less expressive and more
prone to outliers in the reconstruction process as there are
less overlapping windows for these ranges. Data points in
these ranges are assigned the overall mean of the well defined
range. As a consequence, anomalies at the beginning (i.e
before t = wy) and at the end (i.e. after t = max(T) — wy)
cannot be detected. Data points will end up with a low
normality score if they consistently are part of windows for
which reconstruction errors are uncommon.

E. CLASSIFICATION

In a last step, the actual classification is done and depends
on the task and the data provided. In a scenario where
anomalous data is present during training, a possible classifier
could be implemented by using a threshold-based approach.
In the case, a certain point x; is labeled as anomalous if its
corresponding normality score s; is below a certain threshold
t. If no anomalous data is present during training phase, data
points could be ranked according to their normality score and
the lowest scoring k can be selected.

F. TRAINING

During training, training data is preprocessed according to
Section V-A and then a (variational) autoencoder is trained
on the normal data only. After training the autoencoder, the
normal training data is once again encoded and decoded.
The resulting reconstruction errors are then used to fit a
Kernel Density Estimator to obtain a density estimation
for normal data. A final classifier is fitted after density
estimation is done, based on the postprocessed data according
to Section V-E.

VI. EXPERIMENTAL SETUP

In this section the data set used for the experiments as
well as the evaluation metrics are described in detail.
Additionally, the process of classification of an anomaly with
respect to the chosen data set is discussed as well as the
parameters for the augmentation process and the parameters
of the proposed approach.

A. DATA SET

The University of California at Riverside (UCR) Time Series
Anomaly Archive [16] is a benchmark data set for time
series anomaly detection that was created to address the
shortcomings of existing data sets such as the Yahoo S5
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TABLE 1. The 25 UCR benchmark subsets used for our study. Column heading “No!’ is the test case number from the UCR benchmark, the “size” is given

by the benchmark as the anomalous event size (in number of data points) and “w” is the window size used in later studies.

Domain Descripton No. Size w
APB trace Advanced Peripheral Bus (APB) trace of a healthy walk- /97 67 100
ing man
70 200 100
119 300 80
121 100 130
ECG Two-lead human ECG trace that contains some PVC. 3 300 100
(human) PVC’s are rare occurrences and are present in the training 193 100 70
data as well as test data 221 220 100
229 10 100
236 40 100
EPG E!ectrlcal P.em.atratlon Graph (EPG) Signal of an Asian 173 30 220
Citrus Psyllid insect
acceleration Acceleration during swim cycles of a Blainville’s beaked 102 160 70
whale
blood ressure 2811 80
. P Arterial blood pressure measurements of pigs showing 33 170 100
(internal . .

. internal bleeding 35 109 220
bleeding) 133 10 170
respiration Human breath cycles (deep sleep). 83 100 120
(breath cycles)
temperature Weather data report from California Irrigation Manage- 6 24 120
(hourly) ment Information System (CIMIS) station 44 114 24 90
walking (3D Vertical position of a 3D marker on a walking subject on 22 118 180
marker) a split-belt treadmill (GaitPhase Database) 131 104 130
walking (acceler-  Acceleration data of a walking subject (average of 3D 2431 25391 1225)
ation) signal) 249 30 50
walking  (force  Subject walking on a force plate in a biomechanics lab 59 300 230
plate) (Huntington’s disease, highly asymmetric gait) 62 110 100

Benchmark [38], PEI’s Lab [39] or NASA [40]. This archive
is comprised of a diverse range of data sets from various
domains, including medicine, sports, entomology, industry,
space science, robotics and more. The data sets are designed
to provide a spectrum of problems that range from relatively
simple to highly complex.

In order to create a data set that is free of the issues
commonly found in existing anomaly detection benchmarks,
[16] have taken a number of steps. For example, the
type of anomalies cover the various different taxonomies
introduced in Section III-A, which are supposed to test
the generality of proposed algorithms. Additionally, the
authors have made a concerted effort to include a wide
range of data sets from different domains to prevent
the archive from reflecting the authors’ own biases and
interests.

The UCR Time Series Anomaly Archive is specifically
designed to consist of a single anomaly per data set and
no anomaly in the training data, thus eliminating potential
issues with scoring by rendering the discovery of anomalies
as a binary event. By providing a large number of data sets,
the aggregate of these binary events can be used to calculate
a true percentage for accuracy, allowing for meaningful
performance comparisons.
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In terms of data labeling, the UCR benchmark clearly
labels the training data and also clearly indicates the range
of the anomalous event within the data set. This allows
for testing algorithms in a controlled and consistent manner
and making meaningful comparisons to other algorithms.
The archive also includes detailed metadata and provenance
information for each data set.

Because of computational limitation, a uniformly, ran-
domly sampled subset of 25 data sets is used. The sampled
data sets can be found in Table 1 and cover multiple domains
with different types of anomalies.

B. EVALUATION METRICS

Reference [16] advocate for treating the classification of
anomalies as a binary event, where the central distinction lies
in the algorithm’s ability to accurately identify the anomaly
or not. In cases where the anomaly is successfully identified,
a point is awarded to the corresponding subset. The criteria
for recognizing an anomaly are contingent upon whether the
algorithm effectively designates a data point as anomalous
within the predefined range. When employing a window-
based methodology, an anomaly is considered detected if
it either intersects with the prescribed range or is entirely
encapsulated by it.
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Furthermore, we emphasize the insightful guidance pro-
vided by Eamonn Keogh, the author of the UCR benchmark,
who recommends eschewing complex and opaque scoring
functions for this benchmark. Instead, he proffers a set of
methodological principles for scoring function design, which
were expounded upon during a workshop held at KDD
millets [41]. These principles have been diligently integrated
into our methodological framework:

Unification via a Singular Metric: Our selected metric
serves to distill the multifaceted evaluation process into a
solitary numerical value, thereby facilitating straightforward
comparisons across diverse algorithmic approaches.

Binary Scores for Individual Time Series: We assign binary
scores, denoting a value of 1 for accurate predictions and O for
inaccuracies, to each discrete time series. Subsequently, these
binary scores are amenable to aggregation, culminating in a
comprehensive evaluation score for the entire dataset.

Convergence Towards Zero for a “Random Dart”
Algorithm: Our metric is meticulously structured to yield
a score approximating zero for an algorithm resembling
a stochastic dart-throwing process, while trending towards
unity for an algorithm that attains perfection in the realm of
anomaly detection.

Moreover, the author of the UCR benchmark asserts that,
within the confines of this specific collection of datasets,
the sole meaningful metric assumes the form of “n out
of N.” This metric signifies the proportion of accurately
identified anomalies per dataset within a total of N datasets.
In strict adherence to this proposition, we, as the authors, have
meticulously implemented this prescribed methodology.

Given the novelty of the aforementioned scoring method-
ology, it is prudent to establish a connection with estab-
lished and widely recognized metrics, specifically adjusted
precision@k and adjusted recall@k. The comprehensive
elucidation of these metrics will be provided in subsequent
sections for a more thorough understanding.

1) PRECISION@K

In the field of anomaly detection, precision @k is a measure of
performance used to evaluate the quality of a model’s ranking
of anomalous instances [41]. It is a variation of the more
commonly used precision metric, which measures the pro-
portion of true positive results among all positive predictions
(i.e anomalous prediction) made by a model. By comparing
the ranking of anomalous instances produced by a model to
the true ranking of those instances, precision@k allows for a
more nuanced evaluation of a model’s performance.

Number of anomalous instances @k
k

Precision@k is computed according to above equation
and calculates the ratio of true positives among the top
k model-ranked instances. In our approach, instances are
ranked by ascending normality scores, while in traditional
reconstruction error-based methods, rankings are determined
by descending reconstruction error. The rationale is that

p@k =
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Anomaly Range

Ground Truth |0 |0 (0 |1 1 1 1 O
Prediction 1 0 |0 |0 1 O 1 O

Adjusted 10 0 2 1 1 1 O

FIGURE 6. Adjustment method proposed in [31] for anomaly detection.

larger reconstruction errors typically correspond to anoma-
lous events. For example, correctly identifying 10 out of the
top 15 anomalous instances yields a precision@ 15 of 0.67,
indicating a 67% precision rate.

Specifically, our investigation centers on precision@1,
an evaluative measure that appraises the accuracy of index
labeling within the context of the lowest k indices relative
to their anticipated ‘“‘normality” scores. By confining k
to a value of 1, we instantiate a binary classification
framework, characterized by the attributes advanced in [41]
and elaborated in Section VI-B. Within this framework,
predictive outcomes are distinctly dichotomous: they are
deemed either accurate (precision@1 = 1, denoting that
the lowest scoring index pertains to the anomalous range)
or inaccurate (precision@1 = 0, signifying that the lowest
scoring index does not align with the anomalous range).

2) ADJUSTED RECALL@K

In the realm of anomaly detection, recall@k serves as a
crucial evaluation metric for assessing the performance of
a model in identifying all pertinent instances of abnormal
behavior or events within a data set. In this context, recall@k
is utilized to evaluate the ability of a model to identify all
instances of abnormal behavior within the top k predictions.
The metric is mathematically defined as the ratio of the
number of true positive instances (anomalies) identified in the
top k predictions to the total number of true positive instances
in the entire data set.

For this particular problem an adjusted recall@k is used
which builds on the idea of [31], where they introduce
a simple adjustment method for anomaly detection. They
consider a anomalous subsequence as detected and label all
points in an anomalous segment as anomalous if at least one
instance in this range was correctly labeled as anomalous,
illustrated in Figure 6.

Similarly we modify the recall@k metric which is defined
as

Recall @k — Number of anomalous instances @k

total number of anomalous instances

into
Recallygjusied @k = 1{anomalous instance is present @k}
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k 1 2 3 4 5 6 7 8 n
Normality score per instance
(ascending) 02 |03 05|05 |06 |08 11 |13 85
Ground Truth per instance | 0 0 1 0 1 1 0 1 0
Recall@k 0 0 p | Llp | 2p | 3lp | 3lp | 4p | ... 1

Adjusted Recall@k | 0 0 1 1 1 1 1 1 1 1

FIGURE 7. Example data set with p number of anomalous instances
showcasing the difference of the adjusted recall@k metric and recall@k.

where 1 denotes the indicator function returning 1 if a true
anomalous instance is present within the top k considered
instances.

The adjusted recall@k metric serves as a valuable eval-
uation tool for assessing the performance of a model in
identifying instances of abnormal behavior or events within a
data set. A value of 1 for the adjusted recall @k for low values
of k implies that the true instances of anomalous behavior
are effectively identified and ranked highly by the model.
Conversely, if the recall@k switches from 0 to 1 for a high
value of k, it suggests that the instances of abnormal behavior
are not easily identifiable, and a large number of normal
data points are considered more suspicious by the model.
An illustration of the adjusted recall can be seen in Figure 7.

Ideally, the adjusted recall@k should return a value of
1 for k = 1, as this implies that at least one true instance
of anomalous behavior is ranked the highest by the model.
In cases where the adjusted recall @k starts returning a value
of 1 for alow value of k (k > 0), it may indicate the presence
of outliers which are considered more anomalous than true
anomalies, despite the latter being suspicious as well.

This metric can be averaged over a set of data sets and it
provides an indication of how well the true anomalous data
points are scored by the model. If for increasing values of
k, the averaged adjusted recall@k shows a steep increase,
it can be inferred that the true anomalies generally rank
high but there are a few normal instances which are even
more suspicious. On the other hand, if the averaged recall @k
stagnates or increases slowly, the model may fail to assign a
high level of suspicion to true anomalous instances, implying
that there are a large number of normal data points that are
regarded as more concerning by the model.

Itis worth noting, that the indicator function utilized for the
adjusted recall @k metric corresponds to the identification of
a binary event in a manner that is consistent with the intended
use of the UCR benchmark.

C. ANOMALY CLASSIFICATION

Following the methodology outlined in Section V-C for
point estimation and subsequent postprocessing as detailed in
Section V-D, we derive an anomalous score for each timestep
x;. This score represents an average of the reconstruction
likelihood estimates for all overlapping time windows in
which x; was involved. Given that a timestep within an
anomalous segment of the time series is expected to yield
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a low normality score, the resulting average reflects this
tendency. Consequently, we identify the timestep x;,,, with the
lowest score as anomalous, aligning with the precision@k
metric where k = 1 and the ordering is based on normality
scores in ascending order, as explicated in Section VI-BI.

D. AUGMENTATION
In experiments that incorporate augmentation, the method-
ology outlined in Section V-A2 is employed. This involves
leveraging a variational autoencoder to project a given
input, specifically a time series window, onto a latent
space. Subsequently, Gaussian noise is injected to obtain a
neighboring point within the vicinity of the projected input,
and this neighbor is then decoded and smoothed.

The weight of the Kullback-Leibler Divergence (parameter
A in Section III-C2) is set to le—5. The generators are
pretrained and stay the same for every experiment to
evaluate the performance gain without any variation due to
re-computation with fluctuating generator performance. For
each of the 25 subsets the best generator according to the loss
metric described in Section III-C2 out of 10 runs is selected.

Augmentations are performed during the preprocessing
step after data has been normalized. For all augmentations
the noise added to the latent variable z to obtain 7' follows
a Gaussian distribtution with u = 0 ando = 0.1. For
smoothing with the Savitzky-Golay filter, the filter window
is set to 40 and the order of the polynomial to 39. This
parameters were chosen based on a hyperparameter sweep.

E. SYSTEM PARAMETERS

In this section, we expound upon the parameters and config-
urations employed in the various constituent elements of the
proposed methodology. All autoencoders in our study were
subjected to optimization via the ADAM algorithm, utilizing
its default hyperparameters, and were charged with the
objective of minimizing the Mean Squared Error (MSE) loss
function, as elucidated in Section III-C1. Default parameters
were consistently applied unless explicitly modified. The
implementation of the autoencoder was realized through the
PyTorch framework [42].

1) AUTOENCODER
In this configuration, both encoder and decoder utilize Long
Short-Term Memory (LSTM) networks. The preference for
LSTMs over Gated Recurrent Unit (GRU) networks arises
from the lack of a unanimous consensus on their superiority,
as noted in various studies [43], [44], [45]. While GRUs
generally offer faster computation, LSTMs tend to better
capture intricate patterns in time series data [43]. Given the
emphasis on handling complexity rather than time efficiency
in our work, especially with a benchmark designed to contain
complex anomalies and time series intricacies, we opt for the
use of LSTM networks for encoding and decoding data.
Figure 8 illustrates our autoencoder setup. Encoding is
based on one LSTM layer with one hidden layer. The output
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Encoder Decoder
LSTM Linear
(w_size, 1) (4, 10)
v 7 3
ReLU ReLU
) iV
Linear Linear
(w_size, 10) (10, w_size)
) 1
ReLU ReLu
v/ v
Linear LSTM
(10, 4) (w_size, 1)

FIGURE 8. The overarching architectural framework for the employed
autoencoder, with Wg;,, denoting the window size pertinent to the
respective time series as documented in Table 1.

is then applied to a ReLU activation function followed by a
linear layer with output-dimension 10 with ReLU activation.
Finally, an additional linear layer is added projecting the
previous layer onto the latent space of dimension 4 without
activation.

Decoding first applies a linear layer to the latent variable
z with output dimension 10 followed by a ReL.U activation.
As a second step, another linear layer maps the previous
values to the output size equal to the chosen window size,
described in Table 1, in combination with a ReLU activation
function. Lastly, one layer of LSTM with a hidden size of 1 is
used to reconstruct the time series.

The batch size is set to 512 and the autoencoder is trained
for 500 epochs. The number of time steps considered depends
on the data set described in Table 1 and were chosen based on
a hyperparameter-sweep.

2) VARIATIONAL AUTOENCODER

The setup for the variational autoencoder is consistent with
the one for the traditional autoencoder described in the
previous section except for the variational part for which
the Kullback-Leibler divergence coefficient \ is set to le—5.
Additionally, the last linear layer in the encoder for the
traditional autoencoder, responsible for projecting the output
of the previous layer onto the latent space of dimension 4,
is replaced with two separate linear layers with output
dimension 4. One layer represents p and the other layer
represents o of the latent distribution.

3) KERNEL DENSITY ESTIMATION
To perform the density estimation, the KDEpy library [46]
was used. For choosing an appropriate bandwidth (parameter
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h in the formula in Section III-D), Silvermans method is
applied in combination with a Gaussian Kernel.

VII. EXPERIMENT

The subsequent experiments aim to validate the effectiveness
of the proposed methodology and evaluate the impact of data
augmentation in the field of anomaly detection. The principal
objective is to conduct a thorough comparison between our
approach and conventional reconstruction- and threshold-
based methodologies, emphasizing the differentiation of their
respective performances. It is imperative to highlight that the
primary focus is not achieving state-of-the-art performance
on the employed benchmark. Rather, the experiments are
systematically designed to identify potential enhancements
introduced by our proposed approach to existing autoencoder
methodologies.

A. DENSITY-BASED VS. RECONSTRUCTION ERROR-BASED
With this experiment the impact of the density-based
approach (V)ABADd shall be tested over the more traditional
approach of classifying events as anomalous based on
the larger reconstruction error assumption, which we call
(V)ABADt where t stands for the traditional threshold-based
approach.

1) RECONSTRUCTION ERROR-BASED USING TRADITIONAL
AUTOENCODER (1) (ABADT)

This setup utilizes the traditional autoencoder discussed in
Section ITII-C1. Anomalous data points are identified based on
their highest reconstruction error following postprocessing,
as detailed in Section V-D. Unlike other approaches, no fur-
ther density estimation is conducted after autoencoding;
instead, the reconstruction errors are employed exclusively
for postprocessing and scoring. This method is consistent
with the work of [17].

2) DENSITY-BASED USING TRADITIONAL AUTOENCODER
(OUR APPROACH) (2) (ABADD)

For this setup, a traditional autoencoder, described in
Section II-C1, is used and the data point which displays
the lowest normality score is labeled as anomalous. Here,
a density estimation is done for reconstruction errors after
autoencoding. Afterwards, the reconstruction errors are post-
processed according to Section V-D. To ensure the differences
in performance originating from the density-based scoring
and not from the underlying autoencoder, the exact same
trained instance as in setup 1 is used.

3) RECONSTRUCTION ERROR-BASED USING VARIATIONAL
AUTOENCODER (3) (VABADT)

This configuration is congruent with Setup 1, as delineated
in Section VII-Al, with the sole distinction being the
utilization of a Variational Autoencoder, as expounded upon
in Section III-C2, in lieu of the traditional autoencoder. This
particular instantiation aligns with the established baseline
methodology described in [17].
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4) DENSITY-BASED USING VARIATIONAL AUTOENCODER
(OUR APPROACH) (4) (VABADD)

This setup is equal to setup 2 described in Section VII-A2
except a variational autoencoder is used instead of a tradi-
tional one. Again, the same trained variational autoencoder
instance is used as for setup 3 to ensure that any differences
in performance are only due to the density estimation.

B. DATA AUGMENTATION

The impact of data augmentation using the method described
in Section V-A2 is tested. For every time window w;,
we employ the methodology outlined and generate its
augmented counterpart w;. This process is applied to each
time window in the training dataset, effectively doubling the
training data. The augmented dataset comprises one-half of
the original data, while the other half consists of the newly
generated augmented instances.

Given that augmentation effectively doubles the volume
of training data, we establish a control group to evaluate the
efficacy of augmentation methods, as demonstrated in [47].
This control group involves the replication of the training
data, ensuring an equivalent number of training data samples
to that of the augmented approach. Consequently, each time
window is present twice in the control group, mirroring the
approach in [47].

An improvement in performance of the control group
in comparison to the group without augmentation would
imply that a longer training period would have sufficed.
Conversely, a decline in performance of the control group
could indicate over-fitting. An enhancement in performance
of the augmented data group compared to the control group
would demonstrate the advantages of utilizing augmented
training data. The impact of augmentation is tested on the
proposed approach using density-based classification and a
variational autoencoder (VABADA) as well as on the baseline
reconstruction error-based using a variational autoencoder
(VABADt) approach.

VIIl. RESULT

Subsequently, we discuss the findings of the experiments
detailed in Section VII. Firstly, the impact of relying on a
density estimate for normality is evaluated. Secondly, a direct
comparison of the underlying autoencoder architectures
is conducted. Lastly, the outcomes of data augmenta-
tion for both reconstruction error-based and density-based
approaches, using a variational autoencoder are reported and
analyzed.

A. RECONSTRUCTION ERROR-BASED VS. DENSITY-BASED
Table 2 depicts the overall average precision@1 for all
the 25 subsets described in Table 1 based on 10 runs.
It can readily be seen that the density-based approach
outperforms the reconstruction-based method by 8.4%
using a traditional autoencoder (ABADd vs. ABADt) and
by 9.6% when used in combination with a variational
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TABLE 2. Comparison of the benefit of density-based anomaly detection
over reconstruction-based methods as well as the benefit of variational
autoencoders over traditional ones.

reconstruction error-  density- improvement
based based using density estimation
(existing) (ours)
average precision@1 0.332 0.416 +8.4%
ABAD(t/d)
average precision@1 0.364 0.46 +9.6%
VABAD(t/d)
improvement over +3.2% +4.4%
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FIGURE 9. The first figure depicts the ECG time series where the anomaly
marked in red originates from substituting another patients ECG. In the
second figure the reconstruction error at each time step t is shown. The
true anomaly could not be detected by labelling the largest
reconstruction error as such. The last figure displays the normality scores
for each reconstruction error at time t and shows that the true anomaly
could be detected based on the lowest normality score.

autoencoder (VABADd vs. VABADL). This suggests that the
assumption that anomalous events, unseen during training,
does not necessarily lead towards larger reconstruction errors.

This is further supported by Figure 9 where in the first
plot the original signal is depicted with the anomalous
range highlighted in red, the second plot represents the
reconstruction error at each time-step, based on the described
process and the third plot corresponds to the estimated
normality scores. The anomaly in this ECG stems from
replacing a certain range with a second, different ECG.
A close up of this anomaly can be seen in Figure 1.

The reconstruction error appears to be uncommonly small
for the values in the anomalous range, as shown in Figure 10.
Consequently, it cannot be detected by selecting the data point
which maximizes the reconstruction error. However, it can be
detected with the density based approach indicated by a large
dip in normality score around the defined anomaly range.
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TABLE 3. Precision@1 comparison of the reconstruction error-based and density-based approach using a traditional autoencoder (ABADt vs. ABADd) and
variational autoencoder (VABADt vs. VABADd) on the various UCR subsets (sorted by time series type and increasing difference of the density based
approach over reconstruction based). “No.” refers to the UCR data set number and “A" refers to the difference of the density-based approach (VABADd)

over the reconstruction error-based (VABADt).

average precision@1

average precision@1

No. ABADt ABADd A No. VABADt VABADd A
(existing) (ours) (existing) (ours)
197 04 04 0.0 197 0.6 0.6 0.0
193 0.2 0.1 -0.1 193 0.5 0.3 -0.2
70 1.0 1.0 0.0 70 1.0 1.0 0.0
119 1.0 1.0 0.0 119 1.0 1.0 0.0
221 0.3 0.3 0.0 221 0.3 0.3 0.0
229 0.0 0.0 0.0 229 0.0 0.0 0.0
236 0.0 0.0 0.0 236 0.0 0.0 0.0
123 0.0 0.2 0.2 123 0.0 0.3 0.3
121 0.3 0.9 0.6 121 0.2 1.0 0.8
173 0.0 0.1 0.1 173 0.2 0.1 -0.1
102 0.5 0.5 0.0 102 0.6 0.6 0.0
28 0.1 0.1 0.0 28 0.0 0.0 0.0
33 0.5 0.5 0.0 33 0.4 0.6 0.2
138 0.6 0.7 0.1 35 0.2 0.4 0.2
35 0.2 0.6 0.4 138 0.3 0.6 0.3
83 0.0 0.0 0.0 83 0.1 0.0 -0.1
6 0.4 04 0.0 6 0.6 0.6 0.0
114 0.4 0.5 0.1 114 0.5 0.6 0.1
131 1.0 0.8 -0.2 131 1.0 0.7 -0.3
22 0.2 0.2 0.0 22 0.6 0.6 0.0
249 0.0 0.0 0.0 249 0.0 0.0 0.0
54 0.9 1.0 0.1 54 0.7 1.0 0.3
53 0.0 0.8 0.8 53 0.0 0.7 0.7
59 0.2 0.2 0.0 62 0.2 0.2 0.0
62 0.1 0.1 0.0 59 0.1 0.3 0.2
0.332 0.416 0.084 0.364 0.46 0.096
A detection approach relying solely on reconstruction . oo Erors Coilng Gate)
errors and the assumption that anomalies result in larger 500 4 l‘l Normal Errors (Test Data)
values, would predict the anomaly to be around ¢t = | B Anpmalous Errars (Test Data)
13500 where the ECG time series shows a small outlier in 400 i
amplitude. This outlier could arise from the fact that this 1
data set contains Premature Ventricular Contractions (PVCs) 204 | |
. . . . . a Il
which appear irregularly in this particular data set and are rare s ||
o
events, too. T ogodl | |
Considering Figure 10, it is evident that the majority of data " I‘ l‘ y \
points corresponding to the anomalous range for dataset nr. ol I‘. i - \\
121 result in small reconstruction errors. While the density : :
estimation depicted as the grey area represents normal data
well, there is a light shift to smaller reconstruction errors.

However, it suffices to clearly separate anomalous from
normal events. This showcases that using an estimation of
normality can overcome the deficiencies of assuming larger
reconstruction errors for anomalies.

An in-depth analysis of the performance on the various
subsets, as depicted in Table 3, reveals that the utilization of a
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FIGURE 10. ECG reconstruction error histogram including density.

density-based approach results in a significant improvement
in performance for subsets 53 and 121. These subsets
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TABLE 4. Overall performance of augmented, non-augmented and
control group for reconstruction error and density-based approaches
using a variational autoencoder (VABADt and VABADd).

no control augmented performance increase
augmentation group over control group
average precision@1 0.404 0.432 0.452 +2%
VABADt
(existing)
average precision@1 0.448 0.5 0.496 -0.4%
VABADd

(ours)

exemplify the phenomenon previously discussed, in which
the reconstruction errors for anomalous instances are notably
low.

Furthermore, Table 3 shows that density-based anomaly
detection performs at least as good as reconstruction errors
in combination with traditional autoencoders in 23 out
of 25 instances and in combination with a variational
autoencoder in 21 instances. However, it should be noted that
the density-based approach demonstrates the least favorable
performance for subset 131, with a difference in average
precision@1 of -0.2 and -0.3 for traditional and variational
autoencoders, respectively.

B. AUTOENCODER VS. VARIATIONAL AUTOENCODER
Comparing the underlying autoencoder architecture shows
consistent improvement for using variational autoencoders
on the selected subsets in disregard whether a density-based
or reconstruction-based approach is used. In case of a
reconstruction-error-based approach, variational autoen-
coders outperform traditional ones by 3.2% and for a
density-based approach by 4.4%.

C. IMPACT OF DATA AUGMENTATION
The impact of the proposed augmentation method on
variational autoencoder-based approaches can be found in
Table 4. When classification is based on reconstruction
error (VABADt), the augmentation method can improve
the performance by 2% over the control group. If used
in combination with normality estimates (VABADJ), the
performance decreases slightly by 0.4%. However, in both
cases it is evident that simply replicating training data
increases performance by around 2.8% for the error-based
method and by 5.2% for the density-based approach.
Considering the precision @k measures for both approaches
it can be seen that when using an error-based approach, the
metric initially increases before it starts to decline. In this
case, instead of classifying the window with the largest
reconstruction error, selecting a ks that maximizes the p@k
and randomly sample from the top k; windows uniformly,
would, on average, result in a better performance than
labelling a window anomalous with the largest reconstruction
error. Augmentation in this case helps shifting this ks towards
ks = 1, suggesting that augmentation generally helps to
assign true anomalous windows a larger reconstruction error.
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FIGURE 11. Average precision@k metrics over the 25 UCR subsets for

reconstruction error-based anomaly detection (VABADt) and the impact of
augmentation.
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FIGURE 12. Average precision@k metrics over the 25 UCR subsets for
density-based anomaly detection (VABADd) and the impact of
augmentation.

The control group in this scenario increases the correct
identification of anomalous windows. However, it appears
that while overall true anomalous windows are assigned a
large reconstruction error, there are instances that raise a
bit more suspicion and are therefore ranked higher on this
metric. This suggests that there could exist normal outliers
causing large reconstruction errors for the control group and
the one without augmentation. Augmentation in this case
helps reducing the proportion of normal data occurring
at the top (i.e increasing the rate of true positives).

Upon examination of the average adjusted recall @k metric
for the reconstruction-error-based approach (VABADY) in
Figure 13, it is evident that the control group exhibits a
greater rate of increase compared to the augmented group.
This outcome suggests that the control group struggled
to effectively differentiate between anomalous and normal
events, whereas the augmented group displayed a less steep
ascent in terms of adjusted recall@k, indicating that this
method generally enhanced the ability to distinguish between
anomalous and normal events as true anomalous instances
raise more suspicion and thus rank higher.

Considering Table 5, for the reconstruction-based
approach (VABADLt), augmentation performs in 20 out
25 cases at least as well as the control group, in 9 out of
25 cases better and on 5 data sets the performance is worse
compared to the control group. Augmentation performs worst
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FIGURE 13. Average adjusted recall@k metrics over the 25 UCR subsets
for reconstruction error-based anomaly detection (VABADt) and the
impact of augmentation.
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FIGURE 14. Average adjusted recall@k metrics over the 25 UCR subsets
for density-based anomaly detection (VABADd) and the impact of
augmentation.

for set nr. 197 with a decrease in performance of 50% over the
control group.

For time series in the blood pressure domain, the
performance increase is quite significant, except for data
set nr. 28. In Figure 15 we see the four blood pressure
data sets and their anomalies. Interestingly, data set nr.
28 contains the most prominent anomaly where the authors
added a synthetic anomaly consisting of a series of sine
waves making a piece of smooth data become fluctuating and
rough whereas the anomalies for data set 33, 35, and 138 are
more subtle. The anomaly in data set 33 was generated
through the implementation of a downsampling technique
on a limited sample of normative arterial blood pressure
data. Specifically, a reduction in temporal resolution was
achieved by combining every two consecutive data points
within the range via averaging. For number 35, a moving
average was applied to the anomaly range, eliminating about
4 extreme points within that cycle. In data set nr. 138, a small
second peak was introduced as an anomaly. It appears that
for blood pressure time series, the size of an anomaly does
not contribute significantly to its detection, but its type does.
Augmentation in this case helps detecting presumably more
subtle anomalies as the performance for data sets 33, 35 and
138 could be increased significantly.

For the density-based approach (VABADA) this suggests
that by relying on an estimate of normality, this phenomenon
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FIGURE 15. Blood pressure data sets number 28, 33, 35, 138 and their
anomalies.

does not occur and windows with low normality scores really
tend to be true anomalous windows, as for all density-based
setups the precision@k metric is monotonically decreasing.
However, while the control group and the augmented scenario
tends to perform equally well for small k’s, augmentation
declines more rapidly after k = 7. This obersation suggests
that for the majority of the subsets of the UCR anomaly
detection archive used, anomalous windows are still assigned
the lowest normality scores. The more rapid decline in
performance could imply that the estimated density, based on
the augmented data, is more receptive to a larger variation of
data and is thus less sensitive towards anomalies (i.e certain
anomalies are not labeled as such anymore, resulting in a
higher false positive rate).

The adjusted recall@k metric for the density-based
approach (VABADA), as depicted in Figure 14, reveals that
both the augmented group and the control group initially
exhibit similar performance, but diverge after k = 6, with
the control group displaying a greater rate of increase. This
suggests that while the proposed augmentation method in
combination with a density-based approach is able to rank
true anomalous instances similarly to the control group
for smaller k. However, the augmentation method fails in
assigning low normality scores to a significant number of
instances that the control group still deems suspicious. This
finding suggests that the augmentation method results in the
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TABLE 5. Precision@1 comparison of the reconstruction error-based and density-based approach using a variational auto-encoder on the various UCR
subsets and the impact of data augmentation (sorted by time series type and increasing difference of augmented group over the control group). “No." =
UCR data set number, “No aug” = no augmentation, “c grp” = control group, “aug” = augmentation applied and “A” = improvement of augmentation

(aug) over the control group (c grp).

average precision@1

average precision@1 -

VABADt VABADd
(existing) (ours)
No. no cgrp aug A No. no cgrp aug A
aug aug
197 0.4 0.8 0.3 -0.5 197 0.4 0.8 0.3 -0.5
221 0.3 0.7 0.5 -0.2 221 0.3 0.8 0.5 -0.3
123 1.0 1.0 1.0 0.0 123 0.4 0.3 0.1 -0.2

70 1.0 1.0 1.0 0.0
119 0.5 0.6 0.6 0.0
121 0.0 0.0 0.0 0.0
193 0.5 0.5 0.5 0.0
229 0.0 0.0 0.0 0.0
236 0.0 0.0 0.0 0.0

70 1.0 1.0 1.0 0.0
119 1.0 1.0 1.0 0.0
121 1.0 0.8 0.8 0.0
193 0.3 0.5 0.5 0.0
229 0.0 0.0 0.0 0.0
236 0.0 0.0 0.0 0.0

173 0.1 0.1 0.5 0.4

173 0.0 0.2 0.3 0.1

102 0.4 0.5 0.6 0.1

102 0.4 0.5 0.6 0.1

28 0.1 0.3 0.0 -0.3
35 0.2 0.0 0.3 0.3
33 0.3 0.3 0.7 0.4
138 0.5 0.5 0.9 0.4

28 0.2 0.4 0.1 -0.3
35 0.3 0.6 0.7 0.1
33 0.5 0.6 0.9 0.3
138 0.4 0.5 0.8 0.3

83 0.1 0.1 0.3 0.2

83 0.0 0.3 0.1 -0.2

6 0.6 0.6 0.3 -0.3
114 0.6 0.4 0.5 0.1

6 0.6 0.6 0.3 -0.3
114 0.6 0.4 0.5 0.1

22 1.0 1.0 1.0 0.0
131 0.8 0.6 0.8 0.2

22 0.8 0.6 0.8 0.2
131 0.7 0.7 1.0 0.3

54 0.0 0.0 0.0 0.0
249 1.0 1.0 1.0 0.0
53 0.0 0.0 0.0 0.0

54 1.0 1.0 1.0 0.0
249 0.0 0.0 0.0 0.0
53 0.7 0.3 0.6 0.3

59 0.3 0.5 0.1 -0.4
62 0.4 0.3 0.4 0.1

59 0.0 0.3 0.1 -0.2
62 0.6 0.3 0.4 0.1

0404 0432 0452 +0.02

0.448 0.5 0.496  -0.004

model classifying instances that were previously considered
anomalous as more normal, while the control group continues
to identify them as highly anomalous.

Let us revisit Table 5. For the density-based approach
(VABADd) and augmentation, data set nr. 197 shows the
worst performance decrease in the same realm as the
reconstruction-based approach (VABADt). In both cases,
this data set shows the worst performance. Similarly to the
reconstruction-based approach, augmentation in combination
with density estimation works best for blood pressure
time series where it improves the performance of the
reconstruction error-based approach for the same data sets
(33, 35, 138) and also fails to improve the detection of the
anomaly in data set 28 depicted in Figure 15. Additionally,
in 7 out of 25 cases the performance decreases with
augmentation and density-based scoring, in 10 out of 25 cases
the performance increases and in 8 cases performances are
on par.
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IX. DISCUSSION AND CONCLUSION

The traditional assumption in reconstruction-based paradigms
for anomaly detection (such as the use of autoencoders) is that
reconstruction errors for anomalous data are larger than for
normal data. However, in our paper we show that this is not
necessarily the case.

To address this deficiency, we propose the incorporation
of kernel density estimation based on the histogram of
reconstruction errors. The utilization of density estimation
enhances model performance over reconstruction error-
based approaches, yielding an improvement of 8.4%
and 9.6% for traditional and variational autoencoder
architectures, respectively.

Reconstruction error-based methodologies, as exemplified
in studies such as [17], [18], [19], [20], [21], [22], and [23],
may therefore potentially derive benefits from the proposed
approach. These traditional methods typically adhere to the
standard threshold and reconstruction error-based paradigm.
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Notably, our attention is drawn to [21], where our study
identified enhancements in gait-related anomaly detection.
While the study primarily focused on human gait, there exists
a prospect for similar improvements in the context of cattle
gait.

Furthermore, given that the time series employed in this
research exhibit periodicity, exploring the adaptability of
our approach to predominantly non-periodic time series,
such as telemetry data in cyber security as investigated
in [20], presents an intriguing avenue. While we have
demonstrated an overall improvement in anomaly detection,
the applicability of the proposed approach necessitates
thorough evaluation on a case-by-case basis.

In evaluating the efficacy of our proposed methodology,
we sought to benchmark its performance against state-of-the-
art implementation and relevant references within the field.
To this end, we draw upon the comprehensive study con-
ducted by [25], wherein the authors systematically compared
six distinct approaches (comprising three classical machine
learning and three deep learning methodologies). Specifi-
cally, the evaluated methods included a classical autoencoder,
TranAD (Transformer Networks for Anomaly Detection)
[48], and GANF (Graph-Augmented Normalizing Flows
for Anomaly Detection) [49]. Notably, the top-performing
approach in their study achieved a score of 0.47, a benchmark
we successfully surpassed by approximately 3%.

It is essential to highlight that our comparison is nuanced
due to variations in the experimental setup. While [25]
employed the entire benchmark dataset, we focused our
analysis on a more restricted subset of 25 instances.
We acknowledge the limitations associated with the subset
utilization and the ensuing caution warranted when drawing
direct comparisons with their results.

An alternative paradigm introduced by [28], who show-
cased a similar performance metric, achieved a score of
0.47 with their AER (Autoencoder with Regression) archi-
tecture — a composite model combining a vanilla autoencoder
with an LSTM regressor. Noteworthy is the fact that this
approach outperformed five alternative methodologies in
their study. In our comparison, our methodology demon-
strated an improvement of approximately 3%, yet we exercise
caution in directly contrasting these findings due to the
dissimilarities in benchmark subsets employed.

Despite our subset-specific evaluation, the observed
performance gains suggest broader applicability of our
methodology. The improved anomaly detection within our
analyzed subset hints at its potential effectiveness across the
entire benchmark, with due consideration for experimental
variations. We see potential synergy with AER [28], given its
combined regression and reconstruction approaches, which
aligns with our demonstrated enhancements. This suggests an
avenue for collaboration, highlighting the adaptability of our
methodology with existing models in the anomaly detection
landscape.

Additionally, we address the issue of data sparsity
described in Section IV-A by implementing a generative
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approach for data augmentation. For reconstruction-based
approaches, data augmentation improves performance
by 2%. However, it should be noted that the efficacy of
this approach appears to depend on the specific domain and
type of anomaly. Despite these limitations, the results of this
study suggest that further investigation into generative data
augmentation methods are a promising area of future study.

Additionally, our research findings open a research avenue
that centers on actively shaping the output distribution of
reconstruction errors. This proactive approach could hold
substantial potential for enhancing the inferential capabilities
of the postprocessing phase. Unlike the approach applied
in this work, which retroactively applies kernel density
estimation to fit the data distribution, this approach advocates
for the deliberate transformation of reconstruction error
distributions during training towards more conventional
probability density distributions.

By focusing on this proactive strategy, researchers can
unlock greater potential for inference, enabling a broader
scope of analytical insights and applications. This approach
extends the boundaries of what can be gleaned from the data,
thus warranting in-depth exploration and investigation as a
valuable and research direction.

Furthermore, our study underscores the notion that the
trajectory of research need not exclusively emphasize the
construction of increasingly intricate and potent systems.
Rather, it elucidates the substantial potential for refinement
and augmentation of existing methodologies through dedi-
cated attention to the postprocessing phase.
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