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ABSTRACT OF THE DISSERTATION

Cosmology from Quasar Spectra

by

Nao Suzuki
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Professor David Tytler, Chair

High resolution spectroscopy of high redshift quasar spectra enables us to investi-

gate the properties of the intergalactic medium (IGM) and measure cosmological

parameters from the Lyα forest. Toward high precision cosmology, this disserta-

tion presents the following four topics. 1. Principal Component Analysis (PCA) on

quasar spectrum: We introduce the PCA to describe quasar emission lines and con-

tinua quantitatively, and we attempt to make a prediction of the continuum shape

in the Lyα forest using wavelengths redward of Lyα emission. 2. Flux calibration of

Keck HIRES data: On our way to achieve high accuracy measurement, it was neces-

sary to develop new calibration schemes and explore the origin of systematic errors.

My contribution includes the following and is discussed throughout the thesis: (i) the

development of the flux calibration scheme, (ii) the discovery of three emission lines

in the Lyα forest, (iii) the establishment of high resolution standard star spectra,

and (iv) the identification of ozone lines in the spectrum. 3. D/H measurement: We

present precise measurements of the primordial deuterium to hydrogen ratio (D/H)

toward two quasars, HS0105+1619 and Q1243+3047, which constrains the baryon

to photon ratio η = 5.9± 0.5× 10−10 or the baryon density Ωbh
2 = 0.0214± 0.0020

via the Big Bang Nucleosynthesis theory. 4. Studies of the Lyα forest at z ∼
2 : We also present the measurements of the total amount of neutral hydrogen

absorption in the IGM. We compare our observed data with hydrodynamic simula-

tions and find good agreement when we use the following cosmological parameters:
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Ho = 71 km s−1Mpc−1, ΩΛ = 0.73, Ωm = 0.27, Ωb = 0.044, the amplitude of the

power spectrum σ8 = 0.9, and the photoinization rate Γ912 = (1.44±0.11)×10−12 s−1.

We conclude that the measurements of the cosmological parameters from our pri-

mordial D/H measurements, recent WMAP satellite observation of the cosmic mi-

crowave background, and our the total amount of neutral hydrogen in the IGM at

z∼ 2 are in a concordance with the ΛCDM model.
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Chapter 1

Introduction

In the last 10 years, we have experienced a series of exciting discoveries in

observational cosmology. The advent of the 10m Keck Telescope advanced the study

of cosmology in an unprecedented manner. This dissertation attempts to perform

precise measurements of a key cosmological parameter η , the baryon to photon

ratio which is related to the baryon density Ωb, and to test the ΛCDM model by

comparing the observations of the Lyα forest with the cosmological simulations.

1.1 The Baryon Density Ωb

In 1996, our group showed that baryons contribute only 4% of the crit-

ical density(Tytler et al., 1996) by measuring the primordial abundance of deu-

terium with the Keck telescope. “Big Bang Nucleosynthesis enters the precision

era” (Schramm & Turner, 1998). This deuterium abundance measurement marked

the beginning of the “precision cosmology”.

The framework of the theory of the Standard Big Bang Nucleosynthesis

(SBBN) was established in the 1950s (Alpher et al., 1948; Hayashi, 1950) and the

precise calculation was performed in the 1960-70s (Peebles, 1966; Wagoner et al.,

1967; Wagoner, 1973; Schramm & Wagoner, 1977). The theory predicts the abun-

dance of the light elements – D, 3He, 4He and 7Li – from η. Therefore, if we can

1
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measure the light element’s abundance, we can get to know η or the baryon den-

sity. However, the observation of these elements is extremely difficult and we had to

wait until the Keck HIRES (High Resolution Echelle Spectrograph) enabled us to

perform precise measurements of the deuterium abundance. Our strategy is simple:

We survey the high redshift intergalactic medium to find a system which has a sim-

ple structure to analyze and which preserves the primordial deuterium abundance.

Quasar spectra allowed us to do this measurement. However, the calibration of the

Keck HIRES data is very difficult. The principle problem is that we did not know

the continuum shape of the quasar spectrum in the UV region and it become a

major source of uncertainty.

In the first half of this dissertation, I will present our deuterium abundance

measurements. We established a method by which we can remove the systematic

errors and could achieve the most secure and accurate measurements. I investigated

and identified the possible origins of the systematic errors that arose when attempt-

ing to flux calibrate Keck HIRES spectra. The following list contains my unique

contributions as described in this work:

1. Independently discovered or improved the identification of emission lines in

the Lyα forest

2. Quantitative analysis of a variety of quasar emission lines

3. Identification of flux calibration error due to the currently available standard

star data and Balmer γ line

4. Fixing HIRES wavelength calibration error

5. Recognition of ozone lines in our UV spectrum

Prior to this work, none of the above were well understood. I discuss the items 1

and 2 in Chapters 2 and 3 and the items 3 through 6 in Chapter 4. Then I will

show the results of two deuterium abundance measurements to which I applied my

calibration method, and I will report on the current status of the baryon density
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measurement. This dissertation work laid the groundwork for achieving a more

accurate measurement, by at least another factor of five in the near future.

1.2 The Concordance Model

The purpose of the second half of this dissertation is to test the currently

favored cosmological model, ΛCDM, in the context of structure formation. During

the last 10 years, a deeper understanding of the physics of the neutrino and evidence

of the accelerating universe revolutionized the study of cosmology.

In 1998, neutrino experiments discovered that the neutrino must have a

mass but cannot be a predominant part of dark matter (Fukuda et al., 1998). In

1999, the high redshift supernovae team found that the expansion of the universe

is accelerating, making it necessary to revive Einstein’s cosmological constant Λ

(Perlmutter et al., 1999). In 2002, the satellite observation of the Cosmic Microwave

Background (CMB) found that the age of the universe is 13.7 billion years, and

measured the cosmological parameters to within 10% accuracy (Spergel et al., 2003).

These observations support the ΛCDM model, although we do not know

the nature of Λ or Cold Dark Matter (CDM). Our Big Bang Nucleosynthesis study

tests the epoch of the first three minutes of the universe, and the CMB tests the

epoch of 300,000 years after the Big Bang. Now we wish to test if the ΛCDM model

can describe the evolution of the universe. We use the Lyα forest at redshift 2 to

3 when the universe 6 to 8 billion years old. The opacity of the neutral hydrogen

is sensitive to the ultraviolet background from quasars and star forming galaxies

and the amplitude of the density fluctuation, σ8. Collaborating with Prof. Michael

Norman’s group, we started a brand new type of research. It was also in the last

10 years when the numerical simulations became so precise that a comparison with

the observed data can give us a precise measurement. We are testing both the

cosmological model and the numerical simulations if we can describe the evolution

of the universe and investigating the characteristics of the intergalactic medium. I
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present the quasar survey we undertook over the past five years, and the measure-

ments of the opacity of neutral hydrogen. I will report on the best fit cosmological

parameters.

1.3 Overview of the Dissertation

The structure of this dissertation is as follows. In the next two chapters,

Chapters 2 and 3, I introduce a method to describe and calibrate the quasar UV

spectra and present the variety of quasar spectra. In the next four chapters, Chapters

4-7, I discuss the measurement of η and Ωb. In chapters 5 and 6 I present the

measurement of the deuterium abundance in two systems. I discuss the chemical

evolution of the deuterium abundance, and the status of current measurement in

Chapter 7. In the following three chapters, Chapters 9-11, I present a comparison of

the observations of the Lyα forest with simulations in order to test the concordance

model. I present the quasar survey in Chapter 9. I present the measurement of the

amount of absorption in the Lyα forest from the Lick Kast survey in Chapter 10 and

from the Keck HIRES data in Chapter 11. I discuss the cosmological parameters

we derived from the comparison with simulation in Chapter 10.



Chapter 2

Predicting QSO Continua in the

Lyα Forest

2.1 Abstract

We present a method to make predictions with sets of correlated data

values, in this case QSO flux spectra. We predict the continuum in the Lyman-α

forest of a QSO, from 1020 – 1216 Å, using the spectrum of that QSO from 1216 –

1600 Å. We find correlations between the unabsorbed flux in these two wavelengths

regions in the HST spectra of 50 QSOs. We use principal component analysis (PCA)

to summarize the variety of these spectra and we relate the weights of the principal

components for 1020 – 1600 Å to the weights for 1216 – 1600 Å, and we apply

this relation to make predictions. We test the method on the HST spectra, and we

find an average absolute flux error of 9%, with a range 3 – 30%, where individual

predictions are systematically too low or too high. We mention several ways in

which the predictions might be improved. I believe that this is the first time to use

PCA for making predictions in this area of astrophysics. We had hoped to use PCA

to place continuum on the Lyα forest of QSOs. However, the systematic error is too

large, and hence we manually fit the continuum to the observed QSOs to perform

measurements in Chapters 9-11.

5
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2.2 Introduction

We would like to have an accurate and objective way to find the continuum

level in QSO spectra, because these levels are required to measure the amount

of absorption. The uncertainty in the continuum level is often one of the largest

uncertainties in the studies of intergalactic medium (IGM, e.g. Croft et al., 2002b),

and the precise continuum shape is required for precision measurement of absorption

lines, such as the measurement of D/H (Kirkman et al., 2003; Suzuki et al., 2005).

Standard methods of estimating the continua in the Lyα forest region of

QSO spectra are frequently unsatisfactory. For redshifts 2 < z < 4, the standard

way to find a continuum level is to fit a smooth curve over the peaks of the flux

in the Lyα forest. This method works well, giving < 2% errors in the continuum

level in high resolution spectra (e.g. 8 km s−1 FWHM) with high S/N (e.g. 100

per 2 km s−1, Kirkman et al., 2003). However, the method fails when there are

few pixels that we can clearly identify as unabsorbed continuum, and this lack of

continuum information is common in low S/N spectra, in low resolution spectra

where lines blend together, and at higher redshifts where the Lyα forest absorbs

more than a few percent at all wavelengths. In fact, by redshifts z > 6 the complete

Gunn-Peterson trough (Becker et al., 2001; Djorgovski et al., 2001; Fan et al., 2001)

makes it impossible to directly measure the continuum. Instead, at high redshifts,

especially z > 4, it is common to approximate the continuum in the Lyα forest

with a power-law extrapolation from wavelengths larger than Lyα (Telfer et al.,

2002; White et al., 2003). But the continuum in the Lyα forest is not a power law,

because the wings of the Ly-β-O VI emission line and especially the Lyα line, extend

far into the Lyα forest and there exist weak emission lines especially near 1073 and

1123 Å (Zheng et al., 1997; Vanden Berk et al., 2001; Bernardi et al., 2003).

We might be able to predict the unabsorbed flux in the Lyα forest if it

is correlated with the unabsorbed flux at other wavelengths. Here, the unabsorbed

flux includes both continuum and emission lines, but not the random intervening
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absorption. We measure correlations in a set of QSO spectra (hereafter the training

set), that cover both 1020 Å ≤ λ ≤ 1215 Å (hereafter the blue side) and 1216 Å

≤ λ ≤ 1600 Å (hereafter the red side). We will use the red side spectra of individual

QSOs to make predictions of their blue sides.

We use Principal Component Analysis (PCA) to summarize the informa-

tion in the QSO spectra. PCA seeks to reduce the dimensionality of large data sets

and is widely used in astronomy. (Whitney, 1983; Kanbur et al., 2002; Efstathiou,

2002). Francis et al. (1992) applied PCA to the LBQS (Hewett et al., 1995, 2001)

optical spectra of QSOs to give an objective classification scheme, and they showed

that any normalized QSO spectrum, qi(λ), is well represented by a reconstructed

spectrum, ri,m(λ), that is a weighted sum of m principal components,

qi(λ) ∼ ri,m(λ) = µ(λ) +
m
∑

j=1

cij ξj(λ), (2.1)

where i refers to a QSO, µ(λ) is the mean of many QSO spectra, ξj(λ) is the j th

principal component, and cij is its weight. Instead of classifying QSO spectra, we

use PCA to make predictions.

In §2.3 we describe HST spectra that we use for the training set. We show

the correlations in the QSO spectra and results of the PCA in §2.4. In §2.5 we show

how we make predictions and we discuss their accuracy.

2.3 QSO Spectra and their Correction

For the training set we use UV spectra of low redshift (z < 1) QSOs

because they have little absorption and we can clearly see their continua levels.

Here we describe these spectra, the criteria that we use to select them, and the

corrections that we make.

We use a subset of the 334 high resolution Hubble Space Telescope (HST)

Faint Object Spectrograph (FOS) spectra collected and calibrated by Bechtold et al.

(2002). This sample includes all of the high resolution QSO spectra from the HST
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QSO Absorption Line Key Project (Bahcall et al., 1993, 1996; Jannuzi et al., 1998).

The gratings chosen are G130H, G190H, and G270H, and their spectral resolution

is R ∼ 1300. Bechtold et al. (2002) identified both IGM and ISM lines in a uniform

manner and they applied Galactic extinction corrections using the Galactic redden-

ing map of Burstein & Heiles (1982) and the Milky Way reddening curve of Cardelli,

Clayton, & Mathis (1989).

We select QSO spectra by wavelength coverage and S/N, and we remove

a few QSOs with peculiar spectra. We reject QSOs that do not have complete

coverage from 1020 Å to 1600 Å. This range covers from the Lyβ + O VI emission

line blend to the C IV emission line. A larger range would help reveal the shapes of

the QSO continua, but we would then have fewer QSOs in the sample.

We reject QSOs that did not have an average S/N > 10 per binned pixel

(0.5 Å in the rest frame) from 1050 Å to 1170 Å. We are interested in the intrinsic

variation of the QSO spectra against the mean spectrum. Photon noise adds vari-

ation, masks the intrinsic variations, and alters the primary principal components.

Before we removed the low S/N spectra, we found that some principal components

were largely reproducing the photon noise of the spectra with unusually low S/N.

We remove QSOs with Broad Absorption Lines and Damped Lyα system

because we are unsure where to place their continua. We also remove Q0219+4248

and Q0906+4305 whose emission line features are extremely weak. These removals

make our sample not representative of all QSO spectra.

We end up using the spectra of 50 QSOs that we list in Table 2.1. The

mean redshift is 0.58, with a standard deviation of 0.27 and a range from 0.14 to

1.04. The average S/N is 19.5 per 0.5 Å binned pixel.

We will represent the spectra of all 50 QSO by fitted smooth curves that

reduce the effects of photon noise and interpolate over the absorption lines. To

find the smooth curves, we mask the absorption lines which Bechtold et al. (2002)

identified in both the blue and red sides. Then, for every 50 Å interval, with 20 Å

overlaps, we fit Chebyshev polynomials and we choose the order of the polynomials
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so that the reduced χ2 becomes close to unity. The order is about 4 ∼ 6 if no

strong emission line lies in that interval. In intervals which include strong emission

lines such as Lyα and C IV, the order becomes 30 ∼ 40. For a few QSOs we made

further adjustments using the software described in Kirkman et al. (2003) by fitting

a smooth b-spline curve to the QSO continua.

In Table 2.1 we give emission redshifts that we measure from the peaks

of the Lyα emission lines. In the rest frame the emission line peaks align, and

the asymmetric profiles become a part of variance in the set of spectra. If we do

not use the peak of the Lyα line, but instead we cross-correlate with a template of

known redshift, we find that we need extra principal components to reconstruct the

emission lines. Once we obtain the redshifts, we shift the spectra to the rest frame,

and we rebin them into 0.5 Å pixels. We then have 1161 pixels of flux data values

per QSO in the range 1020 Å – 1600 Å.

Since we are interested in the relative spectrum shape, we throw away

absolute flux information. We find the average flux in 21 pixels around 1280 Å,

and we normalize all spectra to unit flux at these wavelengths, far from any strong

emission lines.
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Table 2.1. Statistical Quantities for 50 Quasars

QSO z |δF10| |δF10| δF10

Red Side Blue Side Blue Side

Q0003+1553 0.450 3.3 5.2 4.1
Q0026+1259 0.145 5.2 6.7 5.4
Q0044+0303a 0.623 4.6 27.3 −27.1
Q0159−1147a 0.669 2.1 3.1 2.8
Q0349−1438 0.615 2.2 14.7 −14.5
Q0405−1219 0.572 2.3 4.4 −4.3
Q0414−0601 0.774 3.5 8.7 8.7
Q0439−4319 0.593 6.0 5.3 5.3
Q0454−2203a 0.532 3.0 31.4 −30.6
Q0624+6907a 0.367 4.7 29.1 −28.8
Q0637−7513 0.652 2.7 18.6 18.6
Q0923+3915 0.698 2.5 4.5 4.2
Q0947+3940 0.205 2.8 15.3 15.5
Q0953+4129a 0.233 5.0 16.8 17.4
Q0954+5537a 0.901 3.8 2.7 2.1
Q0959+6827 0.767 3.5 4.4 −2.3
Q1001+2910a 0.328 5.3 7.9 7.8
Q1007+4147 0.612 3.4 8.8 9.1
Q1100+7715a 0.312 3.9 31.0 31.0
Q1104+1644 0.630 3.1 2.7 −0.4
Q1115+4042a 0.154 5.6 14.5 14.7
Q1137+6604a 0.646 3.1 2.3 −2.3
Q1148+5454 0.970 3.0 12.3 12.5
Q1216+0655 0.332 9.4 4.7 −3.3
Q1229−0207a 1.041 3.1 7.0 6.9
Q1248+4007a 1.027 4.2 6.4 6.3
Q1252+1157a 0.868 3.5 6.8 6.8
Q1259+5918a 0.468 3.0 13.5 −13.4
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Table 2.1—Continued

QSO z |δF10| |δF10| δF10

Red Side Blue Side Blue Side

Q1317+2743 1.009 1.5 10.8 10.8
Q1320+2925a 0.947 3.1 4.3 4.2
Q1322+6557 0.168 4.8 13.5 13.3
Q1354+1933 0.720 4.8 8.1 8.3
Q1402+2609a 0.165 3.6 10.6 10.9
Q1424−1150a 0.804 4.8 10.6 10.6
Q1427+4800a 0.222 4.1 25.9 26.1
Q1444+4047a 0.266 4.1 15.4 −15.1
Q1538+4745a 0.768 4.5 23.4 −23.2
Q1544+4855 0.400 7.4 13.3 −12.8
Q1622+2352a 0.926 4.5 2.7 0.5
Q1637+5726 0.750 2.5 3.6 3.6
Q1821+6419a 0.296 5.0 12.9 −13.2
Q1928+7351a 0.302 2.7 6.1 12.0
Q2145+0643 1.000 3.7 2.5 0.4
Q2201+3131a 0.296 3.1 3.2 3.3
Q2243−1222 0.626 3.6 2.6 2.2
Q2251+1120a 0.325 6.8 27.6 −27.1
Q2251+1552 0.856 2.7 4.1 2.2
Q2340−0339a 0.894 3.1 24.7 24.6
Q2344+0914a 0.671 7.8 5.5 4.9
Q2352−3414 0.707 3.6 3.9 1.0

Note. — We used 10 principal components for the error
values, which we show multiplied by 100.

aThe spectrum contains absorption or unusual photon
noise in the region 1216 – 1240 Å that might have led to
an inaccurate continuum level.
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2.4 Principal Component Analysis of QSO Spectra

We calculate the correlation of the fluxes at different wavelengths to see

how different parts of the typical QSO spectrum are related. In Figure 2.1, we see

the 1161 × 1161 correlation matrix R with elements

R(λm, λn) =
1

N − 1

N
∑

i=1

(qi(λm) − µ(λm)) (qi(λn) − µ(λn))

σ(λm) σ(λn)
, (2.2)

where qi(λ) is the continuum fitted and normalized spectrum for the i th QSO, N

is the total number of QSO spectra, σm and σn are the standard deviations of the

flux in the mth and nth wavelength bins, λm and λn respectively.

We find moderate correlation, about 0.2 ∼ 0.6, between the red and blue

continua. The correlation between the emission lines, 0.8, is much stronger, and

hence we expect that the emission lines in the red side will give good predictions for

those in the blue side.

We can calculate the covariance matrix V for the 50 QSOs as:

V (λm, λn) =
1

N − 1

N
∑

i=1

(qi(λm) − µ(λm)) (qi(λn) − µ(λn)) . (2.3)

In Figure 2.2 we see the covariance is relatively small in the continuum but large in

the emission lines, meaning that the emission lines vary a lot from QSO to QSO.

The peaks near 1073 and 1123 Å probably correspond to the weak emission lines in

the Lyα forest that Bernardi et al. (2003) discuss.

We can find the principal components by decomposing the covariance ma-

trix V into the product of the orthonormal matrix P which is composed of eigen-

vectors, and the diagonal matrix Λ containing the eigenvalues:

V = P
−1ΛP . (2.4)

We call the eigenvectors, the columns of the matrix P , the principal components.

The principal components are ordered according to the amount of the variance in

the training set that they can accommodate, such that the first principal component

is the eigenvector which has the largest eigenvalue.
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Let us quantitatively assess how well we can reconstruct the QSO spectra

using a certain number of the components. We find the weight cij of the jth principal

component for QSO spectrum qi(λ) from:

cij =
∫ 1600Å

1020Å
(qi(λ) − µ(λ)) ξj(λ) dλ. (2.5)

When we use the first m components, we get the reconstructed spectrum ri,m. The

ξj(λ) look similar to QSO spectra, but with more structure at the wavelengths of

the emission lines. Examples of principal components and reconstructions, which

are very similar to ours, are given by Francis et al. (1992).

We now introduce the accumulated residual variance fraction δEi,m:

δEi,m =
∫ 1600Å

1020Å
(ri,m(λ) − qi(λ))2dλ

/

∫ 1600Å

1020Å
(qi(λ) − µ(λ))2dλ. (2.6)

This quantity measures the square of the difference of a reconstructed spectrum

from the continuum fitted QSO spectrum, in units of the square of the difference

between that QSO and the mean. Hence δEi,m decreases from 1 to near zero as

we add components to the reconstruction. The m in δEi,m tells us that we have

used the first m components in the reconstruction ri,m(λ). In Table 2.2, we list

the mean < δEm >= (1/N)
∑N

i=1 δEi,m, averaged over all 50 QSOs. The first three

component takes 77% of the residual, and the first 10 components absorb about

96%. Francis et al. (1992, their Fig. 4) analyzed the LBQS set of QSO spectra

(Hewett, Foltz, & Chaffee, 1995, 2001). Using a different statistic that accounts for

photon noise, different wavelengths, and including BAL QSOs and all absorption

lines, they found that the first three components accounted for 75% of the variance,

and the first 10 components 95%. We also analyzed the LBQS spectra, kindly

provided by Paul Francis and Paul Hewett, to confirm that our implementation

of the PCA matched theirs given our wavelength range and selection criteria. The

residual variance decreases in a different way for each QSO because the contributions

of the components differ. However, on average, the rate of reduction slows after third

component and saturates around the 10th component. The components greater than
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about 10th look noisy and carry little information. In the following discussion, we

use up to the first 10 principal components.
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Figure 2.1: Visualization of the 1161 × 1161 correlation matrix (Equation (2) )

created from the continua fitted to the 50 QSO spectra, normalized near 1280 Å. The

numerical values, encoded in the lower bar, depend on the normalization wavelength,

and the features near 1280 Å are artifacts of the normalization. The correlation is

unity by definition on the diagonal, and the upper and lower triangles are identical

reflections about this diagonal. Top and left panels show the wavelength range

and the mean spectrum of the 50 QSOs. Emission lines are shown at effective

wavelengths from Wills et al. (1995). We see that the correlation is strong between

the emission lines, for example the horizontal row at the wavelength of C IV shows

correlations 0.4 – 0.9 at the wavelengths of Lyβ and Lyα. The continuum between

Lyβ and Lyα is moderately correlated (0.1 – 0.6) with that between Lyα and Si IV,

and somewhat less correlated (0.0 – 0.5) with that from Si IV to C IV.
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Figure 2.2: As Figure 2.1, except showing the covariance matrix given by Equation

(3). The variance is largest at the emission line wavelengths: Lyβ + O VI, 1073 Å,

1123 Å, Lyα, N V, Si II (1263), O I + Si II (1306), C II (1335), Si IV + O IV] and

C IV. We see a grid of peaks in the variance at the intersections of these wavelengths.

The variance is zero at 1280 Å where we normalized the spectra to the same flux.

The variance is larger between Lyβ and Lyα than on the red side, perhaps because

of errors in our continuum fits in the Lyα forest or because of intrinsic variations.

We obtain the principal components by decomposing this covariance matrix into

eigenvectors and eigenvalues.
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2.5 Predicting Spectra

Our goal is to predict the continuum of a QSO in the Lyα forest, the blue

side, using a spectrum of wavelengths larger than Lyα emission, the red side. In

§4.1 we describe how we relate the blue and red side continua, and in §4.2 we give

a general recipe to make predictions.

2.5.1 Methods

Unfortunately, we do not have enough QSO spectra for both a training set

and a separate set of spectra that we can use to test our predictions. Hence, we

also use the training set for the tests. When we make a prediction for a QSO, we

use a set of principal components which we generated without using any spectra of

that QSO. We will call this the bootstrap method, and we will use it in most of

the remainder of this paper. When we omit different QSOs, the first five principal

components change by a few percent, most noticeably at the wavelengths of the

emission lines. If we do not omit the QSO of interest, the complete set of principal

components contains all the information on each QSO, including the continuum

fitting and photon noise. We found the noise features could identify a QSO, giving

weights with unrealistically high precision.

We chose three steps to quantify the relationship between the red and blue

sides of the spectra in the training set.

• Step 1: Find the first m principal components ξj(λ) and their weights, cij . We

use all the blue and red side wavelengths, 1020 Å to 1600 Å, and we use the

bootstrap method to give a slightly different set of ξj(λ) for each QSO i.

• Step 2: Repeat step one, using only the red wavelengths 1216 Å to 1600 Å.

We again keep the first m principal components, ζj(λ) and their weights, dij,

which are similar to those from step one. We can write the weights in the

N × m matrix form C = cij and similarly for D = dij.
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• Step 3: Find the m×m projection matrix X = xij which translates the weights

found on the red side to the weights for the whole spectrum:

C = D · X. (2.7)

We have N = 50 QSOs, and we keep m = 10 components. We then

have more equations (N) than unknowns (m) and we wish to find the least-squares

solution to this over-determined set of linear equations. The solution matrix X can

be found via the Singular Value Decomposition technique (Press et al., 1992).

2.5.2 Making a Prediction

We are now ready to make a prediction of the Lyα forest continuum of

any QSO spectrum, that need not be in the training set, provided we have the red

side of its spectrum. We obtain predictions in three steps, that are similar to those

presented above to find X.

• Step A: Find the weights for the red spectrum,

bij =
∫ 1600Å

1216Å
(qi(λ) − µ(λ)) ζj(λ) dλ. (2.8)

The bij will be like the dij in step 2 above, except that the principal components

could be different. If the QSO is not part of the training set, then the ζj(λ)

can be derived using the entire training set.

• Step B: Translate the weights from the red side bij , to weights for whole spec-

trum, using

aij =
m
∑

k=1

bik xkj. (2.9)

This resembles Equation (7), except that we now know X and we are deriving

the aij that play the roles of the cij of step 1.

• Step C: Make a predicted spectrum,

pi,m(λ) = µ(λ) +
m
∑

j=1

aij ξj(λ). (2.10)
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The predicted spectrum pi,m(λ) differs from the reconstruction ri,m(λ) because the

reconstruction uses weights derived from the blue and red sides of the spectrum,

using Equation (1), where as the predictions use weights derived from the red part

of the spectrum alone, using Equations (8) and (9).

We provide the mean spectrum, the two sets of principal components,

ξj(λ) and ζj(λ), and the projection matrix X, so the readers can make their own

predictions. The numerical values of the projection matrix X are shown in the

Appendix. The machine readable data are published in the electronic edition of the

Astrophysical Journal.

2.5.3 Prediction Accuracy

In Figure 2.3, we show two relatively successful and two unsuccessful pre-

dictions, pi,10(λ), together with the corresponding continuum fitted QSO spectra,

qi(λ). When the prediction fails, the predicted spectrum is systematically either too

low or too high, but with no preference.

We assess the errors on our predictions using the absolute fractional flux

error:

|δFi,m| =
∫ λ2

λ1

∣

∣

∣

∣

∣

pi,m(λ) − qi(λ)

qi(λ)

∣

∣

∣

∣

∣

dλ

/

∫ λ2

λ1

dλ. (2.11)

For the blue side, λ1 = 1050 Å and λ2 = 1170 Å, avoiding the Lyβ and Lyα emission

lines, and for the red side, λ1 = 1216 Å and λ2 = 1600 Å. In Table 2.1, we list the

absolute fractional flux errors for each QSO, when we use m = 10 components. In

Table 2.2, row (c) and (e), we list < |δFm| >= (1/N)
∑N

i=1 |δFi,m|, the mean of the

absolute fractional flux error from all 50 QSOs, and we show how this mean changes

with m. For comparison, in rows (b) and (d), we also list < |δFm| > obtained by

reconstruction when we replace pi,m(λ) in Equation (11) by ri,m(λ) from Equation

(1). These ri,m(λ) use principal components derived from the blue plus red sides.

We find similar values if we use principal components from the red side alone.

The advantage of using more components is different for the reconstruction,
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the red side prediction, and the blue side prediction. For the reconstruction and the

red side prediction, more components always improve the fit (Table 2.2, row (b), (c),

(d)), although the reduction of the error is small after about the 10th component,

and we think the remaining 3% absolute fractional flux error is similar in size to the

error of the continuum fitting (§2).

On the other hand, for the blue side prediction, adding more components

does not reduce the mean error. We think the reason is related to the proper-

ties of the first few principal components. Only the third, fourth and fifth principal

components have a significant slope. If we choose appropriate weights for these com-

ponents, we are likely to make accurate predictions, and adding more components

can reduce the residuals (Figure 2.3, panel (a), (b)). But if we choose inappropriate

weights, there is no way to correct the slope (Figure 2.3, panel (c), (d)). Hence the

main error in our predictions is a systematic slope error which makes the blue side

prediction too high or too low.

Although our predictions give small errors for some QSOs, they give huge

errors for others. With 10 components, the mode of the |δF10| distribution is 3%,

the median is 8%, and the range is about 30%. We predict the blue continua of 28

QSOs out of 50 QSOs to |δFi| ≤ 10%, but we do not know which QSOs will have

these small errors. We find that many of the QSOs that give the largest errors have

absorption or unusually low S/N on the red side of the Lyα line (1216 – 1240 Å,

noted in Table 2.1) which makes the continuum level hard to estimate. This region

is significant because it contains much of the variance and hence will have a large

effect on the weights. However in others cases there is little or no absorption, and

the slope of the spectrum appears to change as we cross the Lyα emission line. We

do not in general see any correlation between the errors in the red and blue side

predictions.

We introduce a third error statistic, the fractional flux error,

δFi,m =
∫ λ2

λ1

pi,m(λ) − qi(λ)

qi(λ)
dλ

/

∫ λ2

λ1

dλ, (2.12)
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to help us estimate the error in the integrated flux. This error is related to flux

decrement statistic, Da (Oke & Korycansky, 1982; Bernardi et al., 2003), which has

been used to calibrate numerical simulations of the IGM (Croft et al., 2002b). In

Table 2.1 we see that δFi,10 has a similar magnitude to |δFi,10|, also for the blue

side, because the predictions tend to be too low or too high across the entire blue

side. The mean of δFi,m for all 50 QSOs, < δFm > , is zero by definition, at each

wavelength, when we use m = 0, because pi,0(λ) = µ(λ). When m > 0, the statistic

< δFm > represents the bias in the predictions, and in Table 2.2 we see that it

remains within a few percent of zero for all m ≤ 10.

In Figure 2.4 we show an example of the prediction of the Lyα forest

continuum of a higher redshift QSO from the Sloan Digital Sky Survey (York et al.,

2000; Stoughton et al., 2002) for which the continuum is unobservable because of

the large amount of absorption. To make this prediction, which looks acceptable,

we use the red side of its spectrum.
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Table 2.2. Mean Statistical Quantities for 50 Quasars

Component: m 1 2 3 4 5 6 7 8 9 10

Blue plus Red sides: 1020 Å ≤ λ ≤ 1600 Å

(a) Reconstruction < δEm > 50.1 31.5 22.8 15.9 11.8 8.7 6.7 5.7 4.6 3.7

Red Side: 1216 Å ≤ λ ≤ 1600 Å

(b) Reconstruction < |δFm| > 8.9 7.5 7.7 5.9 5.1 4.4 3.7 3.7 3.6 3.3

(c) Prediction < |δFm| > 8.7 6.7 6.5 5.4 5.6 4.4 4.3 3.9 4.1 3.1

Blue Side: 1050 Å ≤ λ ≤ 1170 Å

(d) Reconstruction < |δFm| > 10.5 6.9 5.5 4.1 4.0 3.9 4.1 3.3 3.7 3.2

(e) Prediction < |δFm| > 10.4 9.6 9.7 9.2 9.6 9.7 9.7 10.7 9.9 9.4

(f) Prediction < δFm > −1.4 −1.0 −1.2 −1.0 −1.2 −1.2 −1.2 −2.2 −1.4 −1.3

Note. — We have multiplied the values, which are the means for all 50 QSOs, by 100.
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Figure 2.3: Four examples of our predicted spectra and their accuracy. The top

two gave relatively small errors, and the bottom two relatively large. Note that the

vertical scales are not all the same. The panels on the left show in thick lines the

original continuum fitted spectra, qi(λ). The thin lines show the spectra predicted

using 10 components (pi,10(λ), Equation (10)). We do not show any reconstructions

ri,j(λ), to either the red sides or the whole spectra. The panels on the right show the

corresponding absolute fractional flux error (Equation (11)) averaged over the part

of the blue (1050 – 1170 Å, thin lines) and the whole of the red (1216 – 1600 Å, thick)

sides for each QSO. For both the blue and red we show the predictions (Equation

(10)) and not reconstructions, which are usually better. For the top two QSOs the

errors decrease when we use more components, reaching 2 – 6% on both the red and

blue sides with 10 components. For the bottom two QSOs, the predictions reach 3

– 4% on the red side, because we use information from those parts of the spectrum,

but they are too low or too high by 13 – 23 % on the blue side, primarily because

the level is wrong, even though the emission line shapes seen excellent. These four

QSOs represent the variety found in the sample of 50 QSOs. We were unable to

predict which QSOs would behave like the top or bottom two.



26



27

Figure 2.4: An example of a continuum predicted (dotted line) using Equations

(8) – (10) for a high redshift QSO, SDSS J094056.01+584830.2 (solid lines). The

only information that we use on this QSO is the red side of this spectrum, from

1216 – 1600 Å. The Lyα forest forest absorbs strongly and no pixels in this low

resolution spectrum reach the predicted continuum level. We suspect the predicted

blue continuum has the correct shape, including the two emission lines between Lyβ

and Lyα, but we know that the overall level could be in error by 5 – 30%, as we saw

in Figure 2.3.
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2.5.4 Errors and Different Methods

Although the error in the levels of many of the predictions was unexpected,

we can think of many possible explanations, including the intrinsic QSO spectra,

calibration errors, and the method.

The intrinsic slope of the continuum may be changing at the UV wave-

lengths we consider (Zheng et al., 1997; Telfer et al., 2002). The UV flux from

QSOs is black body radiation from the accretion disk around the central super mas-

sive black hole (Malkan, 1983; Sun & Malkan, 1989). If we pass over the peak of

the black body continuum, the slope changes rapidly, and we will not have enough

wavelength coverage to follow the change of the slope.

There are many possible errors in the calibration of the spectra, especially

the Galactic extinction correction (Fitzpatrick, 1999). At our wavelengths, the ex-

tinction increases rapidly as the wavelength drops. If we underestimate color excess

E(B-V) for a z = 0 QSO by 0.01 magnitudes, we decrease the flux at 1600 Å by 7%,

and at 1020 Å by 14% .

We have presented only one of many ways of predicting spectra. We at-

tempted some other less successful schemes before we arrived at this method. For

instance, we fitted the red side by minimizing the χ2 of ξj(λ) against qi(λ) to get

aij , but we found the blue side prediction is then unstable. Different combinations

of the principal components give similar χ2 on the red side, but their blue sides can

have a large variety.

We also experimented with different ways of normalizing the spectra, both

near 1450 Å and using the entire red side, and we obtain similar results. We tried

attempting to remove the slopes from spectra, by fitting a straight line to the red

sides, but these lines were not adequately determined.

The predictions given here could be improved in several ways. We should

first seek improved methods, which might not involve PCA. If we had spectra of

many more QSOs we would be less subject to the distortions and noise in individual
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spectra, and we could test the predictions on spectra that were not in the training

set. Higher resolution and higher S/N spectra would help to reveal the weak emission

features, and reduce the errors in the initial continuum fit. Extending the wavelength

range on the red side may help identify the slope of the continuum for some QSOs,

but for others we found that a reduced wavelength range, from 1216 – 1400 Å gave

better predictions, because this restricted range has a stronger correlation with the

flux on the blue side. We have also made predictions with the red side restricted

to 1280 – 1600 Å, to avoid the large flux errors that can occur when there are

absorption lines in the Lyα and N V emission lines. We found that there was no

significant change in < |δFm| >.

2.6 Appendix : Projection Matrix X

The following is the 10 × 10 projection matrix X discussed in §2.5:

X =















































−1.326 −0.042 −0.000 −0.040 −0.016 −0.011 −0.001 −0.004 0.000 0.001

0.023 1.158 0.054 −0.488 0.078 −0.120 −0.016 0.013 0.003 −0.006

−0.143 0.457 0.883 0.528 −0.251 −0.224 −0.115 0.001 0.014 −0.016

0.484 −0.405 0.348 −0.705 −0.829 0.255 0.186 −0.015 −0.008 −0.034

−0.112 0.053 −0.241 0.335 −0.013 −0.680 0.973 0.249 0.207 −0.197

−0.596 1.105 0.430 0.419 0.224 1.162 0.310 0.025 0.517 0.185

−0.628 1.206 −0.806 0.704 −0.468 0.563 −0.181 0.679 −0.292 −0.317

0.414 −0.301 −1.021 −0.112 −0.552 −0.529 −0.665 −0.141 0.840 −0.249

1.667 0.372 −0.254 0.213 −0.082 −0.506 0.264 0.327 −0.490 0.445

3.039 0.344 −0.426 −0.321 −0.515 −0.585 −0.139 0.118 −0.080 −0.144
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Chapter 3

Quasar Spectrum Classification

with PCA

3.1 Abstract

We investigate the variety in quasar UV spectra (λλ1020-1600) with em-

phasis on the weak emission lines in the Lyα forest region using principal component

analysis (PCA). This paper is a continuation of Suzuki et al. (2005, Paper I), but

with a different approach. We use 50 smooth continuum fitted quasar spectra (0.14

< z < 1.04) taken by the Hubble Space Telescope (HST) Faint Object Spectrograph.

There are no broad absorption line quasars included in these 50 spectra. The first,

second and third principal component spectra (PCS) account for 63.4, 14.5 and 6.2%

of the variance respectively, and the first seven PCS take 96.1% of the total variance.

The first PCS carries Lyα, Lyβ and high ionization emission line features (O VI,

N V, Si IV, C IV) that are sharp and strong. The second PCS has low ionization

emission line features (Fe II, Fe III, Si II, C II) that are broad and rounded. Three

weak emission lines in the Lyα forest are identified as Fe II λ1070.95, Fe II+Fe III

λ1123.17, and C III∗ λ1175.88. Using the first two standardized PCS coefficients,

we introduce five classifications: Class Zero and Classes I-IV. These classifications

will guide us in finding the continuum level in the Lyα forest. We show that the

30
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emission lines in the Lyα forest become prominent for Classes III and IV. By ac-

tively using PCS, we can generate artificial quasar spectra that are useful in testing

the detection of quasars, DLAs, and the continuum calibration. We provide 10,000

artificially generated spectra. We show that the power-law extrapolated continuum

is inadequate to perform precise measurements of the mean flux in the Lyα forest

because of the weak emission lines and the extended tails of Lyα and Lyβ/O VI

emission lines. We introduce a correction factor δF so that the true mean flux 〈F 〉
can be related to 〈FPower−Law〉 as measured using power-law continuum extrapola-

tion by : 〈F 〉 = 〈FPower−Law〉 ·δF . The correction factor δF ranges from 0.84 to 1.05

with a mean of 0.947 and a standard deviation of 0.031 for our 50 quasars. This

result means that using power-law extrapolation we miss 5.3% of flux on average and

we show that there are cases where we would miss 16% of flux. These corrections

are essential in the study of the intergalactic medium at high redshift in order to

achieve precise measurements of physical properties, cosmological parameters, and

the reionization epoch.

3.2 Introduction

It is important for the study of quasar absorption lines to understand the

shape of the continua in the Lyα forest from which we study the physical properties

of the intergalactic medium (IGM) and extract cosmological parameters (Kirkman

et al., 2003; Tytler et al., 2004a). It is the uncertainty of continuum fitting to the

Lyα forest that makes precise measurements difficult(Croft et al., 2002a; Suzuki

et al., 2003; Jena et al., 2005). Thus, we wish to have a simple and objective quasar

spectrum classification scheme that enables us to describe the global shape of the

continuum as well as the individual emission line profiles. The principal component

analysis (PCA), also known as Karhunen-Loève expansion (Karhunen, 1947; Loève,

1948), is one of the best methods to carry out such classification (Kendall, 1980).

PCA enables one to summarize the information contained in a large data
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set, and it is widely used in many areas of astronomy (Connolly et al., 1995; Cabanac

et al., 2002, and references therein). Francis et al. (1992) applied PCA to quasar

spectra using 232 quasar spectra (1.8 < z < 2.2 ; λλ1150 − 2000) from the Large

Bright Quasar Survey (LBQS; Hewett et al., 1995, 2001). They showed that the

first three principal components account for 75% of the variance. Boroson & Green

(1992) used 87 low redshift quasar spectra ( z < 0.5) and showed the anticorrelation

between the equivalent width of Fe II and [O III] and the correlation between the

luminosity, the strength of He II λ4686, and the slope index αox. Boroson (2002)

investigated the relation between the first two principal components and the physical

properties such as black hole mass, luminosity, and radio activity. Shang et al. (2003)

studied 22 low redshift UV and optical quasar spectra (z < 0.5 ; λλ1171−6607) and

showed the relation between the first principal component and the Baldwin effect,

which is the anticorrelation between the luminosity and the equivalent width of the

C IV emission line. Yip et al. (2004) applied PCA to the 16,707 Sloan Digital Sky

Survey quasar spectra (0.08 < z < 5.41 ; λλ900 − 8000) and reported that the

spectral classification depends on the redshift and luminosity, and that there is no

compact set of eigenspectra that can describe the majority of variations. They also

showed the relationship between eigencoefficients and the Baldwin effect.

In Suzuki et al. (2005, hereafter Paper I) we analyzed 50 continua fitted

quasar spectra taken by the Hubble Space Telescope (HST) Faint Object Spectro-

graph. Since they are at low redshifts (0.14 < z < 1.04), and the Lyα forest lines are

not so dense, we can see and correctly fit the continuum to the spectra. Using PCA

we attempted to predict the continuum level in the Lyα forest where the continuum

levels are hard to see because of the abundance of the IGM absorptions. Although

we succeeded in predicting the shape of the weak emission lines in the Lyα forest

region, our prediction suffers systematic errors of 3 − 30%.

The goal of this paper is to explore the variety of quasar UV spectra in the

following manner: 1. we clarify the PCA formulation in order to describe quasar UV

spectra quantitatively (§3.4) using eigenspectra or the principal component spectra
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(PCS), 2. we introduce five classes of quasar UV spectra to help us understand the

variety of quasar spectra qualitatively (§3.6), 3. we introduce the idea of artificial

quasar spectra (§3.5) and 4. the mean flux correction factor δF (§3.7), and 5. we

report the identities of three weak emission lines in the Lyα forest (Appendix).

3.3 Data

We use the same 50 HST FOS spectra from Paper I, and the detailed

description is therein. Here we summarize the 50 HST spectra. These 50 quasar

spectra are a subset of the 334 high resolution HST FOS spectra (R ∼ 1300) col-

lected and calibrated by Bechtold et al. (2002) which include all of the HST QSO

Absorption Line Key Project’s data (Bahcall et al., 1993, 1996; Jannuzi et al., 1996).

Bechtold et al. (2002) identified both intergalactic and interstellar medium lines and

corrected for Galactic extinction.

For each spectrum, we combined the individual exposures and remeasured

the redshift using the peak of the Lyα emission line. Then we brought the spectrum

to the rest frame and rebinned it into 0.5 Å pixels. We masked the identified

absorption lines and fitted a smooth Chebyshev polynomial curve. We normalized

the flux by taking the average of 21 pixels around 1280 Å where no emission line is

seen.

We chose the wavelength range from 1020 to 1600 Å so that we can cover

the Lyα forest between the Lyβ and the Lyα emission lines while maximizing the

number of spectra. We removed broad absorption line (BAL) quasars from the

sample since we are interested in emission line profiles and the continuum shape.

Lastly, we removed quasars with S/N < 10 per pixel because we cannot extract weak

emission line features in low S/N spectra. The redshift range of the 50 spectra is

from 0.14 to 1.04 with a mean of 0.58. The average S/N is 19.5 per 0.5 Å binned

pixel.
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3.4 PCA & Principal Component Spectrum

3.4.1 The PCA Formulation

We express a quasar spectrum in Dirac’s “bra ket” form, |qi〉, which is

commonly used in quantum mechanics and simplifies our description (Sakurai, 1985).

We claim that any quasar spectrum, |qi〉 , is well represented by a reconstructed

spectrum, |rim〉, which is a sum of the mean and the weighted m principal component

spectra:

|qi〉 ∼ |ri,m〉 = |µ〉 +
m
∑

j=1

cij|ξj〉 (3.1)

where i refers to a quasar, |µ〉 is the mean quasar spectrum, |ξj〉 is the jth principal

component spectrum (PCS), and cij is its weight. Unlike quantum mechanics, the

weight, cij, is not a complex number but a real number. We found the covariance

and correlation matrix of the 50 quasar spectra in Paper I and by diagonalizing

the covariance matrix, we can obtain the PCS. In practice, we found the PCS via

a singular value decomposition (SVD) technique from the 50 quasar spectra. The

recipes can be found in Francis et al. (1992) and Paper I. Since we defined PCS to

be orthonormal:

〈ξi|ξj〉 = δij , (3.2)

and we can obtain the weights cij by calculating the following inner product:

cij = 〈qi − µ|ξj〉. (3.3)

We show the mean spectrum in Figure 3.1 and the first 10 PCS and the

distribution of their weights in Figure 3.2 and 3.3. Although wavelength coverage,

normalization, resolution, and the number of quasars are different, the general trend

of PCS is similar to that of Francis et al. (1992) with the exception of the third PCS.

The reason for the exception is that the third PCS of Francis et al. (1992) takes
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into account BAL features, while we do not have such features since we removed

BAL quasars. Our third PCS has sharp emission line features for Lyβ/O VI, the

core of Lyα, and C IV emission lines, but broad negative features around the Lyα

emission line. The continua of the third, fourth and fifth PCS have a slope, and the

fifth PCS includes the asymmetric feature for the strong emission lines. The fifth

PCS is similar to the second PCS in that P-Cygni profiles are seen but they are very

broad, and there are no low ionization emission line features blueward of the Lyα

emission line. The sixth and seventh PCS carry some information on low ionization

weak emission lines, but the spectrum features are getting noisy. The eighth and

higher order PCS have high frequency wiggles which no longer correspond to any

physical emission lines and are probably due to fitting errors. We used continua

fitted spectra which are free from photon noise, but still they are likely to suffer

fitting errors of at least a few percent as we can see in Figures 3.7-3.11. The mean

spectrum and the first 10 PCS are available on-line from the Paper I. Next, let us

discuss the contribution from each PCS quantitatively.
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Figure 3.1: The mean spectrum of 50 HST quasar spectra: The spectrum is nor-

malized near 1280 Å. The wavelengths are taken from Morton (1991) except Fe II,

Fe III and CIII∗ lines that are observed wavelengths from Tytler et al. (2004b). The

tick marks shown below the spectrum are the wavelengths of the Fe II and Fe III

multiplet. The dotted line is the power-law continuum approximation. Note the

emission lines do exist in the Lyα wavelength region, We also note the wavelength

separation of Si IV doublet at λ1400 is relatively large, and makes the line profile

broad.
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Figure 3.2: The first five PCS 1-5 are shown in the left panels with the distribution

of PCS coefficients cij on the right. The first PCS takes the Lyα, Lyβ and the high

ionization line features (O VI, Si IV, C IV) while the second PCS account for the

low ionization lines (Fe II, Fe III, Si II, C II). We expect to have the low ionization

lines in the Lyα forest when a quasar has the negative second PCS coefficient. We

note that PCS are designed to be orthonormal. The quasar spectra are normalized

near 1280 Å and every PCS has zero value near 1280 Å.
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Figure 3.3: The same as Figure 3.2 but the second five PCS 6-10. From 8th and

higher PCS, the features in PCS become noisy and no longer have physical corre-

spondence. They are probably fitting errors.
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3.4.2 Quantitative Assessment of PCA Reconstruction

We make use of the residual variance to assess the goodness of PCA re-

construction. The residual variance of a reconstructed quasar spectrum with m

components is a sum of the squares of the difference between the quasar spectrum,

|qi,〉, and the reconstructed spectrum, |ri,m〉:

〈qi − ri,m|qi − ri,m〉 =
N
∑

i=m+1

c2
ij , (3.4)

where N is the number of quasar spectra. For the overall contribution from mth

PCS, we define the residual variance fraction, f(j), as follows:

f(j) =

N
∑

i=1

c2
ij

N
∑

i,j=1

c2
ij

. (3.5)

We redefine the square root of the eigenvalue of the jth PCS as follows:

λj =
1

N − 1

√

√

√

√

N
∑

i=1

c2
ij. (3.6)

Then we wish to use λj to describe the probability distribution function

(PDF) of the PCS coefficients. The PDF of the weights is not necessarily a Gaussian,

but as shown in Figures 3.2 and 3.3, the PDF can be well represented by a Gaussian.

We also note that by construction:

N
∑

i=1

cij = 0 (3.7)

for any j. Thus, the PDF of weights is characterized by just one parameter, λj. The

probability of having a weight, cij , in an interval, −x0 ≤ cij ≤ x0 can be expressed

as:

P (−x0 ≤ cij ≤ x0) =
∫ x0

−x0

1√
2πλj

e
−

x2

2λ2

j dx. (3.8)
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Naturally, it would be convenient if we standardize the weight, cij , by λj.

We can then rewrite a quasar spectrum as:

|qi〉 ∼ |ri,m〉 = |µ〉 +
m
∑

j=1

λjσij |ξj〉 (3.9)

where the σij are the standardized PCS coefficients which represent the deviation

from the mean spectrum of the jth PCS of quasar i. The PDF of the σij is a

normal distribution, so we can immediately tell how far and how different the quasar

spectrum would be from the mean spectrum. This standardization of the weights

simplifies the discussion of the variety of quasar spectra in §3.6.

Another advantage of using λj is that we can simplify the residual variance

fraction f(j):

f(j) =
λ2

j

N
∑

j=1

λ2
j

. (3.10)

The values of f(j) are listed in Table 3.1. The first, second and third

PCS account for 63.4%, 14.5% and 6.2% of the variance respectively. In total, the

first three PCS account for 84.3% of the variance of the 50 quasars in our sample.

These fractions depend on the normalization and the wavelength coverage. In the

literature, Francis et al. (1992) report that the first three PCS account for 75%

(λλ1150 − 2000), and Shang et al. (2003) show that the first three PCS carry 80%

(λλ1171 − 2100) of the variance. Both groups normalized flux by the mean flux,

while this paper normalizes by a flux value near 1280 Å. Our value of 84.3% is

slightly higher than the above numbers probably because we removed the BAL

quasars, which are certainly a source of variance. In addition, we used fitted smooth

continua to the Lyα forest, while they used the observed raw Lyα forest which

obviously contains a large variance (Tytler et al., 2004a). As shown in Table 3.1,

the contribution from each PCS component to the variance rapidly decreases with

order m. It becomes less than 1% after the 8th PCS and then stays the same. With

seven PCS components, 96% of the variance has already been accounted for. As is
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seen in the PCS features in Figure 3.3, the remaining 4% of the variance is probably

due to fitting errors.
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Table 3.1. Eigenvalue and Residual Variance Fraction

Component : j 1 2 3 4 5 6 7 8 9 10

Eigenvalue λ2
j 57.204 12.985 5.528 4.614 2.516 2.189 1.293 0.605 0.541 0.453

λj 7.563 3.604 2.351 2.148 1.586 1.479 1.137 0.778 0.735 0.673

Residual Variance Fraction f(j) 0.637 0.145 0.062 0.051 0.028 0.024 0.014 0.007 0.006 0.005

Cummulative Residual Variance Fraction 0.637 0.781 0.843 0.894 0.922 0.947 0.961 0.968 0.974 0.979

Note. — Cummulative residual variance fracion is a simple sum of residual variance fraction upto jth PCS.
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3.5 Artificial Spectra

We can use PCS to generate artificial spectra. Artificial spectra can be

useful in testing the detection of quasars and DLAs, in flux calibration, in intrinsic

quasar flux level fitting, and in cosmological simulations. By assigning PCS coeffi-

cients randomly from known PDFs, we can generate artificial quasar spectra. As we

have discussed in §3.4, the PDF of the jth PCS coefficient is well represented by a

Gaussian with a mean of 0, and a standard deviation of λj . If we then sum up the

PCS with these coefficients (equation 3.9), we can create a set of artificial quasar

spectra.

Noiseless quasar spectra are of great use in IGM studies, since at high

redshift, it is difficult to see the intrinsic flux level in the Lyα forest. Even at redshift

2, pixels in the Lyα forest hardly reach the flux level with FWHM=250km/s (Tytler

et al., 2004b). Artificial quasar spectra can thus be useful to predict the shape of

continuum in the Lyα forest (Paper I) and to calibrate continuum fitting to the Lyα

forest (Tytler et al., 2004a,b). They would be also useful to test the detection limit

of the high redshift quasar survey since the Lyα emission can possibly boost the

brightness by 0.15 magnitude. We have generated 10,000 artificial quasar spectra

using the first seven PCS for a more realistic representation of the quasar spectra.

We concluded that the features seen in PCS greater than eighth are noise, and we

did not include higher order PCS. We will provide artificially generated spectra to

the community upon request.

3.6 PCA Classification

3.6.1 Introduction of Five Classes

This paper attempts to classify quasar spectra quantitatively using our

standardized PCS coefficients, σij . We note that there is no discrete classification

of quasar spectra and that they vary continuously. However, this classification will
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help us in fitting the continua to the Lyα forest spectrum. We use the first two PCS

coefficients to demonstrate the variety of emission lines and continua. We divide

the σi1 vs. σi2 diagram (Figure 3.4) into five zones and introduce five classes of

spectral types that enable us to discuss the shape of continua qualitatively. As we

have seen in §3.4 and Table 3.1, the first two PCS coefficients account for 77.9% of

the variance and represent the overall shape of the quasar spectrum. We introduce

polar coordinates as follows:

ri =
√

σ2
i1 + σ2

i2 (3.11)

tan θi =
σi2

σi1

(3.12)

where ri represents the deviation from the mean spectrum, and the angle θi tells us

about the profiles of the emission lines.

The main goal of this classification is to differentiate the families of quasar

spectra. In practice, when we fit the intrinsic flux level to a quasar spectrum,

it would be convenient for us if we could know from which family of the quasar

spectrum we should start with. First, we define Class Zero for those close to the

mean spectrum in shape. We define Class I-IV corresponding to the quadrant I-IV

in the σi1 vs. σi2 diagram, shown in Figure 3.4. The probability of r ≤ r0 is:

P (r ≤ r0) =
∫ r0

0
re−

r2

2 dr (3.13)

= 1 − e−
r2
0

2 . (3.14)

Now, we wish to define the fraction of the five classes to be equal, namely

0.2 each. We find r0 = 0.668 gives P (r ≤ r0) = 0.2, so we define Class Zero for a

quasar spectrum that has r ≤ 0.668. For quasar spectra with r > 0.668, we define

the classes I through IV corresponding to the quadrants first through fourth on the

σi1 vs. σi2 diagram (Figure 3.4).
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Our standardized PCS coefficients are plotted on the σi1 vs. σi2 diagram

in Figure 3.4 where the dotted circle is the circle with radius r0 = 0.668. The small

numbers noted beside the points are the quasar identification numbers i that are

listed in Table 3.2.

3.6.2 Demonstration of Five Classes

We show the mean spectrum in Figure 3.1. By definition the mean spec-

trum |µ〉 has r=0, and naturally it belongs to Class Zero. In Figure 3.5 we show

the artificially generated four classes, I-IV, of the quasar spectra to illustrate their

typical spectral shape. They are the sum of the mean and the first two PCS with

σi1 = ±1 and σi2 = ±1. The generated four spectra of Class I-IV have angles θ:

45◦, 135◦, 225◦ and 315◦ respectively, and they all have r =
√

2. The four spectra

are plotted on the same scale in Figure 3.5 so that we can see the contrast of the

emission lines with the continuum in a uniform manner.

In Figure 3.7-3.11, we show three observed spectra from each class where we

intentionally chose the extreme cases for Class I-IV. Quasars are plotted at rest frame

wavelengths with the luminosities that are calculated by using the cosmological

parameters from the first year WMAP observation (h=0.71, Ωm=0.27, ΩΛ=0.73 ;

Spergel et al., 2003), and a flat universe is assumed. The smoothed line on the

spectrum is the fitted intrinsic flux level, and the solid straight line is the power-law

continuum fit. The vertical dotted lines show the wavelengths of emission lines in

the Lyα forest and the low ionization lines redward of the Lyα emission line. The

quasar numbering in Figure 3.7-3.11 is the same as in Figure 3.4 so that we can

visualize where the quasar spectrum is in the σi1 vs. σi2 diagram. In Table 3.2,

quasars are sorted by classes, and the equivalent width of the emission lines are

listed.
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Figure 3.4: The distribution of standardized first two PCS coefficients for 50 quasars.

The small number besides each point is quasar number i which is listed in Table

3.2. For quasars with open circles, we have quasar spectra shown in Figure 3.7-3.11.

We intentionally chose extreme cases to show a wide variety of quasar spectra. The

dotted circle has the radius of 0.668. We divide this plane into the five zones and

define the five classes. We define Class Zero as the quasars which have radius less

than or equal to 0.668 and Class I-IV as the ones which have radius greater than

0.668 and are in quadrants I-IV respectively.
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Figure 3.5: The illustration of four classes. We artificially generated these four

spectra using the first two PCS. We chose ±σi1 and ±σi2 to generate the four

spectra, and equation is given in the legend where |µ〉 is the mean spectrum, λ1 and

λ2 are the square root of the first two eigenvalues, and |ξ1〉 and |ξ2〉 are the first

two PCS. The wavelengths of low ionization lines are shown as vertical dotted lines.

Note that the four spectra are plotted in the same scale, and the emission line peak

contrast with the continuum characterizes the classification. Class I and II do not

have any weak emission lines and the power-law continuum fit (smooth dotted line)

is a good approximation of the continuum in the Lyα forest while Class III and IV

show prominent low emission lines.
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Figure 3.6: The illustration of the DA definition. The solid line is the observed Lyα

forest at z∼ 4.0 and we artificially imposed on a Class III quasar spectrum. The

dotted line is the intrinsic quasar flux level. The dashed curve is the power-law

extrapolation from redward of the Lyα emission line. The flux decrement DA is

the fraction of the sum of the hatched and cross-hatched area over the intrinsic flux

area in λλ1050 − 1170. If we use the power-law extrapolated line, we would miss

the cross-hatched area which is not negligible for the precise measurement.
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Figure 3.7: Class Zero ( r ≤ 0.668) : The smooth line on the spectrum is the fitted

continuum, and the straight solid line is the power-law continuum fit. The line at the

bottom is 1-σ error of the spectrum. The vertical dotted lines show the wavelengths

of emission lines in the Lyα forest and low ionization lines redward of the Lyα

emission line. The luminosity, Lλ, is measured at λ1280 where we normalized the

spectra. The emission lines in the Lyα forest are barely seen in the three spectra. A

discontinuity of the spectrum is seen in the middle of the spectrum in Q0947+3940

and Q1538+4745. These are due to the different gratings used in the observations to

cover the wide range of wavelength. We joined them together by taking the weighted

mean, but it does not always give a smooth solution. This discontinuity could be

another source of fitting errors.
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Figure 3.8: Class I ( r > 0.668, 0 ≤ θ < 90◦): The Lyα, Lyβ and high ionization

emission lines are all very sharp and high contrast with the continuum. The low

ionization lines, Si II at λλ1260, 1304, are barely seen. We see no clear sign of emis-

sion lines in the Lyα forest, and the power-law continuum is a good approximation.

The contrast of Lyα emission peak with the continuum is the highest among the five

classes. In Q2344+0914, there is a huge spike at 1030 Å. It is due to an emission

line caused by the Earth’s atmosphere. We removed these spikes when we fitted the

continuum.
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Figure 3.9: Class II ( r > 0.668, 90◦ ≤ θ < 180◦): The Lyα emission peak has a

moderate contrast, 4-6, with the continuum, and the emission peak ratio of Lyα

and N V is 2-3. The Lyα emission has long tails, and the blueward tail of the fitted

continuum does not meet with the power-law continuum until 1120 Å, which is 50

Å below the DA wavelength definition, 1170 Å. In an extreme case, Q0349-1438

(r = 2.345), the tail of Lyα emission wings last about 100 Å. Lyβ/O VI, Lyα, and

C IV emission profiles are triangular, and Si IV λ1393 is very broad and rounded.

There is no clear separation between Lyα and N V emission lines and no sign of low

ionization emission lines.
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Figure 3.10: Class III (r > 0.668, 180◦ ≤ θ < 270◦ ): The emission line profiles

are all broad and rounded. Fe II and Fe III lines are clearly seen in the Lyα forest.

The contrast of the Lyα emission line peak with the continuum is the lowest, 2-4,

among the five classes. The ratio of Lyα emission peak to N V is also the lowest:

1-2. The C IV profile is asymmetric probably because of the contribution from the

Si II λ1526 hidden inside the blueward tail of the C IV line.



58



59

Figure 3.11: Class IV (r > 0.668, 270◦ ≤ θ < 360◦): The high contrast with the con-

tinuum and sharp emission profile are the characteristics of this class. Q1544+4855

is an extreme case that has r=3.099. Since it has θ = 278.5, it is very close to

Class III, but it has the characteristics of Class IV: high Lyα emission line peak

contrast and the very sharp line profiles. Unlike a Class III quasar, the peaks of

low ionization line profile are very sharp and not rounded. Q1322+6557 has a spike

at λ1040 that is due to an atmospheric emission line. The fitted spectrum removed

the spike for analysis.
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3.6.3 The Characteristics of the Five Classes

The characteristics of the first two PCS directly reflect on the five classi-

fications, thus let us take a close look at the first two PCS in Figure 3.2. The first

PCS carries the sharp and strong lines – Lyα, Lyβ and high ionization emission line

features (O VI, N V, Si IV, C IV). The second PCS has low ionization emission line

features: Fe II and Fe III in blueward of the Lyα emission line, Si II and C II red-

ward. Their profiles are broad and rounded. In the second PCS, the flux values of

low ionization emission lines and the strong Lyα, C IV emission lines have opposite

sign, meaning they are anticorrelated. In addition to that, Lyα and C IV emission

lines have P-Cygni profiles which introduces asymmetric profiles to these emission

lines.

By definition, the first two PCS engage the correlation between emission

lines. Since we are particularly interested in the profiles of emission lines in the

Lyα forest, let us look at low ionization lines first. If a quasar shows prominent low

ionization lines redward of the Lyα emission line (Si II λλ1260, 1304, C II λ1334),

it should have a negative second PCS coefficient, and we should expect to have

prominent Fe II λ1070 and Fe III λ1123 in the Lyα forest. Thus such a quasar

should belong to either Class III or IV. As a consequence, these two classes have

the largest equivalent widths of these low ionization lines among the five classes as

seen in Table 3.2.

If another quasar has sharp and strong Lyα, Lyβ and high ionization lines

(N V, Si IV, C IV), it should have a positive first PCS coefficient and belong to

Class I or IV. The normalized flux of the Lyα emission peak and the ratio of the

Lyα and N V peak flux are the highest for Class I among the five classes. We

can differentiate Class I and II, or Class III and IV by combining the above charac-

teristics. As we expect, the diagonal classes have the opposite characteristics. For

example, Class I has sharp and high ionization lines while Class III has broad and

rounded low emission lines.
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In practice, the key point of finding the intrinsic flux level in the Lyα

forest is to seek the low ionization lines (Si II λλ1260, 1304, C II λ1334) and their

profiles redward of the Lyα emission. If we see them, we should expect to have

similar profiles of Fe II λ1070 and Fe II λ1123 lines in the Lyα forest. If we do not

see them, we can expect the intrinsic flux level to be flat in the Lyα forest, and

the power-law extrapolation from the redward of the Lyα emission to be a good

approximation. We will discuss the accuracy of the power-law extrapolation in the

next section.
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Table 3.2. δF and the Equivalent Widths of the Emission Lines

i Quasar δF Lyβ/OVI Fe II Fe III C III∗ Lyα N V Si II Si II C II Si IV C IV
1025 1071 1123 1176 1216 1240 1263 1307 1335 1397 1549
(Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å)

Class Zero
13 Q0947+3940 0.972 8.8 1.4 0.0 0.0 102.9 0.7 0.5 0.0 0.0 13.2 59.8
25 Q1229-0207 0.953 9.5 0.9 0.2 0.0 87.7 0.4 0.1 1.8 0.0 6.9 47.4
34 Q1424-1150 0.903 9.5 1.1 0.0 0.0 131.9 0.6 0.0 0.0 0.0 8.1 50.4
37 Q1538+4745 0.926 8.2 0.4 0.9 0.0 132.9 0.0 0.0 0.4 0.0 6.8 43.4
48 Q2340-0339 0.963 5.1 0.3 0.0 0.0 83.5 0.7 0.0 0.0 0.0 5.7 41.5

Average 0.944 8.2 0.8 0.2 0.0 107.8 0.5 0.1 0.4 0.0 8.1 48.5
STD 0.028 1.8 0.5 0.4 0.0 23.6 0.3 0.2 0.8 0.0 2.9 7.2
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Table 3.2—Continued

i Quasar δF Lyβ/OVI Fe II Fe III C III∗ Lyα N V Si II Si II C II Si IV C IV
1025 1071 1123 1176 1216 1240 1263 1307 1335 1397 1549
(Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å)

Class I
1 Q0003+1553 0.940 8.6 0.1 0.0 0.0 115.7 0.0 0.0 2.2 0.0 6.5 55.2
8 Q0439-4319 0.970 13.3 0.0 0.0 0.0 119.2 1.1 0.0 1.2 0.0 7.3 58.0

11 Q0637-7513 0.980 15.6 2.5 0.0 0.0 87.2 2.2 0.3 0.0 0.0 8.6 38.9
14 Q0953+4129 0.937 12.1 1.9 0.3 0.0 124.2 1.4 0.3 0.0 0.0 10.6 63.6
18 Q1007+4147 0.943 11.6 2.0 0.1 0.1 145.4 1.9 0.0 2.0 0.3 10.4 65.5
22 Q1137+6604 0.939 10.8 1.8 0.2 0.0 99.2 0.6 0.2 0.6 0.0 7.3 45.1
24 Q1216+0655 0.959 9.9 0.9 0.0 0.0 124.7 0.0 0.0 0.6 0.0 8.8 52.4
32 Q1354+1933 0.974 10.3 0.2 0.1 0.1 134.6 0.5 0.5 2.0 1.1 7.9 65.5
39 Q1622+2352 0.971 9.3 0.7 0.0 0.1 111.3 0.2 0.0 0.0 0.0 7.7 65.2
41 Q1821+6419 0.986 13.6 0.3 0.0 0.0 115.3 0.2 0.0 0.0 0.0 7.8 50.6
42 Q1928+7351 0.982 10.2 0.0 0.0 0.0 149.4 1.9 0.0 0.0 0.0 12.4 74.3
45 Q2243-1222 0.966 8.1 0.3 0.0 0.1 103.2 0.0 0.0 2.2 0.2 8.1 51.6
49 Q2344+0914 0.963 13.9 0.8 0.0 0.0 143.1 1.8 0.5 1.6 0.0 5.3 50.9

Average 0.962 11.3 0.9 0.1 0.0 121.0 0.9 0.1 1.0 0.1 8.4 56.7
STD 0.017 2.3 0.9 0.1 0.0 18.7 0.8 0.2 0.9 0.3 1.9 9.8
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Table 3.2—Continued

i Quasar δF Lyβ/OVI Fe II Fe III C III∗ Lyα N V Si II Si II C II Si IV C IV
1025 1071 1123 1176 1216 1240 1263 1307 1335 1397 1549
(Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å)

Class II
2 Q0026+1259 0.950 9.6 2.4 0.1 0.0 92.1 3.6 0.1 0.0 0.0 9.2 19.4
4 Q0159-1147 0.948 2.8 0.3 0.9 0.0 52.8 1.0 0.0 1.1 0.8 4.2 16.8
5 Q0349-1438 0.974 1.8 0.0 0.0 0.1 54.9 0.0 0.0 0.0 0.0 4.0 28.0
6 Q0405-1219 0.950 6.9 0.7 1.1 0.0 92.5 0.4 0.0 1.1 0.0 6.5 35.0
7 Q0414-0601 0.958 6.1 0.0 0.1 0.0 114.0 0.9 0.0 0.0 0.0 5.1 40.1
9 Q0454-2203 0.935 11.6 4.2 0.0 0.0 105.7 2.2 0.3 1.1 0.0 7.2 33.9

12 Q0923+3915 0.973 7.2 0.0 0.1 0.0 95.1 0.1 0.0 1.2 0.0 5.1 46.4
15 Q0954+5537 0.983 3.3 0.0 0.4 0.1 42.6 0.3 1.1 0.0 0.0 1.9 17.9
20 Q1104+1644 0.958 5.7 0.7 0.0 0.0 104.5 0.0 0.0 0.5 0.0 7.8 54.1
27 Q1252+1157 0.939 6.1 2.7 2.4 0.0 72.7 1.0 0.2 0.0 0.5 6.0 25.5
40 Q1637+5726 0.945 4.5 0.9 0.2 0.0 77.6 0.7 0.0 0.3 0.0 5.4 33.2
47 Q2251+1552 1.015 7.1 2.3 0.0 0.0 60.1 1.0 0.0 0.0 0.0 2.6 23.2

Average 0.960 6.1 1.2 0.4 0.0 80.4 0.9 0.1 0.4 0.1 5.4 31.1
STD 0.022 2.8 1.4 0.7 0.0 23.7 1.0 0.3 0.5 0.2 2.1 11.6
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Table 3.2—Continued

i Quasar δF Lyβ/OVI Fe II Fe III C III∗ Lyα N V Si II Si II C II Si IV C IV
1025 1071 1123 1176 1216 1240 1263 1307 1335 1397 1549
(Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å)

Class III
16 Q0959+6827 0.865 3.6 4.0 2.9 0.1 81.0 3.1 0.7 1.3 1.3 12.1 25.2
17 Q1001+2910 0.949 3.4 3.4 2.4 0.0 68.7 2.0 0.7 2.9 2.1 9.3 26.2
21 Q1115+4042 0.957 7.3 4.3 3.2 0.0 82.3 1.8 0.3 2.5 1.5 8.6 29.7
23 Q1148+5454 0.928 3.4 3.9 2.8 0.0 108.4 1.1 0.9 1.8 1.5 14.1 30.8
26 Q1248+4007 0.937 2.9 3.0 3.2 0.1 111.6 2.1 0.6 1.6 0.6 12.2 28.6
28 Q1259+5918 0.954 2.8 2.5 1.8 0.0 63.5 1.0 1.7 2.7 0.7 10.1 19.8
29 Q1317+2743 0.963 3.2 0.8 1.3 0.0 57.2 1.5 0.4 0.5 0.1 7.1 17.9
30 Q1320+2925 0.977 1.1 3.9 1.2 0.0 58.6 1.0 0.6 0.4 0.1 5.7 14.4
36 Q1444+4047 0.925 4.0 3.0 3.8 0.1 65.0 3.6 0.0 0.3 0.7 9.9 24.0
43 Q2145+0643 0.943 1.6 0.0 0.0 0.0 71.3 0.6 0.0 0.0 0.3 1.6 35.9
44 Q2201+3131 0.928 4.8 0.6 1.2 0.0 69.9 0.0 0.0 0.0 0.0 7.6 28.8

Average 0.939 3.5 2.7 2.2 0.0 76.1 1.6 0.5 1.3 0.8 8.9 25.6
STD 0.029 1.6 1.5 1.1 0.0 18.5 1.1 0.5 1.1 0.7 3.5 6.2
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Table 3.2—Continued

i Quasar δF Lyβ/OVI Fe II Fe III C III∗ Lyα N V Si II Si II C II Si IV C IV
1025 1071 1123 1176 1216 1240 1263 1307 1335 1397 1549
(Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å) (Å)

Class IV
3 Q0044+0303 0.965 8.6 1.3 0.0 0.0 146.0 1.5 0.1 1.7 0.1 11.3 71.2

10 Q0624+6907 0.888 8.2 5.1 3.0 0.0 174.5 3.9 0.6 2.5 1.3 11.3 51.7
19 Q1100+7715 0.948 9.7 1.7 0.0 0.0 101.8 1.0 0.0 0.0 0.0 8.5 72.1
31 Q1322+6557 0.925 8.3 1.8 1.7 0.0 138.5 2.7 0.0 3.3 0.8 9.3 55.5
33 Q1402+2609 0.865 6.3 3.1 4.7 0.0 82.0 1.8 0.8 2.3 1.8 5.1 31.7
35 Q1427+4800 0.944 13.9 1.8 0.1 0.0 96.9 0.7 0.0 0.6 0.2 16.9 57.3
38 Q1544+4855 0.860 2.9 5.7 5.5 0.0 119.5 1.0 1.6 5.1 3.6 16.5 33.5
46 Q2251+1120 0.937 10.5 0.8 0.0 0.1 141.6 4.5 0.0 2.1 0.0 7.8 69.8
50 Q2352-3414 0.937 9.0 0.8 1.3 0.0 129.4 0.4 0.0 0.7 0.2 6.6 61.8

Average 0.919 8.6 2.4 1.8 0.0 125.6 1.9 0.3 2.0 0.9 10.4 56.1
STD 0.038 3.0 1.8 2.1 0.0 28.7 1.5 0.6 1.6 1.2 4.1 15.1

Total
Average 0.947 7.5 1.6 0.9 0.0 100.9 1.2 0.3 1.0 0.4 8.1 42.8
STD 0.031 3.7 1.5 1.4 0.0 30.4 1.1 0.4 1.1 0.7 3.3 17.0
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3.7 Mean Flux 〈F 〉 and Flux Decrement DA

3.7.1 A Brief History of the Flux Decrement DA

Gunn & Peterson (1965) predicted a flux decrement due to foreground neu-

tral hydrogen in the IGM, namely the Lyα forest. Oke & Korycansky (1982) first

defined and measured the flux decrement, DA. Schneider et al. (1991) introduced

the Lyα forest wavelength interval for DA as λλ1050− 1170, and it has been widely

used since (Zuo & Lu, 1993; Kennefick et al., 1995; Spinrad et al., 1998). Madau

(1995) and McDonald & Miralda-Escudé (2001) have used DA to estimate the UV

background. The flux decrement of the high redshift IGM probes the reionization

epoch of the universe (Loeb & Barkana, 2001). The current estimate of the reion-

ization epoch from the IGM is around z ∼ 6 − 7 (Becker et al., 2001; Djorgovski

et al., 2001; Fan et al., 2003), while the first year WMAP satellite estimates z ∼ 20

(Spergel et al., 2003). The discrepancy is yet to be resolved or explained (Cen,

2003).

A precise measurement of the flux decrement, DA, is of great importance

for studies of the IGM (Rauch, 1998) because it is very sensitive to the cosmological

parameters, σ8 (the amplitude of the mass power spectrum) and ΩΛ, as well as to

the UV background intensity (Tytler et al., 2004b; Jena et al., 2005). However, it is

this sensitivity that makes the DA measurement a major source of error (Hui et al.,

1999; Croft et al., 2002b).

3.7.2 The Mean Flux Correction Factor δF

The concept of the following flux decrement DA and the power-law extrap-

olation is illustrated in Figure 3.6. The flux decrement is defined as:

DA = 1 −
∫ 1170Å

1050Å
fλ(λ; Observed)dλ

/

∫ 1170Å

1050Å
fλ(λ; Quasar)dλ. (3.15)

Thus, what we are measuring is the mean flux:

〈F 〉 =
∫ 1170Å

1050Å
fλ(λ; Observed)

/

∫ 1170Å

1050Å
fλ(λ; Quasar)dλ. (3.16)
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However, the unabsorbed-intrinsic quasar flux level is not seen in the Lyα forest

and the power-law extrapolation from redward of Lyα emission has been used as a

background flux level. In fact, what is reported in the literature as the mean flux is:

〈FPower−Law〉 =
∫ 1170Å

1050Å
fλ(λ; Observed)dλ

/

∫ 1170Å

1050Å
fλ(λ; Power−Law)dλ (3.17)

which is not exactly the same as 〈F 〉 since the power-law is a crude approximation

of the continuum in the Lyα forest as we have seen in §3.6, Appendix A, and Figures

3.7-3.11. We wish to introduce a correction factor δF :

δF =
∫ 1170Å

1050Å
fλ(λ; Power−Law)dλ

/

∫ 1170Å

1050Å
fλ(λ; Quasar)dλ (3.18)

so that we can estimate the true mean flux 〈F 〉 from the reported mean flux

〈FPower−Law〉:
〈F 〉 = 〈FPower−Law〉 · δF. (3.19)

To calculate δF , we need to find the power-law extrapolation from the

redward Lyα emission. Since our wavelength range is limited and not as large

as other survey data, it is not easy to extrapolate. Moreover, we have a series

of emission lines, and it is hard to define an intrinsic flux level with no emission

lines. For example, as shown in Figure 3.10, Class III quasars have emission lines

throughout this wavelength range. However, we have a fitted intrinsic flux level

in the Lyα forest, and we take advantage of it. We choose two points and find a

power-law fit which runs through these two points. We choose one from blueward

(λ1100) and the other from redward (λ1450) of the Lyα emission. Then, we can

have an inter- and extra-polated power-law continuum and its exponent αν , for

fν ∝ ναν . The average of αν is -0.854 with the standard deviation of 0.507. The

power-law continua show that they are all sensible first order approximations which

well represent the intrinsic flux levels in the Lyα forest. The power-law continua are

shown in Figure 3.7-3.11.

The calculated δF is listed in Table 3.2 and the average of δF is 0.947, with

a standard deviation of 0.031. This result means that the power-law approximation
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misses 5.3% of flux from the quasar in the DA wavelength range, and proves that the

power-law approximation is inadequate to perform a DA measurement that attempts

1% accuracy (Tytler et al., 2004a; Jena et al., 2005). The distribution of δF is shown

in Figure 3.12, and it is not a Gaussian. The PDF of δF is asymmetric and has long

tail toward small δF value.

There are two major reasons for the missing flux. The first reason is that

the DA wavelength range is still in the tail of the prominent Lyβ/O VI and Lyα

emission lines. For example, the blueward tail of the Lyα emission starts near λ1160

which is 10Å below the λ1170 upper limit of DA wavelength range. The effect from

the tails of Lyβ and Lyα emission is common for all of the quasars as we can see in

Figure 3.7-3.11. This contribution is about 4-5%, and we always miss this fraction

of the flux, meaning δF is always less than unity.

The second reason is the contribution from the weak emission lines in the

Lyα forest. The intrinsic flux level at the emission lines is naturally above the

power-law extrapolation, therefore, we would always expect to miss flux from the

emission lines, making δF always less than unity. The low ionization emission lines

in the Lyα forest are prominent for Class III & Class IV quasars. Four quasars

in Class III & Class IV have δF less than 0.9, meaning we miss more than 10%

of the flux if we use power-law extrapolation. The quasar which has the smallest

δF , 0.86, is Q1544+4855. This quasar is shown on the top panel of Figure 3.11

and the power-law continuum fit looks sensible. Together with the tails of Lyβ and

Lyα emissions, the low ionization emission lines in the Lyα forest (Fe II, Fe III)

contribute 14% of flux which is significant and should not be neglected.

There is another possible origin for the missing flux. We might have a

global change of an intrinsic quasar flux level. Shang et al. (2005) showed that there

exists a variety of UV spectrum shape in a global scale, known as the big blue bump.

We think that this big blue bump is due to the thermal radiation of the accretion

disk near the supermassive black hole (Malkan, 1983), and spectral shape varies

quasar by quasar (Sun & Malkan, 1989). However, we found a moderate correlation
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between the intrinsic flux levels and the emission profiles in Paper I, and we expect

that the global trend is imprinted in the PCS. In addition to that, the wavelength

range of the DA measurement is relatively small compared to the global change of

the slope, we expect the effect is minimal. But we need to have a quantitative study,

and we note that this slope change could be the source of systematic errors.

We expect that we need to apply at least a δF = 0.947 correction to the DA

measurements in the literature. The discrepancy between the past DA measurements

and Bernardi et al. (2003) using the weak emission profile fitting method is shown in

Tytler et al. (2004a, Figure 22). The disagreement is approximately 5% at redshift

2 < z < 3, and in terms of the mean flux, the power-law fitted values (Press et al.,

1993; Steidel & Sargent, 1987) are always above that of profile fitted ones (Bernardi

et al., 2003). The correction factor, δF = 0.947, explains this disagreement well.

However, we expect that δF changes with redshift, and it is crucial to

include the effect from the weak emission lines to investigate the reionization epoch.

Known as the Baldwin effect (Baldwin, 1977), the emission profile of lines, such as

C IV, and the luminosity of the quasar are correlated. Because of the anticorrelation

between equivalent width of C IV and the luminosity, we expect that Class III

quasars to be the brightest since they have the smallest C IV equivalent width.

Due to the selection effect, we would expect to observe the brightest quasars at

high redshifts. Therefore, the fraction of classes for the observed quasars should

change with redshift. In fact, the highest redshift quasars reported by Fan et al.

(2001), Becker et al. (2001) and Djorgovski et al. (2001) probably belong to Class

III, because they all show the weak Si II λ1304 emission line implying they have

weak emission lines in the Lyα forest regain. J104433.04-012502.2 (z=5.80) and

J08643.85+005453.3 (z=5.82) definitely belong to Class III since they have broad

Lyα, N V, and Si II emission lines and low Lyα/N V emission intensity ratio. The

mean flux correction δF of Class III quasars are in the range of 0.91-0.97, meaning

the power-law extrapolation misses 3-9% of the flux for Class III quasars. We note

that the reported 1-σ error of the residual mean flux at redshift z=5.75 by Becker
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Figure 3.12: The distribution of the mean flux correction factor δF . The mean is

0.947 with the standard deviation of 0.031. The distribution is asymmetric with

long tail toward small δF values. Class III and IV quasars have prominent emission

lines in the Lyα forest, and tend to have small δF values. Two extreme spectra for

low δF are shown in Figure 3.10 for Q0959+6927 and Figure 3.11 for Q1544+4855.

et al. (2001) is 0.03. The contribution from δF is bigger than their claimed error,

and it is systematic. This correction would bring the observed mean flux down by

3-9% percent and would bring DA up by the same fraction. Therefore, it is crucial

to take into account the δF correction in order to investigate the reionization epoch.

3.8 Summary

We analyzed the wide variety of the emission line profiles in the Lyα forest

both in a quantitative and qualitative way. We used PCA to describe the variety of
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quasar spectra, and we found that 1161 pixels of data (λλ1020 − 1600 with 0.5 Å

binning) can be summarized by the primary seven PCS coefficients because the pixels

are not independent but are strongly correlated with each other. We presented, for

the first time, the idea of generating artificial quasar spectra. Our artificial quasar

spectra should be useful in testing the detections, in calibrations, and in simulations.

We introduced five classes to differentiate the families of quasar spectra, and showed

how the classification can guide us to find the intrinsic flux level in the Lyα forest.

It is essential to account for emission line features in the Lyα forest to perform a

precise measurement of the mean flux in order to probe cosmological parameters, the

UV background, and the reionization epoch, otherwise, on average, the commonly

used power-law extrapolation continuum misses 5.3% of the flux, and we have cases

when it misses up to 14% of the flux.

To investigate the high redshift Lyα forest, we showed the need to account

for the emission lines in the Lyα forest. An emission line profile oriented continuum

fitting method by Bernardi et al. (2003), or improvement of the PCA method in

Paper I would be useful for a large data set such as the Sloan Digital Sky Survey. If

we can study the redshift evolution of the quasar spectra and if we can estimate the

constituents of classes at a certain redshift, we would be able to estimate the mean

flux statistically using the mean flux correction factor δF . For precision cosmology,

the formalisms we presented here should play an important role.

3.9 Appendix A : Weak Emission Lines in the Lyα Forest

It has been suggested that there exist weak emission lines in the Lyα forest

(Zheng et al., 1997; Telfer et al., 2002; Bernardi et al., 2003; Scott et al., 2004),

however, their identities, strengths, and line profiles are not well understood. More

importantly, we wish to know how they are correlated with other emission lines so

that we can predict the strength and profiles of the emission lines in the Lyα forest.

We attempt to find the identities of the three weak emission lines in the Lyα forest
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reported by Tytler et al. (2004b). In this paper, we use their measured wavelengths

: λ = 1070.95, λ = 1123.17, λ = 1175.88 Å.

3.9.1 Line at λ = 1070.95 Å : Fe II

Zheng et al. (1997) and Vanden Berk et al. (2001) identified this line as

Ar I λ1066.66, but the contribution from Ar I cannot be this large. The Ar I line has

another transition at λ1048.22 whose transition probability (Aik = 4.94 × 108s−1)

is stronger than that of λ1066.66 (Aik = 1.30 × 108s−1). However, there is no clear

sign of the λ1048.22 line feature in 50 HST spectra or 79 quasar spectra in Tytler

et al. (2004a). In addition, the λ1070 line has a broad and asymmetric profile which

suggests that this line is a blend of multiple lines. Thus, λ1070 is not likely to be a

single Ar I line.

Telfer et al. (2002) labeled this λ1070 as N II + He II line, and mentioned

S IV as a possible candidate. Scott et al. (2004) identify four lines in the proximity

of this wavelength : S IV doublet (λλ1062, 1073) and N II+He II+Ar I (λ1084).

As we have seen in §3.6, the λ1070 line correlates with low ionization lines such

as Si II and C II. S IV does not fit into this category. N II seems to be a good

candidate, but the N II lines peaks around 1085 Å which is 15 Å away from what

we see. It is unlikely that we have 15 Å of wavelength error. For the same reason,

He II (1085Å), a high ionization line, is not likely to be the dominant contributor.

However, it is reasonable to expect to have an He II line since He II λ1640 is often

seen in quasar spectra. This λ1070 line is seen in the Q1009+2956 and Q1243+3047

spectra for which we have high S/N Keck HIRES spectra with a FWHM=0.0285

Å resolution at this wavelength (Burles & Tytler, 1998b; Kirkman et al., 2003). If

λ1070 is comprised of the lines suggested by Scott et al. (2004), we would be able

to resolve the individual lines. However, none of the individual emission line are

resolved. This fact implies that this emission line is comprised of numerous weak

lines and that they are probably low ionization lines because of the good correlation

with other low ionization lines.
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Fe II suits such a description, and in fact, Fe II has a series of UV transitions

around this wavelength range: λλ1060-1080. However, we do not see other expected

Fe II emission lines. If this λ1070 is Fe II, we would expect to see the Fe II UV10

multiplet around λ1144 , which is supposed to be stronger than the λ1070 line. But

no sign of an emission line is seen at that wavelength. Therefore, Fe II identification

may be wrong or there may be a mechanism that we are not aware of that prevents

the expected λ1144 emission line.

3.9.2 λ = 1123.17 Å : Fe II + Fe III

Telfer et al. (2002); Vanden Berk et al. (2001) identify λ1123 as Fe III.

The f-value weighted Fe III UV1 multiplet has a wavelength at 1126.39 Å which

is very close to what is observed by Tytler et al. (2004a). The distribution of the

multiplet lines matches the broad λ1123 feature found in quasars. There are no

other major resonance lines in this wavelength range except C I. In the wavelength

range λλ1114−1200, C I has a series of lines, and there exists stronger lines redward

of the Lyα emission line: λλ1115 − 1193, λλ1277 − 1280. However, we do not see

these redward C I emission lines, and there is no sign of correlation between λ1123

and these possible lines (Paper I). Thus, λ1123 is probably Fe III. In addition to

Fe III, Fe II also has UV11-14 multiplets around this wavelength: λλ1121 − 1133.

Given the fact that this λ1123 line is well correlated with λ1070 line, it is reasonable

to expect to see Fe II lines here as well, if the identification of λ1070 is Fe II.

3.9.3 λ = 1175.88 Å : CIII∗

Telfer et al. (2002); Vanden Berk et al. (2001) identified λ1175 as C III∗,

although as shown in Table 3.2, we do not have a clear detection of this line because

of it being a weak and narrow feature. We can see the λ1175 line in the HST

composite spectrum (Telfer et al., 2002), the SDSS composite spectrum (Vanden

Berk et al., 2001), and in 11 out of 79 quasar spectra in Tytler et al. (2004a).

Therefore, we are confident that this λ1175 is a real emission line. The f−value
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weighted wavelength of the C III∗ line is λ1175.5289 which matches well the observed

wavelength. There is no major resonance line at this wavelength.

3.9.4 Other Possible Emission Lines in the Lyα Forest

Tytler et al. (2004b) and Telfer et al. (2002) reported observing the Si II

λ1195 line in their spectra. We do not have any clear detection of the Si II λ1195

line in the 50 quasar spectra. Since other Si II lines, λλ1265, 1304, are clearly seen

redward of the Lyα emission line, it is plausible to expect the Si II λ1195 line.

Si III has a transition at λ1206.50. Since we see both Si II and Si IV

redward of Lyα emission, it is natural to expect to see Si III. However, no detection

is reported in the literature, and we do not have any positive detection in the 50

quasar spectra. The Si III λ1206 emission line is probably too weak or possibly

overwhelmed by broad Lyα emission, only 10 Å away, whose equivalent width is

often greater than 100Å.

3.10 Appendix B : 50 HST FOS Quasar Spectra

In Figure 3.7-3.11, we showed 15 HST FOS quasar spectra to illustrate 5

classes. Here we present the rest of 35 HST quasar spectra used in §2 and §3 in

Figure 3.13. The quasars are sorted by their classification angle θ, and ordered from

Class Zero to Class IV.
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Figure 3.13: We show the rest of 35 HST FOS quasar spectra used in §?? and §3.

The quasars are sorted by their classification angle θ. Lines are drawn in the same

way as in Figures 3.7-3.11.
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)
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Figure 3.13: (continued)



Chapter 4

Relative Flux Calibration of Keck

HIRES Echelle Spectra

4.1 Abstract

We describe a method to calibrate the relative flux levels in spectra from

the HIRES echelle spectrograph on the Keck-I telescope. Standard data reduction

techniques that transfer the instrument response between HIRES integrations leave

errors in the flux of 5 – 10%, because the effective response varies during the night.

The flux errors are most severe near the ends of each spectral order, where there can

be discontinuous jumps. The source of these errors is uncertain, but may include

changes in the vignetting connected to the optical alignment. Our flux calibration

method uses a calibrated reference spectrum of each target to calibrate individual

HIRES integrations. We determine the instrument response independently for each

integration, and hence we avoid the need to transfer the instrument response between

HIRES integrations. The procedure can be applied to any HIRES spectrum, or any

other spectrum. While the accuracy of the method depends upon many factors, we

have been able to flux calibrate a HIRES spectrum to 1% over scales of 200 Å that

include order joins. We illustrate the method with spectra of Q1243+3047 towards

which we have measured the deuterium to hydrogen abundance ratio.

89
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4.2 Introduction

In recent decades, the combination of large aperture telescopes and high

resolution spectrographs have allowed for precision analysis of a variety of astrophys-

ical objects. Echelle spectrographs are the instrument of choice for high resolution,

and most large telescopes now have one (Vogt, 1987; Diego et al., 1990; Dekker et al.,

2000; Noguchi et al., 1998; Tull, 1998; McLean et al., 1998).

Echelle gratings can give spectra with high spectral resolution, with a large

slit width, and a large wavelength range in a single setting (Schroeder, 1987). An

echelle grating disperses the spectrum into many tens of spectral orders, which are

then cross dispersed by a second dispersive element so that the orders can be placed,

one above the other, on a rectangular CCD detector. It is difficult to combine the

spectra from the many spectral orders of an echelle to produce a single continuous

spectrum. This difficulty arises because the response varies rapidly across each

order, and it is not the same at a given wavelength in adjacent orders.

High quality relative flux calibration of echelle spectra is highly desirable in

many scientific applications. For example, accurate flux levels over a large range of

wavelengths makes it much easier to place continuum levels on spectra with pervasive

blended absorption, such as the Lyman alpha forest absorption seen in high redshift

QSO spectra.

In this paper, we discuss the relative flux calibration of spectra from the

HIRES echelle spectrograph on the Keck-I telescope (Vogt et al., 1994a). We do not

discuss absolute flux calibration, as this requires additional calibration data and is

not necessary for our absorption line work. We intend that a spectrum with relative

flux calibration has the correct shape over some range of wavelengths, and differs

from an absolute calibration in only the normalization.

We developed the methods described in this paper to improve our measure-

ments of the primordial Deuterium to Hydrogen abundance ratio in QSO absorption

systems, for which the bulk of our spectra come from HIRES. We have found that
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we obtain more accurate and reliable estimates of the absorption column densities

when we use spectra with accurate relative flux. High quality flux calibration was

not a major design goal for HIRES, and we have found that special steps must be

taken to obtain the quality of calibration that we need for our work on D/H. The

usual (Willmarth & Barnes, 1994; Massey et al., 1992; Clayton, 1996) methods of

echelle flux calibration appear inadequate for reasons that we report in Section 2

and Appendix A. This inadequacy motivated the development of the methods we

describe.

We would like to both minimize the flux errors in our spectra, and to

estimate the size of errors which remain after our calibrations. We shall find that

the flux calibration errors depend on wavelength and they are correlated on various

wavelength scales. We would like to estimate the size of the errors on these different

scales. We would also like to make the error in the relative flux calibration less than

the photon noise on some relevant scale. For example, when we fit a flat continuum

level to a 50 pixel(105 km s−1) segment of a HIRES spectrum with S/N of 100 per

pixel, the photon noise on the continuum level is 0.14%.

We found that it is harder to approach a given accuracy in relative flux

calibration in many places. These places include the regions where echelle orders

join, regions where spectra have lower S/N, wavelengths in the near UV, and in

general as the wavelength range increases. It is very hard to get flux calibration

errors of < 1% over even a wavelength range of < 40 Å within one HIRES order.

Fortunately for our absorption line work, errors that vary smoothly over wavelength

scales > 40 Å are not as serious as errors on smaller scales.

In this paper, we describe a way of calibrating the relative flux in a HIRES

spectrum using well calibrated reference spectra of the same target to transfer flux

information from other spectrographs to the HIRES spectra. We force each HIRES

spectrum to have the shape of these reference spectra. This method should correct

a variety of flux calibration errors, both from variable vignetting and differences in

spectrum extraction and reduction. The method could also be applied to spectra
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from various spectrographs, and not just echelles. This method is based on that in-

troduced by Burles (1997); Burles & Tytler (1998b) and applied with improvements

to HS 0105+1619 in O’Meara et al. (2001).

The paper is organized as follows: we first describe the nature of inconsis-

tencies between repeated HIRES observations of a target, and how this impacts flux

calibration. Second, we describe the spectra we used to illustrate our flux calibration

method. Third, we describe at first in overview, and then in detail, our methods for

flux calibration and how we combine individual echelle orders. Then, we discuss the

accuracy and errors of our method.

4.3 Description of the HIRES Flux Calibration Problem

The usual methods of flux calibration appear inadequate when applied to

HIRES spectra. When we determine the instrument response by observing a spec-

trophotometric standard star, different exposures of the same star give different

instrument response functions, even when we believe that the exposures were taken

with the same instrument configuration. For example, in Figure 4.1, we show the

signal extracted from two HIRES integrations of G191-B2B. The exposures were

taken on consecutive nights, with similar instrument configurations. On the second

night the star was 0.07 degrees higher in the sky and the image rotator (Appendix

4.13) physical angle differed by 0.071 degrees to compensate for the change in paral-

lactic angle. The spectra were both extracted and sky subtracted with Tom Barlow’s

MAKEE software (April 2001 version). Counts are approximately “raw” ADU from

the CCD.

The differences between the two exposures shown in Figure 4.1 are large

and unexpected. In particular, even though the exposures were taken on different

nights, we did not expect to see large (∼ 10%) differences within a single order, even

after the two exposures were normalized to have the same mean flux in that order.

The differences are largest (∼ 10%) at the ends of the order. Similar differences (both
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in shape and magnitude) are present in each observed spectral order. However, the

form of the difference is not precisely the same for each order, as demonstrated in

Figure 4.2. Barlow & Sargent (1997) also noted the possibility of systematic flux

errors of 10% near order overlaps.

Flux differences have also been reported for the Subaru telescope HDS

echelle spectrograph that sometimes shows 10% changes during observations (Aoki,

2002).

We have examined approximately 20 other pairs of standard star integra-

tions from HIRES that have similar instrumental setups. Most show differences of

order 10%, though the shape of the differences is not always the same. In addition

to the “U” shaped ratios (seen in Figure 4.1), we see three other shapes for ratios:

near flat ratios, tilted and ogive (or “fallen S”) shapes. In each case, the shapes

of the ratios vary gradually order-to-order in a systematic way, such that adjacent

orders have similar shapes. The shapes of the ratios vary much more between pairs

of integrations than they do from order-to-order for a given pair of integrations.

Approximately 30% of integration pairs give flat ratios that indicate that

the instrumental response was very similar for the two integrations, which should

make flux calibration simple. A cursory examination did not show any predictors

(e.g. telescope elevation, rotator angle, position of target on the slit, seeing) as to

which pairs would be similar and which different.

In Figure 4.3, we show HIRES integrations on two stars that we flux cal-

ibrated in the usual manner, each using a response function determined from a

HIRES exposure of a standard star. The spectra that we calibrated differ from the

known flux levels by large amounts over a wide range of wavelengths. The main

deviations are systematic across each HIRES order. We also see large differences

at the order overlap wavelengths. Different ways of combining spectral orders leave

different flux calibration errors. If we take the mean of the signals then the flux will

jump in a single pixel, by up to 10%, where each order begins and ends. Therefore,

in a complete HIRES spectrum, we expect to see approximately the same number
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of jumps as the number of recorded echelle orders, which is typically 30 – 40.

In the past, we have attempted to reduce the flux errors by fitting continua

to each order, and dividing by these continua, before we take the mean flux in a

wavelength overlap. This method is unsatisfactory because it is very hard to ensure

that the continua that we fit to adjacent orders have both the same flux levels and

the same shapes, and we loose flux information.

For some unknown reason, long integrations on a QSO show smaller dif-

ferences than short integrations on a bright star. A dependence on integration time

might relate to some averaging, perhaps related to the target position on the slit.

A dependence on brightness might relate to the 100 times lower signal in the QSO

integrations, and perhaps subsequent differences in the spectrum extraction. We

still have difficulty flux calibrating QSO exposures, even though they appear to be

more stable than exposures on standard stars, because usual procedures still require

that we determine the instrument response from a standard star exposure.

The variations we see in standard star exposures indicate that there is some

instability in either Keck+HIRES, in our data reduction processes, or in both. We

have investigated two possible origins for the instability: variable vignetting inside

of HIRES, and inadequate the extraction of the spectra. We do not see a clear

signature of either in our spectra, but we do know that the vignetting is expected

to change.

We have explored the possibility of extraction errors by varying the type

of profile used during extraction, and the profile width, but found no differences

from the standard extraction results from MAKEE. We also measured flux ratios

from the raw counts in the CCD images that were similar to those in the spectra

extracted by MAKEE.

We expect that the vignetting inside HIRES changes with the position

angle of the sky image on the HIRES slit and with the telescope elevation (Appendix

4.13). When the image rotator is used there are two main options. We can use the

image rotator in “Vertical angle mode” to keep the local vertical direction along the
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slit, so that the position angle varies with the position of the target in the sky. The

rotator can also be used to keep a desired position angle along the slit. If the rotator

is not used, the relevant angle depends on the telescope elevation. The variation in

vignetting arises from a known mechanical and optical misalignment between the

Keck-I telescope and HIRES, and the expected amount of change in the vignetting,

from ray tracing kindly provided by Steve Vogt, is approximately 10%, consistent

with our observations.

We can account for why the ratios of HIRES spectra have similar shapes

across all orders if the variable vignetting happens after the echelle, and before

leaving the cross-disperser. In this part of HIRES the light from the red end of each

order is separated from that in the blue end, but all orders are coincident. We might

explain the shape of the ratios, and the similarity from order-to-order, if a varying

amount of light misses the top and bottom of the cross-disperser (the grooves are

vertical), where the red and blue ends of the orders land. This variation could arise

when the cone of light from the telescope tips up and down in the vertical plane

that connects the center of the tertiary mirror and the HIRES slit.

However, we suspect that vignetting is not the sole cause of the variations in

the flux, because we have seen variations in spectra taken under apparently identical

instrumental conditions (same elevation, image rotator setting, and target location

on the slit) on consecutive nights, as we saw in Figure 4.1.

The changes might also come from differences in the extraction of the

spectra from the CCD image, e.g. if we do not extract a fixed proportion of the

flux recorded at each wavelength. Differences in the extraction of spectra, including

multiple integrations on a given target, are likely whenever there are changes in

conditions, such as the location of the target along the slit, the seeing, the sky

brightness and the amount of signal recorded. However, extraction problems seem

an unlikely explanation for standard stars that have high S/N.
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Figure 4.1: Two 300 second integrations of the star G191-B2B taken with near

identical HIRES setups on consecutive nights: 19 (solid) and 20 (light) September,

2000. The right panel shows the ratio of the two. These spectra were taken with

the C5 dekker (1.14 arcsec slit), and the image rotator was set to align the sky

vertical along the slit. The September 19 integration had sidereal time ST = 05:16:48

hours, telescope elevation EL = 56.96 degrees, and image rotator physical angle, as

measured looking at the prism, of IROT2ANG = 195.9357 degrees. For September

20th we had ST = 05:02:24, EL = 57.03 degrees and IROT2ANG = 195.8646. The

September 20th spectrum was multiplied by 1.06 to give similar counts to the other

near 4300 Å to correct for differences in the atmospheric transparency, seeing and

the loss of light at the slit.
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Figure 4.2: The ratio of the two spectra shown in Fig. 4.1, divided by average

ratio from the ten orders with the largest wavelengths. We show this average in

the top left panel, and other panels each show one HIRES order. We show the full

amount of each order that fell on the CCD, which includes some wavelength overlap

between adjacent orders. We have re-binned the original 2048 pixels into 205 pixels

for presentation.
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Figure 4.3: HIRES spectra of stars that we flux calibrated in the usual manner.

In both cases we see large flux calibration errors. In other cases we can obtain

smaller errors. Left, HIRES integration of star BD+33 2642. We determined the

response function of HIRES by comparing a HIRES spectrum of G191-B2B, taken

on the same night (September 19, 2000), to a model spectrum with known flux

(Appendix 4.12). The continuous line shows a lower resolution HST FOS spectrum

of BD+33 2642. We may adjust the HIRES spectrum vertically to account for slit

losses. The right panel is the same, but for a HIRES integration of BD+28 4211

obtained October 10, 1999, calibrated with a HIRES spectrum of G191-B2B, taken

on the same night. The continuous line is a STIS spectrum of BD+28 4211.
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4.4 Spectra We will use to illustrate our Method

Here, we introduce the spectra that we will use to illustrate our method

of relative flux calibration. This is the set of spectra that we used to measure D/H

towards Q1243+3047 (zem = 2.64, V=16.9; Kirkman et al. 2003). For our D/H

work, we were mostly interested the flux calibration in a 40 Å region centered on

the damped Lyα line near 4285 Å, and on the Lyman limit near 3210 Å. We began

the development of the methods using a similar set of spectra of HS 0105+1619 that

we had used to make an earlier D/H measurement (O’Meara et al., 2001).

We used 5 spectra from the Kast spectrograph on the Lick 3-m telescope,

and one from the ESI echelle spectrograph on the Keck-II telescope. We used both

the Kast and ESI spectra separately to make independent flux calibrations of 8

integrations from HIRES. Further details of the observations, including the dates,

the resolution, the mean S/N, and plots of the spectra are in Kirkman et al. (2003).

All of the spectra that we used were shifted into the heliocentric frame, and placed

on a logarithmic wavelength scale with a constant velocity increment per pixel,

although with different increments for different spectra.

4.4.1 Spectra from Kast

The Kast double spectrograph uses a beam splitter to record blue and

red spectra simultaneously in two cameras. For Q1243+3047 we have five KAST

integrations, one from 1997, and two each from 1999 and 2001. All integrations

were obtained using the d46 dichroic that splits the spectrum near 4600 Å, the 830

line/mm grism blazed at 3460 Å for the blue side, and the 1200 line/mm grating

blazed at 5000 Å for the red side. We reduced all exposures with the IRAF package

longslit.
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4.4.2 Spectra from ESI

ESI covers from 3900 – 11,000 Å in ten overlapping orders (Epps & Miller,

1998; Bigelow & Nelson, 1998; Sheinis et al., 2000). We have one exposure of

Q1243+3047 using a 1” slit, taken in the echellette mode on January 11, 2000.

From the same night, we also have an exposure of the flux standard star Feige 110.

4.4.3 Spectra from HIRES

Our HIRES spectra of Q1243+3047 all used similar instrumental setups.

The angle of the HIRES echelle was the same for all exposures, and placed the center

of each order near the center of the CCD. The cross-disperser angle was also similar

for all exposures, except for one exposure that extended to much larger wavelengths.

The image rotator (Appendix 4.13) was used in vertical mode, to minimize slit losses

from atmospheric dispersion. We used the C5 decker, which provides an entrance

aperture to the spectrograph with dimensions 1.15
′′×7.5

′′

. In each case we placed the

target near the middle of the slit. The spectra were all recorded on the engineering

grade Tektronix CCD with 2048 × 2048 pixels that has been used in HIRES since

1994. The HIRES pixel size is 2.1 km s−1.

The CCD is large enough to record beyond the free spectral range for all

orders at wavelengths < 5200 Å, and we placed the spectra on the CCD such that

we did record this flux for all such orders. All but one integration covered from near

3200Å out to 4700Å in approximately 36 orders. These integrations were 7200 –

9000 seconds long. The S/N in each integration is near 3 per 2.1 km s−1 pixel near

the Lyman limit at ∼ 3200 Å, and rises to near 35 at the peak of the Lyα emission

line at ∼ 4400 Å.

The HIRES spectra we use are the normal output from the MAKEE soft-

ware, which are the raw counts spectrum divided by spectra extracted from flat field

integrations. In addition, the CCD defects were marked with negative error values.

These spectra differ from the raw counts that we discussed in the previous section in
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that the flat field division has removed most of the variation across the orders due to

the blaze and vignetting. Although this flat field division may introduce additional

undesirable changes in the relative flux, we proceed with these spectra because it is

imperative that the CCD defects have been removed.

HIRES Spectral Resolution

We measured the instrument resolution of HIRES by fitting Gaussian func-

tions to narrow, apparently un-blended lines in a single Thorium-Argon arc integra-

tion taken before one of the QSO integrations. We fit hundreds of arc lines in all parts

of the spectrum, and found a dispersion of σ = 3.4± 0.1 km s−1, which corresponds

to a FWHM spectral resolution of 8.0±0.2 km s−1(bins =
√

2σ = 4.81±0.14 km s−1).

We did not detect any variation in the resolution with wavelength. However, we did

detect that the arc lines are not Gaussian in shape, with more extended wings, such

that the best fitting σ increases when we extend the fitting range around an indi-

vidual line. We also expect that the spectra will have slightly different FWHM from

the arc spectra, because the illumination of the slit is different. The wavelength

shifts that we describe in the next section suggest that the resolution will depend

in part on the guiding and seeing.

HIRES Wavelength Shifts

We measured wavelength shifts between the HIRES integrations and we

shifted the spectra onto the same scale to correct these shifts. We measured the

cross-correlations between each of the 7 integrations with the eighth that we used as

the reference. An example of the shifts is shown in Figure 4.4. Comparisons of other

pairs of integrations often show a much larger dispersion in the measured shifts. In

all cases, the shifts measured in each order are consistent with a single shift for each

integration. The shifts had a standard deviation of 0.7 km s−1, which is 30% of one

HIRES CCD pixel. Each shift was measured to an accuracy of 0.13 km s−1, which

we determined from the scatter in the shifts that we measured separately for each
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order.

These shifts may arise from differences in the placement of the QSO light

in the HIRES slit, which projects to approximately 4 HIRES pixels. The 0.7 km s−1

rms shift is approximately 9% of the FWHM resolution, which itself is similar to

the slit width. The shifts do not correlate with hour angle or the correction that

was applied for the Earth’s orbital motion (< 30 km s−1) and spin (< 0.4 km s−1).

The shifts are also larger than we expect from wavelength scale errors. However, we

did find much larger wavelength scale errors when we did not ensure that MAKEE

used enough arc lines to determine the dispersion solution for each order.

4.5 Overview of the Method

There are three main steps in our procedure to apply relative flux calibra-

tion to HIRES spectra.

• Step 1: Flux calibrate a high quality reference spectrum of the target.

• Step 2: Flux calibrate the HIRES echelle orders with the reference spectrum.

This imposes the long scale (> 10 Å) spectral shape of the reference spectrum

upon each HIRES echelle order. The flux information on smaller scales (e.g.

absorption line profiles) still comes from HIRES.

• Step 3: Combine the HIRES orders. We first sum the integrations and then

join the orders to give one continuous spectrum.

These procedures do not replace standard CCD spectrum extraction pro-

cedures. Rather, they should be thought of as a “software patch”, applied to correct

errors that remain after the spectra have been extracted, and perhaps calibrated,

in the usual way. Reasonably well calibrated HIRES spectra are required as inputs

to our method, because the flux information on scales < 10 Å will still come di-

rectly from the HIRES spectra. The procedure is not unique, and we expect that
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Figure 4.4: The wavelength shifts measured between two consecutive HIRES inte-

grations for Q1243+3047, both taken on March 13, 2000. The small points show

shifts measured by cross-correlating blocks of approximately 20 pixels that contain

an absorption line. The larger points show the mean shift per order, and the vertical

bars show ±1σ from the distribution of the measurements in that order. The dotted

line shows the mean shift between the two integrations.
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other sequences might be appropriate for different spectra. We developed a semi-

automated pipeline to match MAKEE-reduced HIRES spectra to the IRAF-reduced

Kast spectra or the MAKEE-reduced ESI spectra.

We now discuss in further detail each of the steps outlined above.

4.6 Step 1: Flux Calibrating the Reference Spectra of the

Target

Since we should not transfer information about the instrument response

between exposures, we must “self-calibrate” each exposure we take with HIRES.

The first step of our method is thus to obtain a well calibrated spectrum of the

target. The reference spectrum must come from a well calibrated and stable spec-

trograph. In our work on Q1243+3047, we obtained reference spectra from both

Lick+KAST and Keck+ESI, and compared them to gauge the accuracy of the final

flux calibration.

4.6.1 Flux Calibration of Kast Spectra

To calibrate the flux in our Kast spectra of Q1243+3047, we took flux

information from a model spectrum of G191 B2B for the 1997 spectrum, and a

STIS spectrum of BD 28 4211 for the 1999 and 2001 exposures. We discuss the

reasons behind our choice of these standard stars in Appendix A. We measured and

matched the resolution of the observed and reference spectra of the standard stars

before we used them to calculate the Kast response function. In Figure 4.5, we

illustrate the flux calibration process. The dip in the response at the end of blue

CCD and the beginning of red the CCD is due to the changing efficiency of the

beam splitter.

The spectrum shows atmospheric ozone absorption lines (Schachter, 1991)

as the wiggles of the raw CCD counts (panel b) below 3400 Å. Their strength depends

on the temperature of the ozone layer and the effective airmass of the integration,
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and we have not made appropriate adjustments. We left the wiggles un-smoothed

in the response (Figure 4.5, panel d) to help partially remove their effect from the

quasar spectrum.

In Figure 4.6, we show the accuracy of the flux calibration of a Kast spec-

trum of another star. The flux residuals between our calibrated KAST spectrum

and a STIS spectrum of the same star are less than 3%.
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Figure 4.5: Steps in the calibration of the flux in a Kast spectrum. Panel (a) shows

the STIS spectrum of star BD+28 4211. Panel (b) shows the raw counts recorded

in two simultaneous Kast integrations, one with the blue camera (left) and one with

the red camera (right). We do not show the wavelength overlap on either side of the

central wavelength of the dichroic beam splitter (called d46), which we show with

the vertical line near 4450 Å. We had moved the “x-stage” that holds the CCD of

the blue camera of Kast to sample wavelengths well beyond the peak of the Lyα

emission line. Panel (c) shows the response function (b)/(a), and panel (d) shows

the raw counts in one 5400 second integration on Q1243+3047. Panel (e) shows the

flux calibrated spectrum, (d)/(c).
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Figure 4.6: Top Panel: Two spectra of the star Feige 34, one from STIS (solid

line, Bohlin et al. 2001), and the other a Kast spectrum that we have flux cali-

brated (dotted). We calibrated the Kast spectrum with Kast spectrum of the star

BD+28 4211. We also normalized the Kast spectrum to have the same mean flux as

the STIS spectrum to adjust for slit losses. Bottom Panel: Ratio of the two spectra

in the top panel. The dotted line is the error for the STIS spectrum (approximately

1% random and 3% systematic), and the dashed line is the random error from the

photon noise in the Kast spectrum. These errors are for 2 Å pixels.
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4.6.2 Flux Calibration of ESI Spectrum

We flux calibrate ESI spectra in the same way as we do those from Kast.

In Figure 4.7, we show the steps in the flux calibration of an ESI spectrum. The

ESI orders overlap in wavelength, and in Figure 4.8, we see that the orders do not

always have the same flux. These differences increase in size as we approach the end

of an order. We have not investigated the origin of these flux differences. We cut off

most of the regions where the differences exceeds 2% (which is the noise level in our

spectrum) without leaving any gaps in the wavelength coverage. We do not know

the size of the remaining error, especially in regions where there was no wavelength

overlap, because we do not have redundant observations of bright stars. Nonetheless,

the ESI spectra could have better relative flux calibration than HIRES spectra, for

several reasons. ESI has fewer orders, each of which covers more wavelength range

and a much larger portion of each order is sampled by adjacent orders. ESI has a

fixed instrumental configuration and our ESI spectra have much higher S/N than

our individual HIRES integrations, which may change the proportion of the flux

that is extracted.
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Figure 4.7: Steps in the flux calibration of an ESI integration of Q1243+3047 using

an ESI spectrum of the star Feige 110 obtained on the same night. We show only 3

of the 10 ESI orders. Panel (a) at the top shows the STIS flux calibrated spectrum

of star Feige 110. Panel (b) shows the raw CCD counts from an ESI spectrum of

this star. Panel (c) shows the smoothed ratio (b)/(a) that is the response function

of ESI. Panel (d) shows the raw counts from an integration of Q1243+3047, and

panel (e) shows the same spectrum after relative flux calibration.
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Figure 4.8: Demonstration of the errors in the flux calibration of an ESI spectrum

of the star HZ44. The middle traces show the ESI orders after flux calibration using

an ESI spectrum of star Feige 110. The lower smooth curves show the response

function of these ESI orders. Here we use the usual flux calibration methods. The

insert in the upper right is an enlargement of 4800 – 5100 Å that clearly shows that

adjacent orders differ.
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4.6.3 Errors in the Reference Spectra

The errors in the relative flux calibration of the reference spectrum are a

fundamental limitation on how well we can apply relative flux calibration to the

HIRES spectrum. One way to explore these errors is to compare different reference

spectra. We will see that the differences increase with wavelength range and they

are the main source of error in our calibration of our HIRES spectra of Q1243+3047.

We found that the 5 Kast spectra show two types of shape. The two from

1999 are similar, as are the two from 2001. We call the sum of the two flux calibrated

spectra from 1999 K99, and the two from 2001 K01. KSUM is our name for the sum

of all five spectra. The 1997 spectrum is similar to K01, but has much lower S/N.

These two groups, K99 and K01, differ in shape on the largest scales across

the whole Lyα forest, but they do have very similar shapes across a few hundred

Ångstroms after we normalize them to each other at those wavelengths. These

differences are best seen when we smooth them slightly by differing amounts to

reduce differences in the spectral resolution. The K01 spectra have up to 10%

systematically higher flux at wavelengths < 3400 Å than do the K99 spectra. The

K01 spectra had a few percent lower flux from 4000 – 4300 Å and higher flux across

the Lyα emission line. We do not know the origin of these differences. Possible

origins include variation in atmospheric extinction (Burki et al., 1995) or variation

of the QSO.

We find that the ESI spectra differed from the various Kast spectra by

typically 2% or less per Kast pixel, from 4100 – 4400 Å. The differences correlate

over a few Kast pixels in the Lyα forest, with no large scale trends, except that to

the red side of the Lyα emission line the ratio of the Kast to ESI flux increases by

approximately 5% from 4300 – 4400 Å for all five Kast spectra.
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4.7 Step 2: Flux Calibrating HIRES Echelle Orders with a

Reference Spectrum

We calibrated the relative flux in a HIRES spectrum using a calibrated

reference spectrum from either Kast or ESI. We divided a smoothed version of

the HIRES spectrum by the reference spectrum to find the “Conversion Ratio”

spectrum. We found that the smoothed HIRES spectrum and the reference had to

have the same wavelength scale and resolution, because the Lyα forest absorption

lines cause the flux to vary rapidly in wavelength. We calibrated the individual

orders of each HIRES integration using a smooth function fitted to the conversion

ratio spectra, one for each order of each integration.

In Figure 4.9, we illustrate the calibration of the relative flux in the HIRES

orders that we describe in the following five sub-sections.

4.7.1 Wavelength Matching

Because the wavelengths from HIRES are more accurate, we shifted the

Kast spectra onto the HIRES wavelength scale. We measured the shifts by cross-

correlation of complete HIRES orders, and we confirmed the values by cross-correlating

individual strong lines in the Lyα forest.
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Figure 4.9: Illustration of the steps taken to apply relative flux to HIRES spectra of

Q1243+3047 using Kast spectra of the same QSO. Panel (a) shows a flux calibrated

Kast spectrum. It has been shifted in wavelength to match the HIRES wavelengths.

Panel (b) shows the CCD counts recorded in the three HIRES orders that cover

these wavelengths. This is a single HIRES integration, and the orders overlap in

wavelength, although we do not show this here. Panel (c) shows the extracted HIRES

orders that have been “flattened” by dividing by the flat field. This is the Flux-

name.fits file that is the usual output from MAKEE. Panel (d) is shows the spectra

from panel (c) after smoothing by a Gaussian filter to match the spectral resolution

of the Kast spectrum in panel (a). The HIRES spectrum has been re-binned onto

the Kast pixels. Panel (e) shows the ratio (d)/(a) that we call the conversion ratio.

It has values at the Kast pixels, and two values at the wavelengths that appear in

two HIRES orders. The smooth curves are low order fits to the pixels that sample

the conversion ratio. Panel (f) is (c)/(e), the flux calibrated HIRES spectra. Notice

that the jump in the HIRES flux at the order join near 4320 Å in panels (b), (c)

and (d) is detected by the conversion ratio in (e) and corrected in (f). Panel (g)

shows the sum of 8 HIRES integrations, each of which is corrected individually in

the same manner. The order joins are not apparent. We do not plot most pixels in

the high resolution spectra, to reduce the file size.
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Some of the wavelength shifts may arise because the QSO was not exactly

centered in the slit. This is a reasonable explanation for the typical shift which was

42 km s−1, or 0.4 Kast pixels, only 17% of the projected width of a 2 arcsecond

wide slit. These shifts should vary monotonically along a spectrum, and some Kast

spectra show this. However, Figure 4.10 shows that other spectra have more complex

wavelength shifts. In such cases we measured the mean shift for each HIRES order,

and we fit a low order polynomial to these mean values, similar to that used to fit

the arc line wavelengths, to give a smoothly changing wavelength scale without gaps

or discontinuities.

We also placed the ESI spectra on the HIRES wavelength scale. This

wavelength scale assignment was obtained by first smoothing the HIRES spectra to

the approximate spectral resolution of ESI, and then finding the velocity shift by

cross-correlation of the ESI with the HIRES integration. We shifted the complete

ESI spectrum by +5.61 km s−1, which is 7.5% of the projected 1 arcsec slit width. As

with the Kast spectra, this shift is larger than we would expect from the wavelength

fits to the arc calibration lines and may arise because the QSO was not exactly

centered in the slit.

4.7.2 Resolution Matching

We smooth the HIRES spectrum to match the resolution of the Kast spec-

trum. This procedure is sensitive to wavelength shifts between the two spectra,

and hence it was done after the wavelength scales were matched. In contrast, the

wavelength scale matching is insensitive to the spectral resolution. We smoothed

the HIRES spectrum, and sampled it in the wavelength bins of the Kast spectrum.

We smoothed with a Gaussian function of known FWHM, truncated at 2σ, and

normalized to unit area. We smoothed by different FWHM to find the amount of

smoothing that left the smallest residuals between the smoothed HIRES and Kast

spectra. These residuals appeared flat across strong absorption lines, which suggests

that a Gaussian is an adequate approximation to the line spread function of the Kast
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Figure 4.10: Shifts in the wavelength scale of a spectrum of Q1243+3047 from

the Kast spectrograph measured relative to a HIRES spectrum of the same QSO.

Each dot shows the shift measured by cross-correlating a region of spectrum that

contains an absorption line. The bars show means of these dots, taken over the

individual HIRES orders. We obtain similar shifts when we cross-correlate over

complete HIRES orders. The sampling pixel size is 107.1 km s−1.
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spectrum. As with the wavelength matching, the Lyα forest provides the signal for

resolution matching.

The Kast spectral resolution varies from spectrum to spectrum, and it can

vary with wavelength in a spectrum, depending on where we chose to focus. We took

the Kast resolution to be the FWHM of the smoothing applied to the HIRES, after

subtracting the initial HIRES 8 km s−1 FWHM in quadrature. For example, in the

1999 spectra of Q1243+3047, the FWHM of the Kast spectrum is about 300 km s−1

near 3300 Å and from 3800 – 4300 Å but it improves to 220 km s−1 near 3500 Å,

where the measurement error is approximately 10 – 30 km s−1, depending on the

region of the Lyα forest. We smoothed the HIRES spectrum by a single mean

FWHM even when the resolution varied along the Kast spectrum. Using similar

methods we found that the ESI spectrum had a FWHM of 63.2 ± 3.0 km s−1.

4.7.3 Calculating the Conversion Ratio

We divide the smoothed HIRES spectrum by the Kast spectrum, to obtain

the “conversion ratio” (CR) spectrum. The Lyα forest hinders our calculation of

the CR, because we are very sensitive to slight remaining errors in the wavelengths

and the resolution. When we calculate the CR, we weight the flux in the individual

spectra by their errors, and we assign an error to each pixel in the CR. It is common

to see increased error in the CR near strong absorption lines (e.g. near 4285 Å in

panel (e) of Figure 4.9), but this error does not have a systematic shape when the

wavelengths and resolution are well matched.

4.7.4 Smoothing the Conversion Ratio

We fit the CR spectra to obtain a smoothly changing function. The original

CR spectra vary from pixel to pixel because of photon noise in the reference and

HIRES spectra, especially in strong absorption lines. These variations can be much

larger than the expected change in the flux calibration and hence we can improve the

flux calibration by interpolating. We explored various ways of smoothing and fitting,
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some in one dimension, along each order separately, and others in two dimensions,

both along and between adjacent orders. The best choice will increase the S/N in

the CR as much as possible without changing the structure.

We found that a 4th order Chebyshev polynomial fit to the CR spectrum

for each HIRES order was a good choice for Kast spectra. We choose this order

by trial and error. It leaves enough freedom to fit the shapes of the CR and give a

reduced χ2 ' 1. To meet this criterion, we chose a 6th order Chebyshev polynomial

for ESI spectra. Other fits would be appropriate in spectra with different amount

of structure and S/N. In Figure 4.11, we show the CR spectra for many HIRES

orders. We see that the CR spectra for adjacent orders are very similar in shape,

but change systematically as we move across many orders. We also found that the

changes in shape from order-to-order are larger than those between integrations for

a given order, except for the effects of photon noise in the CR.

We calculate the CR twice, in an iterative fashion, to improve the accuracy

near the ends of the HIRES orders. The first time, we stop the calculation before

the order ends, where the filter, which we use to smooth the HIRES spectrum to

the resolution of the reference spectrum, just touches the last pixel in the order. We

cannot, at that time, calculate the CR for the remaining pixels because we do not

know the flux from beyond the end of the order. This flux is needed when we smooth

the HIRES spectrum to match the reference spectrum. We do, however, allow the

fit to the CR to extrapolate to the end of the order, and we use that extrapolation

to make the first estimate of the flux calibration. When we calculate the CR the

second time, we know the HIRES flux from beyond the end of the order, because

we have already calibrated the whole HIRES spectrum.

An example of the type of error that can occur in the CR at order ends is

shown in Figure 4.12. In middle panel on the left, the CR is erroneously low in the

first two pixels at the start of order 98. Here we calculated the CR once only, and

we ignored the flux from beyond the end of the order, where there happens to be a

Lyβ absorption line. This absorption line lowers the flux in the reference spectrum,
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but not in the HIRES spectrum for that order.

The error in the relative flux calibration of a HIRES integration depends

in part on the S/N in that HIRES integration. The conversion ratios in Figure 4.12

are for a second integration of Q1243+3047 that can be compared to the integration

shown in Figure 4.11. The two integrations were calibrated using the same Kast

spectrum, and hence the differences are caused by noise in the HIRES integration,

especially at the shortest wavelengths.

We experimented with other ways of smoothing the CR to reduce the

effects of photon noise. The moderate order polynomials smooth in wavelength

along an order, but they do not use any information from adjacent orders. As is

shown in Figure 4.2, adjacent orders should have similar CR. To take advantage of

this similarity, we made a 2-dimensional map of the CR in the coordinate frame

of the HIRES CCD detector, and we smoothed this map in both dimensions, both

using a Gaussian filter and independently by fitting a 2D surface using Chebyshev

polynomials. The Gaussian filter did not work well because the largest width that

did not change the shape of the CR surface had a 4σ width of only 3 orders, not

enough to reduce the noise significantly. If we widen FWHM of Gaussian filter, we

can reduce the noise, but at the same time, it alters the shape of CR for more than

a few percent which is unacceptable when we pursue 1% accuracy. In Figure 4.13,

we show a 2D surface fit that was an improvement over the 1D polynomial fits, but

we did not use this in Kirkman et al. (2003).

The error in the CR depends on the S/N in each CR pixel, and on the

fitting or smoothing that we use. The error will correlate on the smoothing scale.

When we apply a 4th order polynomial to each HIRES order of 40 Å, the correlation

length is approximately 10 Å as can be seen from Figures 4.11 & 4.12. There are also

strong correlations in the CR near the ends of orders, and near strong absorption

where the errors are largest.

The contribution to the error in the CR from the S/N in the reference or

HIRES spectra can be estimated from the number of pixels in the correlation length.
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Figure 4.11: Conversion ratio for the 8100 second HIRES integration of Q1243+3047

taken April 4, 1999. The relative flux calibration uses a Kast spectrum from 2001.

The mean level of the CR in each order has been normalized for the plot. The

pixels sizes are from the Kast spectrum, and the curves show 4th order Chebyshev

polynomial fits to each order.

There are approximately 34 pixels in a Kast spectrum per HIRES order, and hence

8.5 per correlation length. An individual Kast spectrum of Q1243+3047 has S/N

60 per pixel near 4250 Å and 20 near 3250 Å. The CR will then have errors of at

least 0.6% near 4250 Å and 1.7% near 3250 Å.
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Figure 4.12: As Fig. 4.11, but for a 7200 second HIRES integration taken 11 months

later on March 14, 2000.
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Figure 4.13: The 2-D surface fitted conversion ratio for a HIRES integration of

Q1243+3047. The fitted CR values are shown elevated above a plane that ap-

proximates the HIRES CCD. The “CCD pixel position” axis is the pixel along the

direction of a HIRES order, with wavelength increasing to higher numbers. The

“Echelle Order” axis is the HIRES order with wavelength increasing to low num-

bers. The orders are shown parallel to each other and with equal spacing. 5th order

Chebyshev polynomials are used in both the CCD pixel and echelle order directions.

The S/N in the reference ESI spectrum increases with wavelength, to the left. The

CR have been normalized to have a mean CR = 1 in the middle 20% of each HIRES

order. Prior to normalization, the CR varied systematically by approximately a

factor of two.



125



126

4.7.5 Applying the Conversion Ratio

We divide the original HIRES integration, with full spectral resolution

and pixels, by the 1D fits to the CR to obtain the desired flux calibrated HIRES

spectrum. Since we have not merged the orders, the wavelength overlaps remain.

The resulting HIRES integration now has relative flux calibration on each order.

4.8 Step 3: Combine the HIRES Orders

The final step is to combine the fluxed HIRES orders into a single spectrum.

We add the HIRES integrations that have very similar wavelength coverage, order by

order, and then we merge the orders. We choose this sequence because it facilitates

checks of the relative flux calibration. We compare the flux in each order in multiple

integrations before we sum the integrations. After they are summed, the enhanced

S/N makes it easier to see errors in the flux calibration in the wavelength overlap

between orders.

First, we place all orders from all HIRES integrations on a single wavelength

scale, so that pixels from orders that overlap in wavelength sample exactly the same

wavelengths. We choose a scale with a constant velocity increment of 2.1 km s−1

per pixel, equivalent to constant log wavelength increment. This choice has two

advantages over constant wavelength: in velocity units, the spectral resolution of

the echelle does not vary significantly with wavelength, and we use velocity units to

describe the widths of absorption line systems.

We calculate the mean flux in each pixel, from all integrations, after re-

jecting large deviations that we identify by evaluating the χ2 statistic for each pixel.

We ignore the flux in a pixel from an individual integration if it is > mσi away

from the weighted mean for all integrations, where σi are the errors on the fluxes

in the individual integrations. The value of m was determined iteratively to remove

most pixels with conspicuously deviant flux values. For Q1243+3047, we use m = 2.

The algorithm iterates, and re-derives the χ2 after rejecting the flux value from one



127

integration. If all integrations are > mσ away from the weighted mean, we examine

the errors. If the errors in some of the integrations have data, shown by non-zero

errors returned by MAKEE, we use the flux from the integration with the smallest

error as the mean. If, however, there is no data in a particular pixel, for example

because of a known CCD defect, then we use the weighted mean of the two pixels on

either side, again using only those integrations that are within mσ of the weighted

mean for that wavelength. If none of the above criterion are met, we use the average

of the fluxes in all integrations.

Finally, we verify that adjacent orders show similar flux levels where they

overlap, and we used a weighted mean to combine the orders in these regions, pro-

ducing a single flux calibrated spectrum. In Figure 4.14, we show order overlap for

spectra of star Feige 34. This spectrum can be compared to the spectra in Figures

4.3 that show the flux calibration using usual methods. The ratio of the flux in

adjacent orders shows most variation near 3250 Å : 0.92 – 1.08%, and decreases to

0.98 – 1.02 near 4300 Å, where the S/N is highest in the Kast spectrum that we used

as a reference. The calibration of Feige 34 used the method and algorithm that we

developed and applied to our spectra of Q1243+3047, with a few exceptions. The

star does not have Lyα forest lines, and hence we matched the wavelength scale of

the Kast and HIRES spectra using a single shift for the whole Kast spectrum. We

fitted the CR with one 4th order polynomial per order. A 6th order fit would work

better near 4300 Å where the S/N is high.

We consistently found, from many spectra, that the remaining difference

between between the orders was largest at the end of an order, where the CR is less

well known. Hence, we tapered the flux from each order using a weighting function

that declined linearly from one, where the overlap begins, to zero, where the order

ends.
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Figure 4.14: Spectra of star Feige 34 with relative flux calibration. The lower two

spectra are from STIS (heavy line) and Kast (thin line), both from Fig. 4.6. The

upper two spectra, displaced vertically by the same amount for clarity, are the same

Kast reference spectrum and five and a half orders of a HIRES spectrum (faint trace

with many pixels, darker in even numbered orders).
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4.9 Comparison of Spectra of Q1243+3047 Calibrated with

Different Reference Spectra

We made several different calibrations of the HIRES spectra of Q1243+3047

using different low resolution spectra to convey the flux information. We label these

HIRES spectra by the spectra that we used for the flux calibration: hence, HK99

is the HIRES spectrum of Q1243+3047 calibrated using the Kast K99 spectrum of

Q1243+3047, HKSUM was calibrated using the mean of all five Kast spectra and

HESI was calibrated using the ESI spectrum of Q1243+3047.

We also made a spectrum, HH, which we calibrated using a HIRES spec-

trum of a standard star. This HH calibration is not typical of the accuracy that we

usually obtain, but rather it is the best that we could obtain with our spectra. We

made many calibrations using different HIRES integrations of standard stars, and

we show the calibration that had the smoothest order joins. This HH calibration

contrasts with the calibrations of the stars that we showed in Figure 4.3 that did

not work as well.

In Figure 4.15, we show the ratios of HIRES spectra calibrated in these

different ways. The top panel shows HK99 spectra divided by HESI. There is a 7%

difference across the wavelength region shown. The HK01 differs from HESI by 5%

at most, while the HKSUM calibration differs from HESI by 4%. The calibrations

HH and HESI differ the least – only 3% – but show the largest jumps at order

joins, e.g. near 4325 Å. The four gray bands of Figure 4.15 show the wavelength

overlaps between the HIRES orders. We show three complete orders and two partial

ones. The bottom panel shows QSO spectrum. We show the wavelength region

centered on the strong Lyα lines that we have use to measure the H I column

density that contributes to a D/H measurement. This Lyα line has damping wings

that absorb approximately 1% of the flux near 4233 and 4340 Å and hence accurate

flux calibration of this region helps us measure the column density, although most

information comes from 20 Å on either side of the line center.
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The differences between the calibrations have three origins. The largest

differences, which are on the largest scales, come from the differences between the

K99, K01 and ESI spectra. Other differences, especially near the order joins, are

related to the fitting of the CR, and are sensitive to the S/N in the Kast and ESI

spectra. A third type of difference occurs from pixel to pixel, and comes from the

rejection of deviant pixels from among the 8 HIRES integrations. The CR fits are

smooth curves, and the ratios would also be smooth were it not for differences in the

pixels which are rejected when we took the sum of the 8 integrations. The numerous

small 1 – 2% deviations arise when a pixel is not used from one integration or another.

The size of these deviations is given by the S/N of the individual integrations. The

noise increases in the strong absorption lines where we are dividing two spectra,

each of which has low S/N. Trends that are seen in more than one panel may come

from differences of the ESI spectrum from the others.

We do not know which of the spectra is the more accurate. All of the

spectra used in Figure 4.15 were calibrated with CR spectra that were fit order by

order. We found that the 2-dimensional fits to the CR, like that shown in Figure

4.13, slightly reduced the deviations near the order joins.

For each fluxed spectrum, we measured the D/H value and found no signif-

icant differences in D/H between spectra. The lack of differences is likely related to

our continuum fitting. The typical interval of continuum points we place on HIRES

spectra is 40 – 50 Å. The low frequency deviation shown in Figure 4.15, a few percent

per an echelle order, could be absorbed by our smooth b-spline continuum fit on the

spectra (Kirkman et al., 2003). For the same reason, absolute flux calibration is not

necessary for our D/H measurement. Even if a QSO is variable, our flux calibration

method and subsequent measurement will succeed, as long as the variation spectrum

to spectrum is insignificant on scales similar to HIRES order length.



131

Figure 4.15: Ratios of the flux in different summations of the 8 HIRES integrations

of Q1243+3047 that we have calibrated using different spectra. HK99, HK01 and

HKSUM were all calibrated with Kast spectra, while HESI and HH are HIRES

spectra calibrated using ESI spectra and a HIRES spectrum of a flux standard.

Each of the top 4 panels shows the ratio of two HIRES spectra, each one of which

looks similar to that shown in the bottom panel. The vertical bands show the

wavelengths where the orders overlap. We do not plot most pixels, to reduce the file

size. If we had plotted all pixels, the noise near the few strongest absorption lines

would be much more conspicuous, and in each 10 Å interval we would see 1 – 20

fluctuations of 1 – 2%. We also do not plot pixels that have negative flux, because

of the random noise in the sky subtraction.
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4.10 Discussion of the Accuracy of the Flux Calibration

Many factors contribute to the errors in the relative flux calibration, in-

cluding:

• Errors in the flux reported for the standard star.

• Errors in our spectra of the standard star and reference. Common error sources

include extinction and absorption in the Earth’s atmosphere, slit losses that

depend on wavelength, a dichroic in the spectrograph, variation of the target,

variation with wavelength of the proportion of the flux extracted, and the S/N

of the spectra.

• Errors calculating the response function that we use to calibrate the reference

spectrum. Errors occur matching the resolution and wavelength scales of our

spectrum of the standard to the published flux information. Such errors are

especially conspicuous near absorption lines in the standard.

• Errors in the preparation of the HIRES spectrum, including the bias subtrac-

tion, flat field division and extraction.

• Errors applying the flux calibration to HIRES spectrum, including wavelength

shifts, resolution differences, the S/N of the HIRES spectrum and fitting the

CR.

We have found that many of these factors can produce 1 – 10% errors in flux cali-

bration, but it is difficult to assign typical values for these errors.

The size of the error in the relative flux calibration depends on the wave-

length and the wavelength range. We do not include errors from the CR in the usual

error array because the CR errors are correlated over many pixels. In this paper we

have concentrated on scales of a few orders, or approximately 120 Å that are most

relevant to our work on D/H. We have paid much less attention to the relative flux

calibration on larger scales that are dominated by a different set of factors, such
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as the extinction at the time of observation. We expect errors due to extinction to

monotonically increase with scale in our reference spectrum.

An indication of the accuracy we have attained in relative flux calibration

is given in Figure 4.14. We compare three spectra of the flux standard star Feige 34:

a HIRES spectrum that we flux calibrated using a Kast spectrum as the reference,

the Kast reference spectrum, and STIS a spectrum. The Kast and STIS spectra

are those shown in Figure 4.6. The STIS spectrum was not used in the calibration,

except to provide the normalization of the Kast spectrum across the range 3200

– 4450 Å. We used a one-dimensional 4th order polynomial to fit the CR. In the

wavelength region shown, the HIRES spectrum differs from its reference by at most

2.5%, except near the absorption line, and typically < 1%. At wavelengths 3400 –

3800 Å, where the S/N is lower, the differences are twice as large. The differences

correlate on scales > 5 Å. The flux in different HIRES orders joins smoothly, with no

unusual structure. The remaining differences of the HIRES and STIS spectra come

from the deviation of the Kast spectrum from the STIS, shown in Figure 4.14. This

comparison demonstrates that the method can give errors of < 1% in the relative

flux over approximately 200 Å. For Feige 34 the accuracy of the flux calibration was

limited by the accuracy of the reference, and not by the method itself.

4.11 Summary

We found that the distribution of the signal recorded in HIRES integra-

tions differs from integration to integration. We do not have a complete explanation

for this behavior, although varying vignetting and inadequate extraction may be

involved. We found that these differences persist even when the instrument is ap-

parently unchanged. These changes mean that the usual methods of flux calibration

are inadequate.

The methods we have described for applying relative flux calibration to a

HIRES spectrum use three spectra: the HIRES spectrum of the target that we wish
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to calibrate, and Kast or ESI spectra of both the target and a flux standard star.

We use the latter to get the Kast or ESI response and calibrate the Kast or ESI

spectrum of the target that we take as the reference spectrum. We use reference

spectrum to impose flux calibration on the HIRES target spectrum.

This has method has three advantages. First, we can calibrate HIRES when

normal calibrations using standard stars observed with HIRES alone are inadequate.

Second, we can correct many types of error in the HIRES spectrum, including those

from varying vignetting and inadequate extraction. Finally, we can obtain all the

calibration spectra at a different time and on a different telescope.

The error in relative flux calibration, and the solution that we describe,

could apply to any spectrum with inadequate relative flux calibration, whether from

an unstable spectrograph or from inadequate extraction. Vignetting could vary in

any spectrograph that was unstable. Instability could involve an optical misalign-

ment, as with HIRES. Variable vignetting would be harder to recognize in a first

order spectrum because we expect the largest changes near the largest field angles,

but there is only one spectrum to show this change, and flux calibration is often

harder near the ends of a single spectrum, for other reasons.

4.12 Appendix A: Choice of Standard Star

We used the calibrations of the flux in stars based on STIS spectra (Bohlin,

Dickinson, & Calzetti, 2001). In Figure 4.16 we see that the STIS spectra do not

show the wiggles at 3200-3850 Å that are present in the Oke (1990) spectrum of

G191 B2B. This and other Oke spectra are widely used by default in the reduction

packages IRAF and MIDAS. The differences between the Oke (1990) and STIS

spectra can reach several percent, larger than our random photon noise. Based

on the lack of features in the spectrum and the STIS data quality, we preferred

the following stars for UV flux calibration near 3200 Å: G191 B2B, BD+28 4211,

Feige 110, and Feige 34. For G191 B2B we have the additional choice of using
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a model spectrum given by Bohlin et al. (2001). This model spectrum fits their

STIS spectra to within 0.7 % in the continuum (Bohlin, 2000), and it simplifies flux

calibration because it has full resolution.

We used the entire STIS spectrum for flux calibration, including the broad

Balmer absorption lines. The Oke (1990) paper provides AB magnitudes at discrete

continuum points in 5-50 Å intervals. These points skip the Balmer absorption lines,

but we can not do this, because we then have insufficient information to calibrate

several echelle orders, each of which is only 30-60 Å long.

Our use of the flux calibration information near the Balmer lines can help

us avoid significant errors. In Figure 4.17 we show a spectrum from ESI echellette

order 15 that has its sensitivity peak around 4350 Å that coincides with Balmer

γ line, 4341.68 Å. Q1243+3047 (Kirkman et al., 2003) happens to have its Lyα

emission at 4330 Å. In an early flux calibration of this order, poor interpolation

across this Balmer line had led us to make an 8% calibration error that was three

times the random error.

4.13 Appendix B: HIRES Image Rotator

The vignetting in HIRES depends on whether or not the image rotator is

used, and on the mode in which the rotator is used.

HIRES is fixed to the Nasmyth platform of the Keck-I telescope with its

slit approximately parallel to the horizon. When we look at the image of the sky

on the HIRES slit, we see that the vertical direction in this image rotates at a rate

given by the elevation (EL) of the telescope. This is because telescope is rotating

in EL while HIRES is fixed. If the telescope is pointing at the horizon, and looking

at an arrow in the sky that is pointing towards the zenith, the image of this arrow

on the slit plane is also pointing towards the vertical, which is perpendicular to the

length of the slit. As the telescope moves to higher EL, the arrow rotates until it is

aligned along the slit when the telescope is pointing to the zenith.
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Figure 4.16: Flux calibrated spectra of the star G191-B2B. The continuous, wobbly

line is a STIS spectrum from Bohlin (2000). The dotted line and points are from

Oke (1990).
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Figure 4.17: Spectra of the flux standard star Feige 110. The lowest trace shows

the signal recorded in one ESI order. The dotted line shows the flux reported by

Oke (1990) and the points show the flux values that he recommended to minimize

sensitivity to spectral resolution. The STIS spectrum from (Bohlin, Dickinson, &

Calzetti, 2001) is shown by the continuous trace comprising pixels that are easy to

see on the plot.
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The HIRES image rotator allows us to rotate the image of the sky on the

slit plane in any way we like. We installed an image rotator in HIRES in late 1996.

This is a large quartz prism that sits in front of the HIRES slit. The light from

the Keck-I telescope tertiary mirror undergoes three total internal reflections in the

prism before coming to a focus on the slit plane. The prism can rotate continuously

in either direction about the axis of the beam that converges on the center of the

slit. The prism is aligned so that the image of a star on the center of the slit moves

by under 0.5 arc seconds when the prism is moved in or out of the beam, and when

the prism is rotated. The prism can be spun rapidly to demonstrate this alignment.

The prism does not vignette any of the beam that lands within 60 arc seconds of

the center of the slit.

The image rotator has two main modes of operation: Position Angle and

Vertical Angle. The position angle mode is used when we wish to keep two stars in

the slit, where as the vertical angle mode is used to keep the vertical direction in the

sky parallel with the slit, as a surrogate for an atmospheric dispersion compensator.

When the image rotator was used in Vertical mode, the position angle along the

slit is the parallactic angle, and this varies as we track a target. The parallactic

angle is measured at the target, from the North Celestial Pole to the Zenith, in the

direction from North via East. The parallactic angle is fixed for a given elevation

and azimuth in the sky, but it changes when we track a target across the sky.

HIRES spectra are hard to flux calibrate in part because the vignetting can

change by 10% from spectrum to spectrum. The vignetting changes because there

is a known misalignment between the beam coming from tertiary mirror and the

HIRES optical axis. When HIRES was installed, the center of the Keck telescope

pupil was measured to be approximately 9 mm away from the collimator center,

which corresponds to a beam misalignment of 7.4 arcminute. If a star is held at

one position on the HIRES slit, the axis of the beam entering HIRES will rotate

around the HIRES optical axis at a rate given by any change in the position angle

of the sky image on the slit. If the position angle moves through 360 degrees, the
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axis of the beam entering HIRES follows the surface of a cone with an apex angle

of approximately 14.8 arcminutes. Steve Vogt used ray tracing to find that this

rotation causes the vignetting to vary by approximately 10%, depending on the

angle. The vignetting occurs due to a dewar which forms a central obstruction in

the beam near the camera’s prime focus.
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Chapter 5

The Measurement of the

Deuterium to Hydrogen Ratio

towards HS 0105+1619

5.1 Abstract

We report the measurement of the primordial D/H abundance ratio to-

wards QSO HS 0105+1619. The column density of the neutral hydrogen in the

z ' 2.536 Lyman limit system is high, log NHI = 19.422 ± 0.009 cm−2, allowing for

the deuterium to be seen in 5 Lyman series transitions. The measured value of the

D/H ratio towards QSO HS 0105+1619 is found to be D/H= 2.54±0.23×10−5. The

metallicity of the system showing D/H is found to be ' 0.01 solar, indicating that

the measured D/H is the primordial D/H within the measurement errors. The gas

which shows D/H is neutral, unlike previous D/H systems which were more highly

ionized. Thus, the determination of the D/H ratio becomes more secure since we are

measuring it in different astrophysical environments, but the error is larger because

we now see more dispersion between measurements.

141
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5.2 Introduction

The D/H measurement of a system toward HS 0105+1619 is a joint effort

of the Tytler group. In this chapter, I will present our result from O’Meara et al.

(2001). I am in charge of data reduction and calibration. It was during this period

when I developed a scheme to flux calibrate Keck HIRES spectrum. This was the

first time when the HIRES data was successfully flux calibrated. The observed

CCD image of the HIRES spectrum is segmented into approximately 40 pieces. The

instrument is not designed to be able to flux calibrate. However, the flux calibration

was the key to perform a precise measurement of D/H. Therefore, I developed a

method described in Chapter 4, and the following work is the first application of

the method.

5.2.1 A Brief History of Primordial Deuterium Measurement

The standard theory of big bang nucleosynthesis (SBBN) predicts the

abundances of the light nuclei H, D, 3He, 4He, and 7Li as a function of the cos-

mological baryon to photon ratio, η = nb/nγ (Kolb & Turner 1990; Walker et al.

1991; Schramm & Turner 1998; Nollett & Burles 2000; Olive, Steigman & Walker

2000). A measurement of the ratio of any two primordial abundances gives η, and

hence the baryon density, while a second ratio tests the theory. However, it is

extremely difficult to measure primordial abundances, because in most places gas

ejected from stars has changed the abundances.

Adams (1976) suggested that it might be possible to measure the primordial

D/H ratio in absorption line systems towards QSOs. Although gas which has been

inside a star will have lost all of its deuterium, in QSO absorption line systems

having typical metal abundances of 0.001 to 0.01 of the solar value, about 0.1 – 1%

of the deuterium will have been lost.

The advent of the HIRES spectrograph (Vogt 1994) on the W.M. Keck-I

telescope gave the high signal-to-noise ratio (SNR) and spectral resolution needed



143

to reveal deuterium (Tytler et al. 2000) in high redshift absorption systems. We

have previously measured D/H in two QSOs (Tytler, Fan & Burles 1996; Tytler &

Burles 1997; Burles & Tytler 1998a; Burles & Tytler 1998b), and placed a strong

upper limit on D/H in a third (Kirkman et al. 1999).

Other QSOs give less useful constraints on D/H, because their absorption

systems are more complex, or existing spectra are inadequate. The Lyman limit

system (LLS) at zabs = 0.701 towards QSO PG 1718+4807 might allow ten times

larger D/H, or it may give no useful constraints (Webb et al. 1997; Levshakov,

Kegel, & Takahara 1998; Tytler et al. 1999). Molaro et al. (1999) claimed another

QSO absorption system showed low D/H, but they and Levshakov et al. (2000)

note that since only the Lyα line has been observed, the hydrogen velocity structure

and the H I column density are poorly known, and the deuterium feature can be fit

using hydrogen alone.

In this chapter, we present a fourth QSO, HS 0105+1619, which gives

strong constraints on the primordial D/H ratio.

5.3 Observations and data reduction

We report the detection of deuterium in the QSO HS 0105+1619 (emission

line redshift 2.64, V=16.9, B1950 RA 1h 5m 26.97s, DEC +16d 19m 50.1s; J2000 RA

1h 8m 6.4s, DEC +16d 35m 50.0s), which was discovered by Hagen et al. (1999),

who very kindly gave us a finding chart and a low resolution spectrum prior to

publication.

We present high quality, high SNR spectra of HS 0105+1619 in both low

and high resolution. The low resolution spectra were obtained using the Kast dou-

ble spectrograph on the Shane 3 meter telescope at Lick observatory. The high

resolution spectra were obtained using the HIRES spectrograph on the Keck-I tele-

scope. The observations are summarized in Table 5.1. All of the high resolution

observations were taken using the HIRES image rotator to align the direction of
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atmospheric dispersion along the slit, and were taken with the C5 decker, which

provides an entrance aperture to the spectrograph with dimensions 1.15
′′ × 7.5

′′

.

The spectra were sampled in 2.1 km s−1 pixels with the Tektronix 2048x2048 CCD.

The HIRES spectra were flat-fielded, optimally extracted, and wavelength

calibrated using Tom Barlow’s set of echelle extraction MAKEE programs. The

spectra were then co-added to produce a single spectrum. This spectrum was then

flux calibrated using the low resolution Kast spectrum. Because the SNR decreases

in both spectra at lower wavelengths, we use the flux calibrated data for wavelengths

greater than 3800 Å and the co-added spectrum without flux calibration below 3800

Å. The details regarding the co-adding and fluxing are given in Suzuki et al. (2003).

The wavelength scale has an external zero point error of approximately ±10 km s−1,

which is the shift between spectra taken at different times, which we corrected. The

internal error in the wavelength scale is a least 0.09 km s−1, from the arc line fits,

and may be approximately 1 – 2 km s−1, which is the size of the error which we have

noted in our analysis of other similar spectra (Levshakov et al., 1998). The final

spectrum has 2.1 km s−1 wide pixels, and a SNR of approximately 80 and 10 at the

Lyα and Lyman limit of the D/H system, respectively. In Figure 5.1, we show the

flux calibrated Kast and HIRES spectra.

5.4 General Properties of the z ' 2.536 Lyman Limit System

Towards HS 0105+1619

As can be seen in Figure 5.1, the low resolution Kast spectrum of HS 0105+1619

shows a steep Lyman break at a wavelength of approximately 3230 Å, which is

caused by a Lyman limit system at a redshift of z ' 2.54. At this redshift we see a

strong Lyα absorption line, near 4300 Å. Our analysis of the high resolution HIRES

spectrum indicates that there is a Lyman limit system at a redshift of z ' 2.536,

which shows deuterium and numerous metal absorption lines. We discuss the gen-

eral features of the absorption below, and the best fits to the data in the following
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Table 5.1. Observations of HS 0105+1619

Instrument Date Integration Time Wavelengths covered
(seconds) (Å)

Kast August 16, 1998 2700 3200 – 5100
HIRES October 10, 1999 7200 3200 – 4720
HIRES October 11, 1999 2 × 8000 3200 – 4720
HIRES November 9, 1999 1800 4220 – 6640 a

HIRES September 19, 2000 2 × 7200 3200 – 4720
HIRES September 20, 2000 8600, 10800 3200 – 4720
HIRES September 20, 2000 4 × 7000 3200 – 4720
Total (HIRES): 86,800

aThe wavelength coverage for this observation was not continuous due to 1-10 Å
spectral order gaps.

section.

5.4.1 Hydrogen Absorption

We observe hydrogen in all Lyman series transitions through Lyman-17,

where the spectrum abruptly ends at 3233 Å due to line blending near the Lyman

limit. The observed Lyman transitions are shown in Figure 5.2.

The column density of the hydrogen is high, as Figure 5.2 indicates. All of

the Lyman series transitions are saturated through to the Lyman limit, indicating

that the column density is at least log NHI ≥ 17.8 cm−2. The Lyα line has zero

flux across about 200 km s−1 indicating that the column density of the system is

approaching the levels found in damped Lyα systems.

Inspection of Figure 5.2 also indicates that the absorption system is very

simple. The Ly-5, Ly-6, Ly-7, Ly-9, Ly-10, Ly-14, and Ly-15 transitions all ap-

pear symmetric and un-blended, allowing us to describe the absorber by a single

component.
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Figure 5.1: Spectrum of HS 0105+1619. The upper panel shows the low resolution

flux calibrated spectrum obtained with the Kast spectrograph. The lower panel

shows the flux calibrated HIRES spectrum. The flux calibration was noisy at wave-

lengths less than 3800 Å and was not applied to the Lyman limit, which is not shown

above for the HIRES spectrum.



147

Figure 5.2: Lyman series absorption in the z ' 2.536 Lyman limit system towards

HS 0105+1619. The velocities shown are relative to the H I redshift of z = 2.535998.

The vertical scales are linear flux, from zero, and the lower traces are the 1σ error.

The D I absorption is seen at −82 km s−1 in Lyβ, Lyγ, Ly-5, Ly-6 and Ly-7.
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5.4.2 Deuterium Absorption

Since the column density of the hydrogen responsible for the Lyman limit

appears high, we expect the associated deuterium absorption to be strong. For the

first time, we observe absorption at the predicted position of deuterium, a velocity

of v = −81.64 km s−1 in the frame of the H I, in 5 Lyman series transitions: Lyβ,

Lyγ, Ly-5, Ly-6, and Ly-7. Deuterium Lyα was not observed since it is subsumed

by the absorption of the hydrogen Lyα, and deuterium Ly-4 was not observed due

to intervening Lyα forest absorption.

The observed absorption is narrow, and appears symmetric and free of

strong contamination, suggesting that like the hydrogen, the absorption is simple

and can be modeled with a single component.

In all transitions where absorption is observed, the velocity of the absorp-

tion appears centered about the same value, v ' −82 km s−1 , strongly indicating

that the features are all Lyman transitions of the same absorber, and that the ab-

sorber is consistent with being deuterium. In a later section, we give a more rigorous

discussion of why we believe the absorption is indeed deuterium, and not hydrogen

or other ions.

5.4.3 Metal Line Absorption

The z ' 2.536 Lyman limit system shows a variety of metal ions, as seen

in Figure 5.3. Unlike Lyman Limit systems with column densities in the range of

log NHI= 16.5–18 cm−2 which show absorption predominantly in the higher ion-

ization states, this system shows metal line absorption in neutral, low, and high

ionization states. Since the column density of the hydrogen appears high, we ex-

pect the neutral and low ionization metal lines to trace the H I, and with it the

deuterium, in analogy with damped Lyα systems.

All of the low ionization metal lines are extremely narrow, and appear to

be well described by a single component. Moreover, the low ions are all centered at
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Figure 5.3: Observed metal line absorption associated with the z ' 2.536 Lyman

limit system. The metals are grouped according to ionization state and are organized

by atomic mass. The low ionization lines have simple, narrow profiles centered near

0 km s−1.

v ' 0 km s−1, implying that they arise in the same gas as the H I and D I.

5.5 Best Parameters for the z ' 2.536 Lyman Limit System

We now give the parameters which describe the absorption in the z ' 2.536

Lyman Limit system towards HS 0105+1619. For all measurements, a continuum

was fit to the region under consideration to produce a unit normalized spectrum. The

observed absorption features were then fit using the VPFIT Voigt profile line-fitting

routine (Webb, 1987; kindly provided by Carswell) and re-verified using in-house

routines. For each absorber, we obtain an estimate of the column density, N , the
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redshift, z, and the velocity width, b, along with their respective 1σ errors. The

results of this analysis are found in Table 5.2.

5.5.1 The Hydrogen

The parameters describing the hydrogen absorption responsible for the

Lyman limit are obtained from various complementary parts of the spectrum, and

are given by log NHI= 19.422 ± 0.009 cm−2, b = 13.99 ± 0.20 km s−1, and z =

2.535998 ± 0.000007.

The deuterium and low ionization metal absorption lines give a strong

indication that the H I can be modeled by a single component, whose redshift

should be consistent with that of the other neutral ions observed, namely O I and

N I. We find that a single component fit allows for an excellent description of the

observed absorption, and we now consider the individual parameters.

Redshift

The redshift of the hydrogen was determined by simultaneously fitting the

Lyman series absorption at Lyα, Lyβ, Lyγ, Ly-5, Ly-6, Ly-7, Ly-9, Ly-10, Ly-13,

Ly-14, and Ly-15.

Velocity Width

The high column density of the absorber does not give us information on

the velocity width at Lyα, so we must turn to the higher order Lyman series lines.

To determine b, we fit the absorption in the Lyman series in transitions which appear

to be least contaminated by interloping Lyα forest, specifically Ly-9, Ly-10, Ly-14,

and Ly-15, simultaneously. The inclusion of all observed Lyman series transitions

in the fitting procedure does not changed the measured b value.
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Table 5.2. Ions Observed in the z ' 2.536 LLS towards HS 0105+1619a

Ion log N bb z vc

(cm−2) (km s−1) (km s−1)

H I 19.422 ± 0.009d 13.99 ± 0.20 2.535998± 0.000007 0.0 ± 0.6e

D I 14.826 ± 0.039f 9.85 ± 0.42f 2.536002± 0.000008 0.4 ± 0.7
N I 12.306 ± 0.060 5.13 ± 1.57 2.535998± 0.000009 0.0 ± 0.8
O I 14.378 ± 0.024 4.30 ± 0.11 2.535991± 0.000001 −0.6 ± 0.1
C II 14.349 ± 0.069 5.44 ± 0.21 2.535985± 0.000001 −1.1 ± 0.1
Si II 13.156 ± 0.012 5.01 ± 0.09 2.535980± 0.000001 −1.5 ± 0.1
Al II 11.870 ± 0.040 9.69 ± 0.99 2.536019± 0.000009 +1.8 ± 0.8
Fe II 12.913 ± 0.087 6.45 ± 2.33 2.535983± 0.000014 −1.3 ± 1.2
C III 13.716 ± 0.032 14.48 ± 0.56 2.535923± 0.000004 −6.4 ± 0.4
C IVg 13.277 ± 0.019 20.40 ± 1.07 2.535913± 0.000009 −7.2 ± 0.8
N II 13.501 ± 0.013 6.82 ± 0.30 2.536015± 0.000002 +1.4 ± 0.2
Si III 13.097 ± 0.037 7.10 ± 0.24 2.535977± 0.000001 −1.8 ± 0.1
Si IVg 12.647 ± 0.053 9.16 ± 1.59 2.535995± 0.000014 −0.3 ± 1.2

a The three sections group ions by increasing ionization. For ions in the
same gas, we expect the b values to decrease with increasing mass. Errors
quoted in the table for the N and z values are from VPFIT alone, except
for H I and D I.

b The intrinsic b value.
c Velocities are all relative to z = 2.535998. The errors in v values come

from the errors listed on the z values: σ(v)2 = (cσ(z)/(1 + z))2 + 0.092,
where 0.09 km s−1 is the minimum internal uncertainty in the wavelength
scale. The internal error may be 1 – 2 km s−1, while the external error is
approximately ±10 km s−1.

d The value for log NHI is the weighted mean from the damping wings
and core region of Lyα, and the error includes the continuum level error.

e The H I z defines v = 0. The 0.6 km s−1 error is the uncertainty in the
v of the H lines in this frame.

f The N and b for the D I are the weighted means of the individual fits
to the five D transitions, and the error on the N includes the contribution
from the continuum uncertainty.

g The lines of this ion may be multiple component blends.
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Figure 5.4: Spectral regions used to measure the H I column density. The upper

panel shows the Lyα line, with the core and damping wing regions used in the fit

shaded gray. The lower panel shows the absorption near the Lyman limit. Over-

layed is the single component fit to the hydrogen with a column density of log NHI=

19.422 cm−2 from Table 5.2 .

Column Density

Three regions of the spectrum allow us to determine the column density:

the Lyman limit, the core of the Lyα, and the damping wings of the Lyα. These

regions are shown in Figure 5.4 along with the single component best fit to the H I.

The Lyman limit allows for a lower limit to the column density of the

hydrogen of log NHI= 17.8 cm−2 since all observed Lyman series lines observed are

saturated.

The Lyα line gives the most information regarding the hydrogen column

density, because it is insensitive to the b value, even though it is sensitive to the

continuum level. In Figure 5.5, we show the continuum used to fit the 250 Å region
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Figure 5.5: Lyα region of the z ' 2.536 Lyman limit system. Over-layed is the

continuum fit (solid line) and the approximate 1σ error to the continuum fit (dashed

line).

encompassing Lyα and the corresponding approximate 1σ levels, which amount to a

±2% continuum level change. To determine the effect of the continuum placement

on the measured value on the column density, for all regions of the Lyα line, we

obtain a fit using the best continuum estimate, and then move the continuum to

the ±1σ levels and re-fit. In all fits to the Lyα, we choose segments of the spectra

which appear to be least contaminated by other absorption.

In Figure 5.6, we show the fit to the core of log NHI= 19.419±0.009 cm−2,

where the error is the quadratic sum of the error from the continuum (0.007) and

the error from the fit (0.006). This fit was made for two regions on either side of

the line center: 4294.5–4295.5 and 4300–4302 Å. There is additional absorption in

the core between 4295.5 and 4297 Å which is readily fit by two H I Lyα lines. Their
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Figure 5.6: Fit to the core region of Lyα with log NHI= 19.419 cm−2.

absorption is seen and fit in Lyβ, but they contribute no significant optical depth

to the lower wavelength (4294.5–4295.5 Å ) region which gives the column density

of the H I which shows deuterium.

We note that contamination of the core region is possible, and would lower

the measured column density. However, we consider such contamination unlikely,

since it would require at least two lines appearing in the right places, with a very

restricted set of parameters, to produce enough absorption to fit both sides of the

core region.

The damping wings of the Lyα absorber also give the column density,

but the exact continuum placement is now the dominant source of error because

the continuum uncertainty represents a larger fraction of the total absorption in

these regions. Two damping wing regions were fit, one on either side of the line

center. On the blue (lower wavelength) side, we fit the wavelengths 4288.4–4289.3
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Å, which gave log NHI = 19.406 ± 0.060 cm−2, where the errors are the range in

column density allowed by the ±2% range in the continuum placement. For the red

(higher wavelength) side regions 4306–4307 and 4308–4309 Å were fit giving log NHI

= 19.4752 ± 0.040 cm−2.

For our best value for the H I column density, we take the weighted mean

of the three measurements from the core and wings: log NHI= 19.422± 0.009 cm−2.

All three estimates of the column density are consistent with this mean.

5.5.2 The Deuterium

The determination of the parameters describing the deuterium absorption

is relatively straightforward, given the presence of 5 un-blended transitions, most

of which are unsaturated. We begin by fitting the D I transitions, and then assess

possible sources of error.

The D I transitions are well fit by an absorber with log NDI= 14.810 ±
0.029 cm−2 and a velocity width of b = 9.93 ± 0.29 km s−1. This fit is shown in

Figure 5.7. These values were determined by fitting the regions surrounding the

deuterium in all 5 deuterium absorption regions simultaneously, with the redshift of

the deuterium tied to the hydrogen, and the parameters for the hydrogen absorption

fixed at log NHI= 19.42 cm−2 and b = 13.99 km s−1. In all fits, the regions used to fit

deuterium were constrained to be those within approximately −150 and +20 km s−1

of the H I line center, and are listed in Table 5.3. Where needed, additional Lyα

forest absorption was fit to model all absorption. The parameters for the additional

lines are given in Table 5.4.

The uncertainty in the continuum level increases the error on the D I

column density by a third. Independent estimates of the continuum levels at the

D I transitions had a 1σ dispersion of approximately 10% , much larger than the 2%

error near Lyα, where the data has been flux calibrated and has significantly higher

SNR. To gauge the effect on the error in the D I column density, we determined

the parameters of the deuterium absorption independently for each line, both for
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Figure 5.7: Simultaneous fit to the deuterium at −82 km s−1 in 5 Lyman series

transitions with log NDI= 14.81 cm−2 and b = 9.93 km s−1. Also included in the fit

is the H at 0 km s−1 and additional Lyα forest absorption.
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Table 5.3. Spectral Regions used to measure D I

Region λmin (Å) λmax (Å)

Lyβ 3625.1 3627.4
Lyγ 3437.2 3439.2
Ly-5 3314.2 3316.4
Ly-6 3289.4 3291.4
Ly-7 3273.5 3275.2

Table 5.4. Additional Lines used to fit D Regions

log N (cm−2) b (km s−1) z Regiona

14.324 25.2 2.53455 allb

14.901 18.2 2.53554 allb

13.365 26.2 1.72637 Ly-5
12.944 29.7 1.70682 Ly-6
12.770 39.7 1.69376 Ly-7

aThe regions are defined in Table 5.3

bAll D regions used: Lyα, Lyβ, Lyγ, Ly-5, Ly-6,
and Ly-7
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Figure 5.8: Values of the deuterium column density, log NDI (cm−2), and the ab-

sorption width parameter, b, for each of the 5 deuterium lines fit separately. The

bold cross represents the values when all lines are fit simultaneously using the best

estimate for the continuum level.

the best estimate of the continuum and for a 10% higher continuum level. The

difference between these two is the contribution to the error from the choice of

continuum level. For each each D I transition, this error was added in quadrature

to the error obtained with the best continuum. The weighted mean for the five D I

transitions gives log NDI= 14.826 ± 0.039 cm−2 and b = 9.85 ± 0.42km s−1. The

results of the independent fits to the different deuterium transitions with the best

estimate of the continuum level can be seen in Figure 5.8.

The error on log NDI is insensitive to a change in the redshift of 1 km s−1,

as found by both letting the deuterium fit freely to its own redshift, and by tying

the redshift to the H at 1 km s−1 away from the best fit value. Both results gave a

log NDI which deviated by amounts significantly lower than the best fit 1σ errors.
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Figure 5.9: Best fit to metal lines associated with the z ' 2.536 LLS towards

HS 0105+1619. The velocities shown are relative to z = 2.535998.

The effect of varying the main hydrogen by the 1σ errors in either column

density or velocity width produced no effective change on the log NDI since the

main hydrogen component is well separated from the deuterium because the b of

the hydrogen is very small.

5.5.3 The Metals

The results of fits to the many metal lines are given in Table 5.2, and a

subset of the fits is shown in Figure 5.9. In all cases, the ions were best fit by a

single component whose redshift, velocity width, and column density were all allowed

to vary. Many of these ions show multiple transitions, and for any single ion, all

transitions present in the spectra were fit simultaneously.
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The metals were all found to lie within 8 km s−1 of the redshift of the

hydrogen which shows deuterium. More importantly, since the column density of

the hydrogen is so high, we expect the redshifts of the low and neutral ions to agree

with the hydrogen since we expect the gas to be predominantly neutral. The neutral

and singly ionized ions agree with the hydrogen redshift to within 2 km s−1, while the

neutral ions alone, in the top section of Table 5.2, agree to within approximately

1 km s−1. The larger dispersion seen for the singly ionized ions, in the second

section of the table, indicates that some of the gas making these lines is distinct

from the neutral gas, but this dispersion could be insignificant, because the internal

wavelength errors could be 1 –2 km s−1.

The detection of O I is of particular importance in this system for two

reasons. First, the ionization potential of O I is nearly identical to that of hydrogen,

so it is ionized by the same photons that ionize the H I. Second, O I participates in

electron transfer with H I, such that in cases where the gas is not highly ionized, O

I/O is nearly identical to H I/H, and the distribution of O I should match that of

the H I and the D I. The O I absorption gives information about the temperature,

bulk motion, ionization and abundances in the neutral gas which shows the D I

absorption. Since the O I is accurately modeled by a single, narrow component

in four separate transitions, we gain confidence that a single component fit to the

deuterium and to the hydrogen is sufficient. The implications of the measurement

of O I on the metallicity and ionization are discussed in a later section.

Since O I and H I should arise in the same gas, we use these lines to

obtain the temperature of the gas which shows D I and its turbulent velocity. We

model the observed b as b2 = b2
inst + b2

int. The instrument line broadening, b2
inst

was measured from arc lamp calibration spectra to be binst = 4.81 ± 0.14 km s−1.

We model the intrinsic velocity width as b2
int = b2

temp + b2
turb; a combination of

thermal broadening and bulk motion. The thermal broadening, b2
temp = 2kT/m =

166.41(T/104K)/mass(amu), depends on the ion mass in atomic units, m, but the

bturb is the same for all ions. All of the b values quoted in this paper and listed
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in Table 5.2 refer to intrinsic line widths, but the listed errors do not include the

error in binst, because we do not know whether this error is correlated at different

wavelengths.

Fitting O I, N I and H I alone gives T = 1.15 ± 0.02 × 104 K, and bturb=

2.56 ± 0.12 km s−1, which we show by the straight line in Figure 5.10. The errors

quoted here are very much minimum values, because they do not include the error

in the binst or the appropriateness of the model.

Ions C II, Si II and Fe II, are all wider than predicted by this fit, presumably

because a part of each line arises in gas with different velocity structure. The lines

from the higher ionization ions C III, C IV, N II, Si III and Si IV have velocities

which differ by 0 to –7 km s−1 from the H I and low ionization ions. They are not

relevant to the D/H because their ionization and velocities show that they arise

in different gas, a common finding for absorption systems with high NHI (Wolfe &

Prochaska, 2000), but unlike absorption systems with much lower NHI, including

PKS 1937–1009 and PKS 1937–1009.

5.6 Is the Observed Absorption Deuterium?

Now that we have determined the parameters of the absorption at the

position of deuterium, we turn to the issue of confirming that the absorption is

indeed deuterium, and not inter-loping hydrogen or metal line contamination.

The primary concern with the absorption seen at the position of deuterium

would be that it is caused not by deuterium, but instead by inter-loping hydrogen.

Here we argue that this scenario is unlikely for the following reasons.

First, hydrogen lines in the Lyα forest with the appropriate column density,

log NHI ' 14.8 cm−2 have b > 20 km s−1, and not b ' 10 km s−1 (Kim et al.,

1997; Kirkman & Tytler, 1997). However, such low values of b might be found in

components of the LLS, which are the most likely contaminants. Second, we are

able to predict the width of the deuterium using the measured widths of the other
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Figure 5.10: Intrinsic velocity widths measured for the neutral and low ionization

ions. The straight line is the best fit to H I, N I, and O I alone. The slope of the

line gives the temperature of the gas, T = 1.15× 104 K, and the intercept gives the

turbulent velocity, bturb = 2.56 km s−1. The D I absorption comes from the same

gas as the H I, N I and O I.
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neutral ions observed which are present in the same gas. Figure 5.10 illustrates the

concept. Since we have observed three other neutral ions (H I, O I, N I), we can use

their widths to predict the width of deuterium. As Figure 5.10 shows, the measured

value of b(D) is consistent with its predicted value. Third, hydrogen lines with a

log NHI' 14.8 cm−2 often show associated metal line absorption, but as is seen in

Figure 5.9, there is no such absorption at −82 km s−1. Finally, for the absorption

to be hydrogen and not deuterium, its position would have to agree with that of

deuterium to within 1 km s−1. Taken together, these arguments indicate that the

observed absorption is deuterium, and not hydrogen, but we can not quantify this

because we do not know the properties of components of Lyman limit systems.

The scenario in which the absorption is metal line contamination is even less

likely for a number of reasons. Any metal lines with a column density of log Nmetal '
14.8 cm−2 would show absorption in not only that ion, but many others along with

strong associated hydrogen absorption, some of which would be easily observed

in our spectrum, but were not. Also, for the observed absorption to be entirely

derived from metal line contamination, such metal lines would have to appear in 5

different regions of the spectrum, all at positions within approximately 1 km s−1 of

the predicted positions of deuterium, and with line strength scaling as the oscillator

strengths expected for the deuterium Lyman series. A similar argument can be

used to exclude the case whereby the absorption at the position of deuterium was

hydrogen, but not in the corresponding Lyman series transition (e.g., the absorption

at Ly-6 is an unrelated Lyα line).

5.7 Best Fit Values for HS 0105+1619

For the gas giving D/H in HS 0105+1619, the best values for various pa-

rameters, and the 1σ errors, are as follows:

• log NHI= 19.422 ± 0.009 cm−2 (2% error)

• log NDI= 14.826 ± 0.039 cm−2 (9% error)
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• log D/H = −4.596 ± 0.040 (10% error)

• D/H = 2.54 ± 0.23 × 10−5

• temperature: T = 1.15 ± 0.02 × 104 K

• Gaussian turbulent velocity width: bturb= 2.56 ± 0.12 km s−1

• log oxygen abundance, on the solar scale: [O/H] = −2.0

• other limits: [C/H] ≤ −1.9, [Al/H] ≤ −2.1, [Fe/H] ≤ −1.9, [Si/H] ≤ −1.85,

[N/H]' −3.1

• neutral fraction: H I/H> 0.8

• gas density: n > 0.01 cm−3 (for J912 ≥ 10−21 erg cm−2 s−1 Hz−1 sr−1)

• extent of absorbing region along the line of sight: < 1 kpc

• mass of gas: < 1.2 × 105M�.

For D/H, we added the errors on log NHI and log NDI in quadrature, because we

expect little correlation.

5.8 Summary & Discussion

We have presented the fourth quasar, HS 0105+1619, which shows an

absorption system having a low deuterium to hydrogen abundance ratio: D/H=

2.54 ± 0.23 × 10−5 in the z ' 2.536 Lyman limit absorption system. We first ob-

tained low resolution spectra in our survey for D/H QSOs with the Lick 3 meter

Shane telescope, and here we presented over 24 hours of spectra from the HIRES

spectrograph on the Keck-I telescope.

The absorber has a high neutral hydrogen column density, log NHI= 19.422±
0.009 cm−2 which is 36 times larger than the next highest case studied for D/H, but

8–100 times less than standard damped Lyman alpha systems. Very little is known
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about absorbers with log NHI' 19 cm−2, and this absorber may not be representa-

tive of this class because it was selected to have a very simple velocity structure and

low b values.

While the absorber towards HS 0105+1619 has by far the highest neutral

H I column density of the absorbers which we have studied for D/H, it also has the

lowest total Hydrogen column density, by a factor of 4 – 7, when we correct for the

ionization.

We know little about the environment around the absorber. It might be

in the outer parts of galaxy, as are LLS at low redshift, or in a disk, as are damped

Lyman alpha absorbers at high redshift. Alternatively, it may be in a relatively

isolated gas cloud, because see just one component, with an exceptionally small

spread of velocities. In either case, numerical simulations of the growth of structure

suggest that the absorbing gas has been incorporated into a galaxy by today.

For the first time, we detect deuterium absorption in 5 Lyman series tran-

sitions, and determine log NDI= 14.826 ± 0.039 cm−2. We have strong arguments

that the observed absorption is indeed deuterium, and not inter-loping hydrogen or

metal line absorption.

We observe a number of associated metal line absorbers, from which we

calculate that the gas is warm and neutral. The metallicity of the system is ' 0.01

times solar, indicating that the measured D/H is representative of primordial D/H.

We argue that HS 0105+1619 offers the most secure detection of D/H to

date, and that the D/H ratio determined from all QSOs has been made more secure.

5.8.1 HS 0105+1619 gives the most secure measurement of primordial

D/H

The measurement of primordial D/H towards HS 0105+1619 is more secure

than our prior measurements towards PKS 1937–1009, PKS 1937–1009 and Q0130–

4021 for several reasons. By secure we mean that we have the most information,

and hence there is less chance of undetected errors which might greatly exceed those
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quoted. We are not explicitly referring to the size of the quoted errors, which are

similar for PKS 1937–1009 and HS 0105+1619, and larger for PKS 1937–1009 .

The absorption system in HS 0105+1619 is simple. Like Q0130–4021, the

second most secure result, the absorber in HS 0105+1619 is modeled with a single

component, which simplifies the measurement of the column densities. PKS 1937–

1009 was modeled with two or three components, and PKS 1937–1009 with two to

four.

HS 0105+1619 is the only case to show more than one strong deuterium

line, which reduces the chance of contamination, and gives more reliable b values,

and hence NDI.

For HS 0105+1619 we listed above the many reasons why the absorption

near the deuterium line position is deuterium. The chance of serious contamination

from the Lyα forest will decrease with rising NDI. Such contamination is least likely

to be significant in HS 0105+1619, followed by PKS 1937–1009. There is some con-

tamination in PKS 1937–1009 while for Q0130–4021 we see a lot of contamination,

and obtain only an upper limit on NDI. We do not know whether the chance of

contamination by components of the Lyman limit system changes with NHI.

We also expect that the chance of contamination decreases as the b value

of the deuterium decreases, because H lines often have larger b values. Hence

HS 0105+1619 is the most secure detection of deuterium.

For HS 0105+1619 we have the most information on the velocity field and

b values because we see several D I, N I and O I lines.

For HS 0105+1619 the metal abundance is obtained with additional re-

dundancy. The gas is nearly neutral, and hence we get the abundances of several

elements: H, C, N, O, Al, Fe and Si. For the PKS 1937–1009 and PKS 1937–1009

we used a standard photoionization model to find the level of ionization which ex-

plained the relative abundances of ions such as C II, C III, C IV and Si II, Si III,

Si IV. We obtained a solution for each element, and these agreed, which provided

a check. For Q0130–4021 the ionization and metal abundances are both less well
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known.

5.8.2 The primordial D/H becomes more secure

The new measurement makes the primordial D/H much more secure be-

cause in each case we are sampling gas with different physical conditions, and some

systematic errors, including those associated with the measurement of column densi-

ties, may be different for each QSO. First, the new measurement is the most secure.

Second, we have increased the number of QSOs in which we have measured deu-

terium from two to three. Third, we sample a new region of space. Each absorber

is a different direction in the universe, and each samples a sight line of about 1 –

10 kpc, which requires about 105 − 106 solar masses of gas. Fourth, the absorbing

gas covers a factor of 240 range in NHI. Fifth, the absorption systems have differing

ionization, with a range of 2000 in the H I/H ratio.

There is less variation in other parameters. The metal abundances cover

a factor of ten, which is the typical for QSO absorption line systems, while the

redshifts cover most of the range observable from the ground.



Chapter 6

The Measurement of the

Deuterium to Hydrogen Ratio

towards Q1243+3047

6.1 Abstract

We report the detection of Deuterium absorption at redshift 2.525659 to-

wards Q1243+3047. We describe improved methods to estimate the Deuterium to

Hydrogen abundance ratio (D/H) in absorption systems, including improved mod-

eling of the continuum level, the Lyα forest and the velocity structure of the ab-

sorption. Together with improved relative flux calibration, these methods give D/H

= 2.42+0.35
−0.25×10−5 from our Keck-I HIRES spectra of Q1243+3047, where the error

is from the uncertainty in the shape of the continuum level and the amount of D

absorption in a minor second component. The measured D/H is likely the primor-

dial value because the [O/H] = −2.79± 0.05. This absorption system has a neutral

Hydrogen column density log NHI = 19.73 ± 0.04 cm−2, it shows five D lines and is

mostly ionized.

168
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6.2 Introduction

The D/H measurement of a system toward Q1243+3047 is truly a joint

effort of the Tytler group. In this chapter, I will present our result from Kirkman

et al. (2003). I played a role in observation (HIRES, Kast) and I was in charge of

all of the data reduction and calibration. The main uncertainty of the measurement

comes from the continuum fitting to the Lyα absorber, therefore, careful calibration

of the data was essential to help us find the accurate line profile. I developed

a unique scheme, described in Chapter 4, to achieve 1% precision in the relative

flux calibration. In particular, for this object, I identified the following items as

the sources of the systematic errors on my way to achieve 1% precision in flux

calibration:

1. Inaccuracy of the commonly used standard star spectra data

2. The standard star’s Balmer γ line wavelength coincides the position of the

Lyα absorber.

3. The weak emission lines in the Lyα forest wavelength

4. The ozone lines in UV spectrum

The details are discussed in the previous chapters. Here I summarize how they are

related to the quasar spectrum. For the item 1, I found the commonly used standard

star spectra, which translate the CCD counts to the physical value, are not accurate

enough to achieve our goal. I switched to use HST STIS standard star from Oke

(1990) and could remove unsmoothed features below 3800 Å. The Lyman series of

the system– from the Ly4 to the Lyman Limint – are below 3800 Å and they are all

affected. For the item 2, the Balmer γ line of a standard star is at the wavelength of

the Lyα absorber by coincidence. The careful calibration changed the relative flux

by 8% in the neighborhood of Lyα emission line and in blueward of our main Lyα

absorber. This correction was essential to the measurement of the column density

of Lyα absorber. For the item 3, the flux calibrated spectra showed that there exist
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emission lines in the Lyα forest which were not well known before. Attempts to

were made in the past by Press et al. (1993); Zheng et al. (1997); ?); Bernardi et al.

(2003); Scott et al. (2004). It is important for the studies of Lyα forest to include

these emission lines when we fit the continuum to the spectra. We saw bumpy

continua in UV spectrum. We originally thought that they are calibration error,

but they turned out to be real quasar emission lines. For the item 4, I realized

there are a series of ozone line features at the UV end of the spectra: wavelength

below 3400 Å. These wavelengths are very important to study the Lyman limit of

the absorber which also gives us a clue to measure the accurate column density. For

now, this ozone features are corrected when we find the response of the CCD from

the standard star. Since we use the HST standard star which does not have ozone

features, broad ozone features are printed as a part of response.

Without above findings 1% precision in flux calibration would not be pos-

sible, and these are my main contribution to this measurement.

6.3 Observations and Data Reduction

We report the detection of D absorption in the QSO Case Stellar Object

CSO 0167, which we call by its B1950 coordinate name: Q1243+3047. This QSO

was reported as a V = 17 blue object at B1950 RA 12h 43m 44.9s DEC +30d

47.9’, with a 15” error, (equivalent to J2000 12h 46m 10.9s +30d 31m 31.2s) in an

objective prism photograph by Sanduleak & Pesch (1984), and identified as a QSO

at emission line redshift zem = 2.56 by Everett & Wagner (1995). This QSO is

not well known. The NASA extra-galactic database (NED) gives no other primary

references except for a 2MASS QSO search.

We have spectra with three different spectral resolutions, from three spec-

trographs, summarized in Tables 6.1 and 6.2, and shown in Figures 6.1 and 6.2.

To improve the relative flux levels along each spectrum, all observations were taken

with the spectrograph slits aligned with the local vertical.
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We obtained five spectra of Q1243+3047 from the Kast double spectro-

graph on the Lick Observatory 3.1m Shane telescope. These low resolution spectra

are used to flux calibrate the HIRES spectra. We compare these spectra to check

the flux calibration, and we can sum them to improve the S/N. All integrations

were obtained using the d46 dichroic that splits the spectrum near 4600 Å, the 830

line/mm grism blazed at 3460 Å for the blue side, and the 1200 line/mm grating

blazed at 5000 Å for the red side.

We have one intermediate resolution spectrum from the ESI spectrograph

(Sheinis et al., 2000), mounted at the Cassegrain focus of Keck-II. This echellette

covers from 3900 – 11,000 Å in a single setting in ten overlapping orders. We also

use this spectrum to flux calibrate the HIRES spectra, and to look for metal line

absorption at wavelengths larger than those covered in our HIRES spectra.

We have eight high resolution spectra from the HIRES spectrograph (Vogt

et al., 1994a) on the Keck-I 10m telescope. These were obtained using the C5 dekker

that has a 1.14” slit width and gives a FWHM of 8.0 km s−1 sampled with 2.1 km s−1

per pixel on the original HIRES Tektronix 2048x2048 CCD. All but one of these

spectra cover down to wavelengths below the Lyman limit break in the absorption

system that shows D, while the exception extends to larger wavelengths to cover

some metal lines. The S/N per pixel in the summed HIRES spectra (Table 6.2)

increases linearly with wavelength up to 4200 Å, and then rises faster in the Lyα

emission line, reaching 105 on either side of the Lyα absorber of the D/H system.

The S/N in the center of an echelle order is approximately 1.4 times greater than

that at the ends.

We describe the data reduction and flux calibration in detail in Suzuki et al.

(2003). The error in the wavelength solution for the HIRES spectra is at least 0.05 –

0.1 pixels, or 0.1 – 0.2 km s−1, and may be as large as 1 – 2 km s−1. Our analysis of

other similar spectra (Levshakov et al., 1999) revealed errors of order 1 km s−1. We

placed all the HIRES integrations on the same logarithmic wavelength scale, which

has a constant velocity of 2.1 km s−1 per pixel, similar to the original pixel size,
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Table 6.1. Observations of Q1243+3047

Instrument Datea Integration Slit Wavelengths
Time Observed

(seconds) (arcsec) (Å)

Kast February 13, 1997 3300 3 3120 – 5800
Kast May 10, 1999 6982 2 3137 – 7188
Kast May 11, 1999 7200 2 3137 – 7188
Kast May 17, 2001 5400 2 3191 – 5881
Kast May 17, 2001 5400 2 3191 – 5881
ESI January 11, 2000 1364 1 4000 - 10,000
HIRES April 15, 1999 3600 1.14 3494 – 5842
HIRES April 16, 1999 7200 1.14 3168 – 4705
HIRES April 17, 1999 8100 1.14 3168 – 4705
HIRES April 17, 1999 8100 1.14 3168 – 4705
HIRES March 12, 2000 9000 1.14 3214 – 4705
HIRES March 12, 2000 9000 1.14 3214 – 4705
HIRES March 13, 2000 7200 1.14 3214 – 4705
HIRES March 13, 2000 7200 1.14 3214 – 4705

aWe list the local calendar date at sunset at the start of the night.

and we shifted the Kast and ESI spectra to put them on a similar wavelength scale.

All spectra were also converted to vacuum wavelengths and shifted to the solar rest

frame. We applied a relative flux calibration to the HIRES spectra using the Kast

and ESI spectra to transfer the flux information from standard stars to the QSO

spectra.

6.4 Velocity Structure of the 2.526 absorption system

Ideally we would measure velocity structure directly from the H and D

absorption, because we expect that the H I and the D I should have identical velocity

distributions, except for the effects of thermal broadening. However, the H lines give

little information because the are all saturated, broad and blended. Instead, we use
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Figure 6.1: The spectra of Q1243+3047 from the KAST spectrograph (top), HIRES

(middle) and ESI (bottom). We show the complete wavelength coverage for the

Kast and HIRES spectra, but not for the ESI, which extends to 10,000 Å. We have

applied relative flux calibration to all three spectra. The emission lines blend to give

a continuously undulating continuum level from 4400 – 5000 Å. The vertical marks

above the Kast and HIRES spectra show the positions of the Lyman series lines in

the absorption system at 2.526 that gives the D/H value. The Lyα absorption line

of this system, from which we get the H I column density, is near 4285 Å, just to

the left of the peak of the Lyα emission line.
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Table 6.2. Resolution and S/N OF Spectra

Spectrograph Slit Pixel Width S/Na S/Na FWHM
(arcsec) (kms−1) (3250Å) (4250Å) (kms−1)

Kast 2 105b 20 60 283 ± 25
ESI 1 11.5 – 40 63.2 ± 3.0
HIRES 1.14 2.1 10 90 8.0 ± 0.2

aS/N per pixel.

bMean value. We measure variation with wavelength and from spectrum to
spectrum.

Figure 6.2: Expansion of the Kast, ESI and HIRES spectra from Figure 1. The Lyα

absorption near 4285 Å is from the system in which we measure D/H.
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the unsaturated metal lines, especially the O I lines, as guides.

We do not know how closely the metal lines will trace the velocity structure

of the H I and D I. We expect to find some H I wherever we find metals, but the

metal lines can have different velocity distributions in detail because the ionization

and metal abundance can vary from component to component, and perhaps with

velocity inside a component.

In Figure 6.3, we present the regions of the spectrum where we expect

metal line absorption. We observe strong absorption in only a few metal ions: O I,

C II, and Si II. C III and Si III also show absorption, but are poorly constrained

since their lines appear saturated and may be highly contaminated by Lyα forest

absorption. We see weak C IV and Si IV absorption that has very different velocity

structure from the low ionization metals.

The O I absorption suggests that two components will be needed to model

the velocity distribution of the gas that shows the D. O I provides the best indication

of the velocity distribution of the H I and D I absorption, because O I/H I is similar

to O/H in gas of low ionization (O’Meara et al., 2001). The O I 1302 transition is

in a high S/N region of the spectrum well separated from other lines. In Figure 6.4

we see that this line is asymmetric, with extra absorption at larger wavelengths. We

fit the O I with the two components that we list in Table 6.3.
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Figure 6.3: Most of the metal absorption lines near z = 2.526. We shifted the Al II

1670 spectrum, which is the only one from ESI, by −16.5 km s−1 to correct for

a likely error in the ESI wavelength solution. We see three types of components,

grouped by ionization; the low ionization lines represented by O I alone, intermediate

ions C II, Si II and high ionization C IV and Si IV.
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Table 6.3. Ions in the z ' 2.526 Absorption System towards Q1243+3047

Ion log N bg z v
(cm−2) (km s−1) (km s−1)

H I totala 19.73 ± 0.04 ... ... ...
H I (H-3) 15.90 ± 0.03 17.0 ± 1.0 2.525171 −44.3 ± 7.0
H I (H-1) 19.63 14.8 ± 2.9 2.525659 −2.8
H I (H-2) 19.05 10.9 ± 3.3 2.525804 9.5
H I (H-4) 16.25 ± 0.02 25.8 ± 0.9 2.526939 106.0 ± 0.7
H I (H-5) 16.35 ± 0.02 26.6 ± 0.5 2.528108 205.4 ± 0.3
D I total 15.113+0.042

−0.026 ... ... ...
D I (D-1) 15.058 ± 0.03 9.2 ± 0.2 2.525659 −2.8 ± 0.6
D I (D-2) 14.191 ± 0.10 < 12 2.525804 9.2+2

−3.5

O I (O-1)b 13.570 6.766 2.525692 0.0c

O I (O-2)b 12.755 6.766 2.525848 13.3c

Si II 11.884 3.44 2.525209 −41.0
Si II 11.783 5.89 2.525342 −29.8
Si II 12.020 7.85 2.525568 −10.5
Si II 11.830 3.76 2.525635 −4.8c

Si II 12.766 4.46 2.525728 3.1c

Si II 12.473 5.99 2.525885 16.4c

Si II 11.508 3.27 2.525984 24.8
Si II 12.120 7.41 2.526083 33.3
Si II 11.751 5.97 2.526856 99.0
C II 12.521 3.03 2.525215 −40.5
C II 12.987 11.06 2.525324 −31.2
C II 12.693 9.97 2.525552 −11.9
C II 12.956 7.58 2.525626 −5.6
C II 13.344 5.21 2.525708 1.4c

C II 13.260 7.17 2.525872 15.4c

C II 12.921 12.73 2.525959 22.8
C II 13.150 10.40 2.526076 32.7
C II 12.916 10.59 2.526834 97.1
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Table 6.3—Continued

Ion log N bg z v
(cm−2) (km s−1) (km s−1)

Al IId < 12.2 7 ... 0c

Si IIIe < 13.0 7 ... 0c

C IVf < 12.75 7 ... 0c

C II* < 12.3 ... ... 0
C IV 13.190 38.81 2.525750 4.9
C IV 13.256 20.98 2.526171 40.8
C IV 13.248 29.53 2.526985 110.0
C IV 12.514 14.11 2.528017 197.7
Si IVf < 12.4 7 ... 0c

Si IV 12.905 37.64 2.525560 −11.2
Si IV 12.730 17.21 2.526145 38.6
Si IV 12.709 24.33 2.526944 106.5
Si IV 11.920 10.71 2.527978 194.4

aIncludes components H-1 and H-2 only.

bValues correspond to model where the b of O-1 and O-2 have been set to equal
each other.

c The column density for this component was used to constrain the ionization in
components 1 & 2.

dThis ion was observed in the ESI spectrum only. The quoted upper limit on the
column density is obtained when we fix b = 7.0 km s−1, v = 0 km s−1 and fit the
entire region from –60 km s−1 to +60 km s−1.

e Not fit because strongly blended. We quote the maximum column near v = 0
for b = 7 km s−1 that is consistent with the residual flux.

f The upper limit comes from a fit with fixed b = 7 km s−1 and v = 0 km s−1.
g The b values in this paper are all intrinsic values, since we have convolved the

intrinsic line profiles by the instrumental broadening before we fit to the spectrum.
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The O I might have a different velocity structure from the H I and the

D I if O/H varies and is correlated with velocity. For example, we can imagine that

all of the H I, D I and O I come from a single component. This component might

have a Gaussian distribution of velocities. The O-1 component would be centered

at +2.8 km s−1 in the frame of the D-1 because O/H is larger at larger velocities,

and the O-2 component might arise from the O/H gradient alone. In this case we

should model the H and D with a single component. We do not favor this model,

because C II and Si II (shown in Figure 6.4) show components 1 & 2. However, we

can fit to the H I lines with a single component, and this can have a b-value that is

consistent with the D and O lines (§6.6). If we have a single component the log NHI

is unchanged (§6.7), while the D/H is lower because log NDI tends to be lower when

we loose D-2.

The C II and Si II fits are listed in Table 6.3 and shown in Figures 6.4 & 6.5.

Irrespective of the exact model used, the C II and Si II require gas at v ' −40, ' 0,

and ' 95 km s−1, blended with additional absorption between 16 and 35 km s−1.

The system shows components at v = −40, 0, 13, 20, 40, 95, & 200 km s−1.

But the D/H measurement will depend on just three.

• Component 1, near v = 0 km s−1, is the strongest component in O I, C II,

Si II and D I. We will refer to the D I absorption in this component as D-1,

with column density NDI(D-1) and velocity dispersion b(D-1) and similarly

for the other ions. The parameters of the O-1 and D-1 components are well

determined and they contain approximately 90% of the column density. We use

the redshift of the O-1 component, z (O-1)= 2.5256916, to define a reference

frame with radial velocity v = 0 km s−1. In this frame, we measure the velocity

of the O-1 as v = 0.00± 0.14 km s−1, where the error is from the fit alone and

ignores the poorly known wavelength scale error.

• Component 2, near v = 13 km s−1, is seen as an asymmetric extension of the

O I that we call component O-2. There is also some C II and Si II near this
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Figure 6.4: Voigt profile fits to the lines of the low ionization ions. The line

parameters used to generate these profiles are given in Table 6.3. The data is our

combined HIRES spectrum, with 1σ errors shown just above the zero flux level.

Flux is in units of 10−16 erg s−1 cm−2 Å −1. The O I absorption shows a well defined

component 1 at v = 0.0 km s−1, and additional absorption in component 2 near

+13 km s−1. C II and Si II show several components, including a main component

near v = 0 km s−1 for C II (1334) or 3 km s−1 for C II (1036) and Si II, and a second

component near 16 km s−1. We see no absorption near –82 km s−1.
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Figure 6.5: As Figure 6.4, but here we show the lines of the high ionization ions.

Again, there is no evidence of metal line absorption near –82 km s−1.
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velocity. We call other associated lines D-2 and H-2. Neither the velocity nor

the b-value of the O-2 component are well known, and they are correlated.

Smaller b-values are needed as the line center moves to larger wavelengths.

If we have some additional velocity or b-value information, then the second

component is well determined. For example, if both O I components have the

same b-value, this value is 6.77 km s−1, component 2 is at 13.3 km s−1, and

its column density at 11% of the total.

• Component 3, near v = −40 km s−1, is an even weaker component in C II and

Si II. We will refer to the H I absorption from this component as H-3, which is

at v(H − 3) = −44.3± 7.0 km s−1, with log NHI(3) = 15.90± 0.03 cm−2 from

the higher order Lyman lines. This log NHI value is low enough that we would

not expect to see O I or D I and neither is seen. H-3 effects D/H because the

short wavelength side of the Lyman lines from H-3 accidentally blend with the

long wavelength side of the D-2 lines, and hence some of the absorption near

–70 km s−1 can be explained by either H-3 or D-2.

There is a large amount of H I absorption, log NHI' 19.7 cm−2, near com-

ponents 1 and 2, but we have little information on the velocity distribution of this

H I. In Figure 6.7 we show the Lyman series lines. The spectra require H I Ly-

man lines corresponding to the metal line components near v = −40, 0, 95 and

200 km s−1. The spectra are also consistent with, but do not need, components

at 13, 20 and 40km s−1. The parameters that we find for these components are in

Table 6.3. If there is H I absorption at 40 km s−1 with b > 10 km s−1, the blue

edge of the higher order Lyman lines show that it has log NHI < 16.4 cm−2. Figure

6.7 shows there is no flux in the range −40 to 40 km s−1 in lines up to Ly-14, and

in higher order lines the S/N is rather low, and the Lyman lines start to overlap.

We can measure the shape and width of the higher order lines, but unfortunately

this tells us little about the gas at v = 0 − 13.3 km s−1. The absorption on the

negative velocity side of these lines is determined by the H I at –40 km s−1 with
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log NHI ∼ 16 cm−2, and the positive velocity side of these lines may be influenced

by log NHI ∼ 16 cm−2 absorption at 40 km s−1.

A single component at v = 0 km s−1 with a b ' 17.7 km s−1 gives a fair fit

to all of the H lines without separate lines at ±40 km s−1 . This b-value is an upper

limit on the b-value for the H I in component 1, since we must use a lower b-value

when we include separate lines at ±40 km s−1 . We will see below that we can also

obtain an excellent fit to the H lines using components H-1 and H-2.

6.5 Measurement of the D column density

Most of the information on the D is in transitions Ly-3 to 8, which we

show in Figure 6.6. In each transition we see absorption that has all the expected

characteristics of component D-1 associated with H-1 and O-1. In Ly-4 to 8 we see

an apparently resolved D line that is well separated from the H absorption, while

in Ly-2 and 3 the D absorption is fully blended with the H lines, as we expected

because the H line is wider.

Two of the D-1 lines are contaminated by other lines. The Ly-5 D line

contains a second narrow Ly-3 line at z = 2.3987515 that has log NHI 14.459 cm−2

and b = 28.81 km s−1. This contaminant is well determined by its other Ly lines and

we fit it when we fit the Ly-5 D line. The D Ly-3 line includes a slight contribution

from a Lyβ line with z = 2.342177, b = 35.6 km s−1 and log NHI = 13.81 cm−2.

6.6 The Absorption near the D-1 Position is mostly D

Several lines of argument imply that the absorption that we identify as

D-1 is mostly D. The evidence is convincing, but not as strong as for some other

QSOs. Ideally, we would compare the velocity structures of the D I and H I lines,

which would be identical if we have correctly identified the transitions and there is

minimal contamination. This comparison is not possible for Q1243+3047 because

the velocity structure of the H I is not observed, and hence we are less certain that
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Figure 6.6: The HIRES spectrum of Lyβ to Ly8, together with our model of the

system, as given in Table 6.3.
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Figure 6.7: Same as Figure 6.6 but the HIRES spectrum of Ly-9 to 18.
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we have seen D than we were in other QSOs. The only reasonable identifications

for D-1 are D and H, because D-1 shows a Lyman series. If the D-1 absorption is H,

b(D-1) implies a low temperature of < 5130 K. There are no metals at the redshift

of H at the position of D-1, but this is not significant, since metals would not be

seen if their abundances were low.

There are three main reasons why D-1 is D: its velocity, line width, and

column density are all close to the values that we expect. In the frame of the main

component of the O-1, D-1 is at −2.8± 0.6 km s−1, where the error is from the line

fit alone. This is close enough to show that D-1 is mostly D, since the D-1 and O-1

lines overlap in velocity.

The observed width of the D-1 component agrees with the prediction from

the widths of the O-1 and H-1 components, given in Table 6.3, and shown in

Fig. 6.8. Following O’Meara et al. (2001), the intrinsic b value of the lines, bint

is given by b2
int = b2

temp + b2
turb, where the temperature term is b2

temp = 2kT/m =

166.41(km s−1)2(T/104 K)/mass (amu), where T is the gas temperature and bturb

represents the bulk turbulent motions, and m is the mass in atomic mass units.

This agreement suggests that D-1 is D and not H. We note, however, that both the

b(H-1) value and its error are poorly constrained

When we accept that the D-1 component is D, we can use D-1 together

with the H-1 and O-1 to improve our estimates of the gas properties. We find

T = 0.55 ± 0.04 × 104 K, which is low but reasonable for the large log NHI, and

bturb = 6.3 ± 0.2 km s−1. The data are also fully consistent with this fit, which we

show as the dashed line in Fig. 6.8. Compared to this line, the measurements give

χ2= 1.38 for one degree of freedom, where Prob(χ2
1 > 1.38) = 0.24.

We suspect that D-2 is D for three reasons. First, the absorption that we fit

with D-2 is very narrow, narrower than typical H I lines. Second, the separation of

D-2 from D-1, 12 km s−1, with a 1σ range of 8.5 – 14 km s−1, matches the separation

of the O I components, that is ' 13.3 km s−1. In the grid search we examined D

separations from 4 – 20 km s−1, and the D separation could have been different
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from that of the O I. This argument is weak, because while the velocity separation

between components is the same, the D-1 and O-1 have slightly different zero point

velocities. Third, the fraction of the D in D-2 (0.12+0.16
−0.05) matches the fraction of O

in O-2, 0.13, when we force b(O-1) = b(O-2).

6.7 Measurement of the H column density

Most information on the NHI comes from the shape of the damped Lyα

line at 4285 Å that shows damping wings. Compared to the methods we used to get

log NDI, for the log NHI we use different ways to fit the continuum and Lyα forest, to

explore the parameter values and to assign an error to log NHI since the main error

comes from the continuum fitting, not from the velocity structure of the system.

We can quickly establish that the DLA has log NHI ' 19.7 cm−2. First

we note that the clear presence of O I absorption at v = 0 (Figure 6.4) indicates

log NHI > 19 cm−2. If we fit the HIRES spectrum by a Lyα line with a lower column

density, there remains unexplained absorption which looks like damping wings. This

is very clear when log NHI ≤ 19.5 cm−2, and can still be seen at larger log NHI. On

the other hand, when we fit with log NHI= 19.8 cm−2 we absorb flux which is seen,

which is un-physical. To allow this extra absorption, the QSO continuum, including

any emission line flux, would have to bend upward on either side of the damped line,

near 4288 Å and 4293 Å, which is best seen when we divide the spectrum by the

line profile. We then know that 19.5 < log NHI cm−2 < 19.8, where the larger limit

is twice the smaller, a range that is 20 times the 1σ range on the log NDI (total).

6.7.1 The Best Estimate for log NHI and its Error

The observed profile of the Lyα line is a function of the continuum fitting,

b-value, and the column density that we wish to know. Kirkman et al. (2003) per-

formed a grid parameter search to find the model that best explains the observed

spectrum. We fit the continuum, Lyα and D I lines, and the associated Lyα forest
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Figure 6.8: Square of the intrinsic width of the lines of ions as a function of

1/mass of the ion in atomic mass units. We plot the b2
int for the main components

of the O I, D I and H I (components O-1, D-1 and H-1). The solid line connects the

O I and H I points and ignores the D I. The slope of this line gives a temperature

T = 1.1 ± 0.6 × 104 K and the intercept gives the turbulent velocity of bturb =

5.8 ± 0.6 km s−1. The line predicts b(D − 1) = 11.3 ± 1.8 km s−1. The observed

b(D − 1) = 9.2± 0.2 km s−1 is 1.2σ below, and consistent with this prediction. The

dashed line is the best fit to O, H and D. The data are also consistent with this fit,

which we prefer. Although the b-value of the H-1 component is not well known, the

data shown on this plot provide evidence that D-1 is D rather than H.
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lines simultaneously and optimized model parameters to minimize χ2. To avoid find-

ing local minima, we varied the initial conditions as well. The errors are estimated

by knowing the range of the minimum χ2
min and χ2

min + 1.

Our best estimate for the column of the H I in components 1 and 2, that

is associated with log NDI in the same components, is then

log NHI(total) = 19.73 ± 0.04 cm−2, (6.1)

which is a 1σ error of 9%, similar to the error on the log NDI.

6.8 Best Fit Values For Q1243+3047

We have made the following estimates for the parameters that describe the

gas in which we measure D/H:

• The velocity structure of the gas has two main components that we see in the

asymmetry of the O I line.

• Our grid search of models that fit the D lines showed that the components are

separated by 12 km s−1, with a 1σ range of 8.5 – 14 km s−1, consistent with

the asymmetry of the O I line.

• The main D component, D-1, is at z = 2.525659 and has b = 9.2±0.2 km s−1.

• The wavelength, b-value and column density show that D-1 is D absorption.

We believe that the D-2 component is D because it is very narrow, the sepa-

ration of the D-1 and D-2 components is the same as that of the O-1 and O-2

components, and the fraction of the D in D-1 is similar to the fraction of the

O in O-1 (§6.6). However, these arguments are weak because D-2 is not well

defined.

• The grid search also indicated that component D-2, at the larger redshift, con-

tains 12% of the total D column density, with a range of 7% to 28% depending
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on how much of the absorption near component 2 is H in another component,

H-3.

• Total log NDI= 15.113+0.042
−0.026 cm−2, (i.e. +10%, −6%) where the error range

includes fits with χ2 < χ2
min + 1. The errors are larger for higher values of

log NDI because of the second component can make a significant contribution.

• Total log NHI= 19.73 ± 0.04 cm−2 (9%), where the error is a Gaussian distri-

bution centered on the log NHI value that consistently gave the best fits. We

set the width of the Gaussian to give an 80% chance that the true log NHI lies

in the range 19.68 – 19.78 cm−2 where we found acceptable fits to the Lyα

line, the continuum and Lyα forest.

• log (D/H) = −4.617+0.058
−0.048 (+14%, –10%).

• D/H = 2.42+0.35
−0.25×10−5 cm−2.

• [O/H] = −2.79 ± 0.05.

• The absorber is probably mostly ionized, with of order 21% of H atoms neutral

.
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Chapter 7

The Primordial Deuterium

Abundance and the Baryon

Density

7.1 Introduction

In this chapter I compare D/H measurements from other QSOs, and discuss

the best estimates of the primordial D/H ratio. Once again, this work is a team

effort but I was in charge of the study of chemical evolution and investigated the

D/H evolution with metals. I was advised by Dr. Marti on this subject.

I compiled the measurements of other light elements – 4He, 3He and 7Li –

from the literature and discuss if we have a concordance model in the framework of

the Standard Big Bang Nucleosynthesis.

I also compiled the measurements of baryon density from the observations

of Cosmic Microwave Background (CMB). They use completely different method,

physics and probe different epoch of the cosmic time. We compare our measurements

with CMB observations.
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7.2 The Primordial D/H Ratio

In this section we compare D/H measurements from different QSOs, we

discuss the dispersion in these values, and whether D/H might correlate with metal

abundance or NHI, and we give our estimate for the primordial D/H value.

7.2.1 The Weighted Mean D/H from Five QSOs and the Dispersion of

the Values

We find the weighted mean of the D/H values from five QSOs and we show

that the individual values show more dispersion than we expect. In Tables 7.1 &

7.2 we list all reported D/H measurements that remain viable. We have previously

measured D/H in three QSOs (Tytler et al., 1996; Tytler & Burles, 1997; Burles &

Tytler, 1998a,b; O’Meara et al., 2001), and placed a strong upper limit on D/H in a

fourth (Kirkman et al., 2000). We will also use the D/H measurement by Pettini &

Bowen (2001) towards Q2206–199, although this measurement is less secure because

the HST spectra are of much lower S/N and resolution than those from the ground.

The weighted mean of the first five log D/H values from Table 7.2 is

log D/H = −4.556 (7.1)

where the weights we use are the 1σ errors on the quantity Yi = log(D/H)i. We use

log values because they were used to find all but one of the individual D/H values

and errors. We obtain a slightly smaller mean D/H if we instead work with the

linear D/H values.

The D/H measurements towards the five QSOs are more dispersed than

we expect. In O’Meara et al. (2001) we noted that the dispersion in the first three

measurements was larger than expected, with a 3% chance of a larger χ2 value. We

interpreted this to mean that we had underestimated one or more of those errors.

With the addition Q1243+3047 the dispersion of log D/H remains approximately

0.10, but adding the low D/H from Q2206–199 increased the dispersion to 0.14, the
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χ2 value for all five measurements increases to 12.35 for 4 degrees of freedom, and

the probability that we would have obtained a larger χ2 value by chance drops to

1.5%.
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Table 7.1. D/H Measurements towards QSOs

QSO zDH D/H ±1σ logD/H Xi
a b(D) (km s−1)

(×10−5) predicted observed

PKS 1937–1009b 3.572 3.25 ± 0.3 −4.49 ± 0.04 +1.65 12.5 ± 2.1c 14.0 ± 1.0
Q1009+299d 2.504 3.98+0.59

−0.67 −4.40+0.06
−0.08 +1.95 13.5 ± 0.5c 15.7 ± 2.1

HS 0105+1619 2.536 2.54 ± 0.23 −4.596 ± 0.040 −1.00 10.1 ± 0.3c 9.85 ± 0.42
Q1243+3047 2.525675 2.42+0.35

−0.25 −4.617+0.058
−0.048 −1.05 11.3 ± 1.8 9.2 ± 0.2

Q2206–199e 2.0762 1.65 ± 0.35f −4.78+0.08
−0.10 −2.80 10.6 –

Q0347–3819g 3.024855 3.75 ± 0.25f −4.43 ± 0.03 +4.20 3,14.1,16.2 –
Q0130–403j 2.799 < 6.8 < −4.17 – 16.2 ± 0.3c –

a Xi = (Yi − mean)/σ(Yi), where Yi = log(D/H)i and we use the weighted mean of the first five QSOs, log D/H =
−4.556 ± 0.064.

b We list combined results for the two components, from Tytler, Fan & Burles (1996); Burles & Tytler (1998a).

c Calculated from the published data and first presented here.

d We list combined results for the two components, from Tytler & Burles (1997) and Burles & Tytler (1998b).

ePettini & Bowen 2001.

fDiscussed in the appendix of Kirkman et al. 2003.

gFirst analyzed by D’Odorico et al. 2001. We quote results from Levshakov et al. 2002.

jFrom Kirkman et al. 2000.
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Table 7.2. Column Densities and Metal Abundances where D/H is measured

QSO log NHI Element Abundance
(cm−2) α [α/H]

PKS 1937–1009a 17.86 ± 0.02 Si −2.7,−1.9
Q1009+299b 17.39 ± 0.06 Si −2.4,−2.7
HS 0105+1619 19.422 ± 0.009 Oc −1.73
Q1243+3047 19.73 ± 0.04 Oc −2.79 ± 0.05
Q2206–199d 20.436 ± 0.008 Si −2.23e

Q0347–3819f 20.626 ± 0.005 Si −1
Q0130–403g 16.66 ± 0.02 Si −2.6

a We list the parameters for each of the two components, where available, from
Tytler, Fan & Burles (1996); Burles & Tytler (1998a).

b We list the parameters for each of the two components, where available, from
Tytler & Burles (1997) and Burles & Tytler (1998b).

cUsing log O/H = −3.31 from Allende Prieto, Lambert & Asplund (2001).

dPettini & Bowen 2001.

eProchaska & Wolfe 1997.

fLevshakov et al. 2002.

gKirkman et al. 1999.
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Figure 7.1: Measurements of D/H as a function of the Silicon or Oxygen abundance

in the gas. The solid circles are from our group, Q2206–199 is from Pettini &

Bowen (2001) and the diamond is the local interstellar medium (LISM) measurement

(Oliveira et al. 2003). The error bars are intended to be 1σ but we suspect that in

some cases they have been underestimated. The curves show a closed box model

for the expected D/H evolution. The solid curve is normalized to the primordial

D/H from five QSOs while the dotted curve uses the D/H value in the LISM. The

orange colored horizontal band is our best D/H measurement from five QSOs, and

the purple horizontal band is from the measurement from the first year WMAP

CMB observation.
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7.2.2 The Dispersion in the D/H Values May Come from Measurement

Errors

We suspect that the dispersion in the D/H values arises from measurement

errors and is not real. If the measurement errors have been underestimated for at

least one QSO, then we can explain the excess χ2 value.

The dispersion of the D/H values is not much larger than we expect. In

Table 7.1 we list Xi = (Yi − mean)/σ(Yi), the deviation of each measurement from

the weighted mean, in units of the individual measurement errors. The D/H from

Q1009+2956 is 1.95σ above the weighted mean, while the D/H from Q2206–199 is

2.8σ below. A χ2< 9.5 would have been expected if all five log D/H values were

consistent with the weighted mean, since Prob(χ2
4 > 9.5) = 0.05. We would obtain

χ2< 9.5 if either Q1009+2956 or Q2206–199 were within 1σ of the mean, or if the

measurement errors on all five QSOs were increased by 1.14, both small changes.

However, to obtain a typical χ2= 3.36, where Prob(χ2
4 > 3.36) = 0.5, 3 or more

D/H values, or their errors, would need to change, or the measurement errors on all

five QSOs would need to increase by a factor of 1.92. These are a large, but still

credible changes.

7.2.3 How D/H Depend on Metal Abundance: D/H Chemical Evolution

The mean D/H from QSOs is similar to the primordial D/H value that we

would predict from the D/H and metal abundance in the local interstellar medium

(LISM) using standard Galactic chemical evolution. However, chemical evolution

can not account for the dispersion in the D/H values from QSOs.

With the two latest D/H measurements, there is no longer a hint of a

correlation between D/H and metal abundance in the QSO absorbers that we noted

in O’Meara et al. (2001). Prantzos & Ishimaru (2001) showed that standard chemical

evolution could not reproduce the correlation, while Fields et al. (2001) discussed an

unconventional scenario that could. In Fig. 7.1 we show D/H values against metal
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abundance.

With the elimination of the correlation, Galactic chemical evolution more

clearly supports the idea that our D/H measurement towards Q1243+3047, and the

mean D/H from five QSOs are very close to the primordial D/H value. We include

two curves in Fig. 7.1 that show the expected decrease of D/H against metal abun-

dance in a simple closed box model, without in-fall, and with the instantaneous

recycling approximation (Tinsley, 1974, 1980; Ostriker & Tinsley, 1975). We nor-

malized the two curves in different ways. The solid curve uses the mean D/H from

Eqn. 7.1 as the primordial D/H and predicts D/H as a function of metal abun-

dances, including that in the LISM. The dotted curve is normalized to give the D/H

abundance in the LISM (Moos et al., 2002; Oliveira et al., 2003) and it then predicts

the primordial D/H abundance, (D/H)p. To draw these curves, we use the equation

D/H = (D/H)p × exp

(

−Z

y

R

1 − R

)

, (7.2)

and the values for two parameters from Prantzos & Ishimaru(2001); the returned

mass fraction R = 0.31, and the yield y = 0.6, where Z is the metallicity, or metal

abundance in solar units, on a linear scale. The choice of parameters and D/H

chemical evolution are discussed in Steigman & Tosi (1992), Vangioni-Flam et al.

(1994), Galli et al. (1995), Prantzos (1996) and Prantzos & Silk (1998).

Both curves connect the D/H values towards Q1243+3047 and HS 0105+1619

to the D/H in the LISM, over three orders of magnitudes in metallicity. The curves

show that the decline in D/H, as stars eject gas that lacks D, is insignificant when

metal abundances are low; e.g. [O/H] < −1. The simple closed box model (Eqn.

7.2) predicts that by the metal abundance of Q1243+3047, (D/H) = 0.9987(D/H)p,

and for HS 0105+1619, 0.986. We have not applied these corrections because they

are much smaller than our measurement errors.

We predict the primordial D/H when we normalize the simple model to

give the D/H in the LISM. Ostriker & Tinsley (1975) predicted the primordial D/H

would be 1.5 – 2 times that in the LISM. With the modern parameters given above,
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the same model predicts 1.62 times, again without using any D/H measurements.

Using the D/H and Z measurements in the LISM from FUSE and HST spectra,

D/HLISM = 1.52 ± 0.07×10−5, and [O/H] = −0.189 or Z = 0.647 (Oliveira et

al. 2002, and using the solar log O/H = −3.310 from Allende Prieto, Lambert &

Asplund 2001), the predicted primordial abundance is (D/H)p = 2.47± 0.13×10−5,

very similar to the value from Q1243+3047 and from Eqn. 7.1: 2.78×10−5. The

errors on the prediction are substantial. When we allow the two parameters to

simultaneously take values that maximize the change in D/H, from 0.26 < R < 0.36

and 0.5Z� < yield < 0.9Z� (Prantzos, private communication), we find (D/H)p

= 1.94 – 3.16×10−5. The range is further increased when we consider in-fall of

gas to the Galactic disk (Lubowich et al., 2000) and dispersion of D/H in the LISM

(Vidal-Madjar et al., 1998; Sonneborn et al., 2000). Hence, although the D/H values

from both Q1243+3047 and HS 0105+1619 are closest to the predicted D/H, we can

not use the chemical evolution model to rule out primordial D/H values that are

suggested by the measurement to the other QSOs.

7.2.4 Does D/H Depend on NHI?

The D/H values appear to decline with increasing log NHI, as shown in

Figure 7.2. This trend was apparent with just the three D/H values discussed by

O’Meara et al. (2001) and it was accentuated by Q2206-199 from Pettini & Bowen

(2001). The trend rests upon the relatively high D/H for the two LLS (PKS 1937–

1009 and Q1009+2956), and the relatively low D/H for Q2206–199 and Q1243+3047

that we will call DLAs. We do not believe that this correlation is real, because we

suspect that the dispersion in the D/H values is not real (§7.2.2).

We are not aware of any systematic error in the measurements of PKS 1937–

1009, Q1009+2956, HS 0105+1619 and Q1243+3047 that could readily account for

all of the trend with NHI. Rather, we expect that potential errors are complex, and

specific to each spectrum.

We note that D/H measurements in LLS may have different systematic
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errors than measurements of D/H in DLAs. However, we have no evidence that

LLS and DLAs actually do suffer from different kinds of systematic errors.

If D/H were correlated with log NHI, the correlation in Fig. 7.2 suggests

that the D/H ratio has a range of approximately a factor of 2.4. The explanation

might involve inhomogeneous BBN, or the creation, removal or destruction of D. No

plausible mechanisms are known.

Inhomogeneous BBN scenarios (e.g. Kainulainen, Kurki-Suonio, & Sihvola

1999) run into trouble because the inhomogeneity needs to be > 100 kpc in order to

avoid mixing before the time of observation (Mike Norman, private communication).

The scale is also limited to < 1 Mpc by the near isotropy of the CMB (Jedamzik &

Fuller, 1997; Copi et al., 1998; Jedamzik, 2002). There are alternative schemes which

produce inhomogeneities on scales of 100 – 1000 Mpc (Dolgov & Pagel, 1999; Kurki-

Suonio, 2000; Whitmire & Scherrer, 2000; Dolgov, 2002) that rely on inhomogeneities

of the different neutrino flavors that add up to leave the CMB unchanged.

Fields et al. (2001) discuss a highly unconventional chemical evolution mod-

els and find three constraints on the conditions required to destroy significant D while

keeping metal abundances very low. Most observed baryons must have been inside

an early generation of stars, the early stars must all have had intermediate initial

masses in the range 2 − 8M�, and they must not have ejected much C or N.

Other astrophysical explanations seem equally unlikely (Epstein et al.,

1976; Jedamzik & Fuller, 1997; Fuller & Shi, 1997; Famiano et al., 2002; Pruet

et al., 2002; Jedamzik, 2002). We can not hide significant D in dust or molecules

because neither are abundant enough in typical absorption systems. We would re-

quire > 10% of all the gas to be molecular if HD/H2 ' 10−4, or a large proportion

of all heavy elements to be in dust, neither of which are likely, except in molecular

clouds.
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Table 7.3. Inferred Physical Conditions where D/H is measured

.

QSO log H I/H log H Size Hydrogen Gas Mass
(cm−2) (kpc) (M�)

PKS 1937–1009a,b−2.35,−2.29 20.05,19.74 0.9, 0.4 3.9 × 105,2.9 × 104

Q1009+299b,c −2.97,−2.84 19.90, 19.93 1.8, 1.5 1.1 × 106,7.5 × 106

HS 0105+1619b > −0.1 < 19.52 < 1.1 < 1.6 × 105

Q1243+3047 −0.69 20.42 2.7 8.0 × 106

Q2206–199d unknowne unknown unknown unknown
Q0347–3819f > −0.3 < 20.93 0.014 211
Q0130–403g −3.4 20.06 30h 4.5 × 108

a We list the parameters for each of the two components, where available, from
Tytler, Fan & Burles (1996); Burles & Tytler (1998a).

bScaled from previous references to J912 = 10−21 ergs cm−2 s−1 Hz−1 sr−1

c We list the parameters for each of the two components, where available, from
Tytler & Burles (1997) and Burles & Tytler (1998b).

dPettini & Bowen 2001.
eCurrently, there is not enough diagnostic information to measure the ionization

state in this absorber, yet it is presumably neutral, given the log NHI.

fLevshakov et al. 2002.

gKirkman et al. 1999.
hCalculated from log nH = −2.9 cm−3 from Kirkman et al. 2000 and

log nHI/nH = −3.4 from O’Meara et al. 2001.
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Figure 7.2: As Fig. 7.1 but showing D/H as a function of the H I column density.

This correlation is unexpected and we believe it is an accident.
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7.2.5 Our Estimate for the Primordial D/H from all QSOs

We believe that the best value for primordial D/H is the weighted mean

(§7.2.1) of the log D/H values for the first five QSOs listed in Table 7.1:

logD/H = −4.556 ± 0.064, (7.3)

(1σ error of 15%), which is equivalent to D/H= 2.78+0.44
−0.38× 10−5, where the errors

are the 1σ errors on the mean, given by the standard deviation of the five log D/H

values divided by
√

5. We use this error on the mean instead of the usual error on

the weighted mean because the individual D/H values show more dispersion than

we expect. The error on the mean depends on just the dispersion of the D/H values,

and the number of measurements, but not on the errors on the values. Had the D/H

values been consistent with a single value (§7.2.1) we would have used the error on

the weighted mean, and if the errors on the individual values were also unchanged,

this error would have been 0.023, or 1/3 of the error we quote.

The new D/H is 0.6σ lower than the value we gave in O’Meara et al. (2001),

log D/H = −4.52±0.06, because the two new values since that paper are both lower.

However, the error, which is the error on the mean in both cases, has not changed

significantly. Although the dispersion in the D/H values is now larger, the error on

the mean is not larger because we have two more measurements, Q2206–199 and

Q1243+3047.

When we take the primordial D/H from the weighted mean, we assumed

that the quoted errors on each D/H value are too small by the same factor. However,

if this assumption is not true, other ways of combining the measurements of D/H

will give a better estimate of the primordial D/H. As an example, we could speculate

that Q1243+3047 and HS 0105+1619 give the two most reliable D/H values because

Q1243+3047 has the most thorough treatment of the errors, and HS 0105+1619 is

the simplest measurement with the most supporting evidence. A similar line of

argument was explored by Pettini & Bowen (2001) when they derived a D/H value

using three DLA systems alone, although the value they gave is no longer acceptable
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because the D/H to Q0347–3819 has since increased and now seems the least secure.

7.3 BBN Related Cosmological Parameters

We use SBBN calculations to obtain the η and Ωbh
2 values that correspond

to the primordial D/H. We use this η value to predict the abundance of the other

light nuclei, and we compare with measurements. There are differences that may

be caused by systematic errors. We also compare with other estimates of the Ωbh
2

and find good agreement.

7.3.1 Baryon Density from Light Elements

Using the SBBN calculations of Burles et al. (2001), our best estimate for

primordial D/H leads to the following predictions: η = 5.9 ± 0.5 × 10−10, Ωbh
2=

0.0214 ± 0.0020 (9.3%), Yp = 0.2476 ± 0.0010 (predicted mass fraction of 4He),

3He/H = 1.04 ± 0.06 × 10−5 and 7Li/H = 4.5+0.9
−0.8 × 10−10 . In the above, the

error on Yp is the quadratic sum of 0.0009 from the error on the D/H measurement

and 0.0004 from the uncertainty in the Yp for a given η (Lopez & Turner, 1999).

We obtain slightly different central values if we use values from Esposito et al.

(2000b,a). The differences are 10% or less of the error from D/H alone, except for

7Li/H (Esposito et al. equations give 4.05× 10−10) and 3He/H (1.06×10−5). In Fig.

7.3 we compare the predicted abundances with some recent measurements. The

vertical band shows the range of η and Ωbh
2 values that SBBN specifies for our

primordial D/H value. Measurements of primordial 3He are consistent, but all 7Li

and most 4He measurements prefer lower η.

Bania et al. (2002) report a limit on the primordial 3He/H ratio from their

detailed long term study of 60 Galactic H II regions and 6 planetary nebulae. In

17 Galactic H II regions for which the ionization corrections were relatively simple,

they find a mean 3He/H = 1.9 ± 0.6×10−5, which will be an upper limit on the

primordial ratio if stars have not on average destroyed 3He. They propose that the
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best value for the upper limit on the primordial 3He/H is the value they measured

for one H II region that has the lowest metal abundance in their sample, the third

lowest 3He/H ratio, excellent data and a small ionization correction of 22%. They

then quote 3He/H < 1.1 ± 0.2×10−5 that is consistent with the value predicted by

D/H and SBBN. Given the potential complexity of the chemical evolution of 3He,

the relatively small range and high mean metal abundance in the gas where they

have made measurements (0.1 < [O/H] < −0.5), and the other possible ways of

extracting the primordial abundance from the data, we suspect that the errors are

larger than quoted, as with D and 4He.

The main isotope of He, 4He, is measured in many tens of extragalactic

H II regions to much higher accuracy than either D or 3He. But 4He is fairly

insensitive to η and the differences between the measurements allow a large range

of η. Izotov & Thuan (1998) report relatively high values for 4He/H that are closest

to the D/H prediction, but at Yp= 0.2443 ± 0.0013 they are still approximately 2σ

below our prediction from D/H (in units of their error). Thuan & Izotov (2002)

estimate that their 1998 Yp value may be too small by 0.0005 – 0.0010, which still

leaves Yp 1.5σ below the prediction from D/H. Although Izotov & Thuan found

absorption lines that might explain why Olive et al. (1997) found less 4He in some

objects, it is uncertain whether the Yp is as high as indicated by D/H. Both Pagel

(2000) and Fields et al. (2001) conclude that Yp could be as high as 0.25 due to

systematic errors, and Olive & Skillman (2001) state that systematic errors were

underestimated for many measurements. But Peimbert et al. (2002) argue that the

systematic errors can be ten times smaller.

7Li also prefers a lower η than the value given by SBBN and D/H. There

are many tens of high accuracy measurements of 7Li in the atmospheres of metal

poor halo stars. There is very little scatter, and hence the abundance ratio in

these stars is well determined at 1 – 2 ×10−10 (Ryan et al. 2000 and references

therein). Authors differ on whether the amount of depletion that would be required

for concordance between 7Li and D is reasonable. Pinsonneault et al. (2002) quote
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a primordial 7Li/H = 2.51+1.74
−0.93 × 10−10 from models of stellar rotational mixing and

the measurements of Ryan et al. (1999). This value is 1σ below the D/H prediction.

However, Ryan et al. (2000) claim that the depletion correction is only 0.02+0.08
−0.02

in the log, and that D/H is not consistent with 7Li/H. In Fig. 7.3 we show their

primordial 7Li/H value that includes all their corrections, including their depletion

correction. Vangioni-Flam et al. (2000) also believe that the 7Li depletion is small.
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Figure 7.3: Comparison of predicted and measured abundances of four light

nuclei as a function of the baryon density. Orange colored vertical band is the

constraint from our best D/H measurement, while purple colored vertical band is

the constraint from the first year WMAP CMB observation (Spergel et al., 2003).

The figure has three vertical panels each with a different linear scale. The curves

show the abundance ratios predicted for SBBN, from the calculations by Burles,

Nollett and Turner(2001). The top curve is the 4He mass as a fraction of the mass

of all baryons, while the three lower curves are the number fractions D/H, 3He/H and

7Li/H. The vertical widths of the curves show the uncertainties in the predictions.

The four boxes show measurements, where the vertical extension is the 1σ random

error, and the horizontal range is adjusted to overlap the prediction curves. The

4He box is from Izotov & Thuan (2004). The D/H box is the mean from five QSOs

from this work. The 3He from Bania et al. (2002) is an upper limit. The 7Li is from

Ryan et al. (2000). We expect that all the data boxes should overlap the vertical

band that covers the D/H data. They do not, probably because of systematic errors.
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7.3.2 Baryon Density from Other Observations

The estimates of Ωbh
2 from different CMB experiments, listed in Table

7.4, are consistent with each other and with the Ωbh
2 from D/H and SBBN. Other

methods of measuring the Ωb have lower accuracy. The Lyα forest at redshifts

z ' 3 typically indicates higher Ωbh
2 values (e.g. Hui et al. 2002), while the baryon

fraction in clusters of galaxies gives consistent values. For example, Steigman (2002)

multiplied the Ωm derived from SnIa, assuming the universe is flat, by the baryon

fraction in clusters of galaxies to obtain Ωbh
2= 0.019+0.007

−0.005.

The relevance of D/H measurements is changing. SBBN and D/H gave the

best estimate of Ωbh
2 until 2003. However, the CMB measurements now give Ωbh

2

more accurately than the estimate from SBBN. When we use Ωbh
2 from the CMB

in SBBN, the D/H is predicted with no free parameters, and hence the main value

of D/H will be as a test of physics during SBBN (di Bari & Foot, 2001; Kaplinghat

& Turner, 2001; Cyburt et al., 2003; Kneller & Steigman, 2003; Abazajian, 2003).

Such tests can be made now, comparing the abundances of the light nuclei, but the

measurement errors are not well established, and hence the precision will improve

when Ωbh
2 comes from the CMB and we can use D/H alone to test the physics in

SBBN.
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Table 7.4. Recent Estimates of the Baryon Density

Method Ωbh
2 Ref.

BBN + D/H 0.0214 ± 0.002 Kirkman et al. 2003

CMB: WMAP 0.0224 ± 0.001 Spergel et al. 2003

Lyα Foresta 0.0210 ± 0.0011 Tytler et al. 2004

Clusters + SNIa 0.019+0.007
−0.005 Steigman 2002

ausing h=0.71



Chapter 8

The Concordance Model

In the following chapters, we attempt to test the ΛCDM model using the

Lyα forest. We use quasars as a background light source and investigate the fore-

ground neutral hydrogen gas which we call the Lyα forest. The amount of neutral

hydrogen is sensitive to the density, the ionizing UV background radiation and other

cosmological parameters. In this section, I introduce the basic ideas, notations and

terminologies we use in the following chapters.

8.1 The Evolution of the Lyα Forest

I will review the basic idea of how the neutral fraction of hydrogen gas

changes with redshift using the equation of photoionization equilibrium. The thick-

ness of the Lyα forest changes with redshift as is shown in Figure 8.1. This is

because the density and the neutral fraction of the hydrogen gas changes with red-

shift. What we can measure is the flux decrement of the quasar spectrum which

reflects the total amount of the neutral hydrogen in the intergalactic medium. Thus,

we are investigating the neutral fraction of hydrogen and inferring the underlying

density and ionizing UV background.

The equation of photoionization equilibrium is:

nHI

∫

∞

ν0

4πJν

hν
αν(HI)dν = npneαrr(HI, T ), (8.1)
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Figure 8.1: The redshift evolution of the Lyα forest is shown with three quasar

spectra at different redshifts: 3.805, 1.041, and 0.571 from the top to the bottom

panel. The Lyα forest is a series of neutral hydrogen gas in the intergalactic medium

which lies in the line of sight. Note that the forest is getting thin towards the low

redshifts. The evolution is caused by the competition between the density evolution

and the UV background evolution.
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where nHI , np, ne are neutral hydrogen, proton and electron number densities per

unit volume. αrr(HI, T ) is the recombination rate of hydrogen, and it is a function

of temperature T. Jν is the mean intensity of radiation, thus 4πJν/hν is the number

of photons per unit area per unit time per unit frequency interval, and αν(HI) is

the ionization cross section for hydrogen. The left hand side of the above equation

gives the number of photoionizations per unit time per unit volume while the right

hand side gives the number of recombinations per unit time per unit volume.

To simplify our notation, we introduce the photoionization rate as follows:

Γ912 =
∫

∞

ν912

4πJν

hν
αν(HI)dν, (8.2)

where ν912 is the frequency of a photon which is equivalent to the wavelength of 912

Å. This is the energy that can ionize neutral hydrogen. Likewise, we define Γ228:

Γ228 =
∫

∞

ν228

4πJν

hν
αν(HI)dν, (8.3)

where ν228 is a frequency of a photon with a wavelength 228 Å that can ionize He II

which plays an important role in the IGM at redshift 1 to 3. Utilizing Γ, we can

rewrite the equation of photoionization equilibrium:

nHIΓ = npneαrr(HI, T ). (8.4)

We are interested in the fraction of the neutral hydrogen, XHI :

XHI =
nHI

n
, (8.5)

where n is the total number density of the hydrogen, namely:n = nHI + nHII . In

general, the IGM is highly ionized and we know the order of the neutral fraction at

redshift 2 is XHI ∼ 10−5 (Rauch, 1998). Therefore, we have n ∼ np ∼ ne, and we

can rewrite the above equation as:

nHIΓ = n2αrr, (8.6)

and with the neutral fraction XHI :

XHI =
nαrr

Γ
. (8.7)
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Now, we wish to describe how the neutral fraction XHI changes with red-

shift. We know the averaged density of the universe, ρ̄, changes with the volume of

the expanding universe as

ρ̄ ∝ (1 + z)3. (8.8)

We also know the density fluctuation δρ/ρ̄ grows in time (for CDM Model):

δρ

ρ̄
∝ 1

1 + z
. (8.9)

Although this growth factor depends on the cosmological models we discuss later,

the above equation is true for the Einstein - de Sitter model. What we are observing

as the Lyα forest are the over dense regions: δρ/ρ̄ > 1. Thus the density n that we

are interested in corresponds to δρ, and we have:

δρ ∝ (1 + z)2. (8.10)

Therefore, the neutral fraction and the redshift can be related as:

XHI ∝
αrr

Γ
(1 + z)2. (8.11)

As a first approximation, if we suppose the recombination rate, αrr, and the pho-

toionization rate, Γ, do not change with redshift, we can see that the neutral fraction

decreases toward low redshift, meaning the universe is getting ionized in time.

In fact, the photoionization rate changes with redshift since the source

of the UV radiation changes its spectrum and population along with the redshift.

In the next section, I introduce the theoretical estimate of Γ, and I present our

measurement of the Γ in the following chapters.

8.2 The Evolution of the Photoionization Rate

The intensity of the UV background changes with redshift because of the

evolution of the source of UV photons. Quasars are the major source of UV photons

at redshift 2. Unlike galaxies or stars, the nature of the quasar spectrum is non-

thermal, meaning that there is no exponential cut off in ultraviolet. Instead they
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have a power-law spectrum and emit far ultraviolet photons (Malkan & Sargent,

1982; Sanders et al., 1989; Elvis et al., 1994). The number of quasars are at maximum

around redshift 2. We believe this is because the quasar phenomena are related to

galaxy mergers and the rate is peaked around redshift 2 (Sanders et al., 1988; Bahcall

et al., 1997). Star forming galaxies are another source of UV photons, and now we

know the star formation rate is high at redshifts greater than 2 (Madau et al., 1996;

Steidel et al., 2001). Although the intensity of an individual galaxy is not as strong

as a quasar, the number of galaxies far exceeds the number of quasars.

Madau et al. (1999) use the luminosity functions of quasars (Pei, 1995)

and high redshift galaxies (Steidel et al., 2001) to estimate the total number of UV

photons per volume knowing their spectral index of quasars (Zheng et al., 1997) and

galaxies (Bruzual A. & Charlot, 1993). The analytically estimated UV background

by Madau et al. (1999), namely the photoionization rate, Γ, for hydrogen and helium

is shown in Figure 8.2. Γ peaks around redshift 2 which coincides with the peak

of the number of quasars, meaning that the UV background is dominated by the

quasars in this redshift range. This estimation was done by counting the number

of emitted photons. In the following chapters, we attempt to count the number of

absorbed photons, quantify the amount of neutral hydrogen seen in absorption lines,

and to measure Γ at redshift 1.95.
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Figure 8.2: The redshift evolution of the photoionization rate Γ . The curve peaks

around redshift 2 because the UV background is dominated by the quasars, and the

quasar population peaks around 2. The solid line is the theoretical estimation by

Madau et al. (1999). They are counting the photons emitted by quasars and the

galaxies. The data points are the measurements using the Lyα forest. We are count-

ing the number of photons absorbed by the neutral hydrogen in the intergalactic

medium.



Chapter 9

The Kast Quasar Survey

9.1 Abstract

We present spectra of 79 bright quasars obtained with the Kast spectro-

graph on the Shane 3m telescope at Lick observatory. The quasars have emission

redshifts 1.89 – 2.45 and most are near the mean value of zem= 2.17. Two of them,

one a new discovery, are broad absorption lines (BAL) quasars. The spectra have

∼ 250 km s−1 resolution and they cover 3175–5880 Å with signal-to-noise ratios of

6–20 per 1.13 Å pixel in the Lyα forest between Lyα and Lyβ. We show the contin-

uum levels that we used in Tytler et al. (2004) to make a calibrated measurement

of the amount of absorption in the Lyα forest a z = 1.9. We measure redshifts for

140 absorption line systems and we list the metal ions that we see in each system.

We identify 526 emission lines, and we list their observed wavelengths which we use

to obtain new emission redshifts. We find that three emission lines, or line blends,

in the forest have mean rest wavelengths of 1070.95 ± 1.00, 1123.13 ± 0.51, and

1175.88 ± 0.30 Å.

9.2 Introduction

This survey is a joint effort of the Tytler group. I participated in observa-

tion from the beginning, led the target selection and devised up the database and

218
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its maintenance. We investigate the Lyα forest in the redshift range from 1.6 to 2.5

where the ongoing Sloan Digital Sky Survey cannot cover because of the shortage

of their wavelength coverage, although this redshift range is the best to test the ge-

ometry of the universe from the Lyα forest. Here I present 79 spectra we observed

and will discuss analysis in the coming chapters.

9.3 Observations and Data Reduction

We obtained the spectra of the QSOs using the Kast double spectrograph

on the Shane 3m telescope at Lick observatory from 2001 to 2003. In most cases,

we used the 2 arcsecond slit width, although we changed to the 3 arcsecond slit to

accommodate poor seeing conditions. In good seeing we used a 1.5 arcsecond slit.

For all observations, we rotated the spectrograph to place the long axis of the slit in

the vertical direction at the effective middle of the exposure to minimize losses due

to atmospheric dispersion. For each QSO in the sample, we took exposures using

both the blue and red cameras on Kast. The blue camera used the 830/4360 grism,

and the red camera used the 1200/5000 grating, with a dispersion of 1.13 and 1.17

Å per pixel respectively (∼ 3 pixels per resolution element). We employed the d46

dichroic to split the light between the cameras. The blue camera exposures covered

the approximate wavelength range of 3175–4540 Å, and the red camera exposures

covered the approximate wavelength range 4475–5880 Å. Because of differences in

the exact location of the blue camera CCD on a given observing run, the starting

and ending wavelengths vary by approximately ± 5 Å from run to run.

We chose the quasars from the NED extragalactic database 1 using three

constraints. They should have emission redshift between zem= 1.9 and zem= 2.4,

be of sufficient brightness to keep exposure times less than a few hours, and not

show BAL absorption. The zem constraint was made to maximize coverage of the

Lyα forest at z ' 1.9. We chose to avoid BAL QSOs to minimize absorption in

1http://nedwww.ipac.caltech.edu
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the spectra that do not come from the IGM. We obtained and present spectra for

two QSOs, Q1542+5408 and Q2310+0018, which we found to show BAL absorption.

Q1542+5408 is discussed in Green et al. (2001), and the BAL nature of Q2310+0018

is first reported here. These two QSOs, noted as BAL in several of the Tables in

this paper, were not used by Tytler et al. (2004a). Other than these constraints, the

survey is unbiased with respect to the quasars observed.

Table 9.1 lists the QSOs observed, along with their B1950 and J2000 coor-

dinates, the V magnitude given by NED, the approximate redshift, and the exposure

time. For simplicity, and to aid comparison with published spectra, we choose to

name the QSOs by their abbreviated B1950 coordinates. Table 9.2 lists the obser-

vation date, slit width and signal to noise ratio for each QSO.

In Table 9.2 we list the signal to noise ratio at two rest wavelengths in

the Lyα forest, 1070Å and 1170Å. These are the starting and ending wavelengths

that we used in Tytler et al. (2004a) for the measurement of the mean amount of

absorption. The values are the mean signal to noise ratios over 20 Å (rest frame)

centered about these wavelengths. The signal to noise ratio of the unabsorbed

continuum level would general be higher, because absorption from the Lyα forest

has lowered the mean signal. Figure 9.1 shows the distribution of the signal to noise

ratios from Table 9.2.

We chose the exposure times to obtain S/N > 10.0 at wavelengths greater

than the Lyβ emission line of each QSO. Most of the spectra reach this goal, except

those observed in poor conditions. We do not present QSOs for which we obtained

S/N < 2.

We obtained, but do not present spectra for 6 objects which upon reduction,

are not QSOs. Two of these spectra are likely due to telescope pointing error. It

is possible that the 4 other objects, Q1456+5404 (14h56m47.71 +54d04m25.6 zem=

2.300 V=16.50), Q1742+3749 (17h42m 5.55 +37d49m08.3 zem= 1.958 V=16.40),

Q1755+5749 (17h55m15.97 +57d49m06.9 zem= 2.110 V=18.00), and Q2113+3004

(21h13m59.42 +30d04m02.4 zem= 2.080 V=17.30) are not QSOs.
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We reduced the spectra and calibrated their wavelength scale using the

standard long-slit reduction tools in IRAF. We took an exposure of arc lamps after

each QSO exposure and while the telescope was tracking the QSO to minimize

wavelength errors caused by flexure. The wavelength solutions have typical errors

less than 1 Å. All the observed wavelengths in this paper are vacuum values in

the Earth frame of reference at the time of observation, without correction to the

heliocentric frame. For each night, a number of spectrophotometric flux standard

stars were observed for the purposes of flux calibration. We list these stars in Table

9.3. As discussed in Suzuki et al. (2003), our errors in relative flux calibration could

be as low as a few percent. Finally, the spectra were cleaned of any deviant pixels

resulting from poor sky or cosmic ray subtraction by replacing these pixels with

their neighboring flux values.
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Table 9.1. Kast z ' 2 Spectra of 79 QSOs : Coordinates and Redshifts

Name Coordinates Coordinates V zem
a

(1950) (B1950) (J2000)

Q0001–2340 00 01 11.50 –23 40 37.0 00 03 44.95 –23 23 54.7 16.70 2.26
Q0014–0420 00 14 09.36 –04 20 57.0 00 16 42.80 –04 04 17.0 16.65 1.96
Q0049+0124 00 49 59.56 +01 24 23.3 00 52 33.71 +01 40 40.5 17.00 2.29
Q0109+0213 01 09 42.31 +02 13 53.1 01 12 16.91 +02 29 47.6 17.64 2.34
Q0150–2015 01 50 04.98 –20 15 52.6 01 52 27.30 –20 01 06.0 17.10 2.14
Q0153+7428 01 53 04.33 +74 28 05.6 01 57 34.96 +74 42 43.2 16.00 2.34
Q0218+3707 02 18 02.70 +37 07 04.1 02 21 05.50 +37 20 46.0 17.50 2.41
Q0226–0350 02 26 22.08 –03 50 58.6 02 28 53.21 –03 37 37.1 16.96 2.07
Q0248+3402 02 48 23.35 +34 02 22.0 02 51 27.70 +34 14 41.0 17.70 2.22
Q0348+0610 03 48 36.62 +06 10 15.5 03 51 16.53 +06 19 14.2 17.60 2.05
Q0421+0157 04 21 32.67 +01 57 32.7 04 24 08.56 +02 04 24.9 17.04 2.04
Q0424–1309 04 24 47.81 –13 09 32.9 04 27 07.30 –13 02 53.0 17.50 2.16
Q0450–1310 04 50 54.00 –13 10 39.0 04 53 12.83 –13 05 46.1 16.50 2.25
Q0726+2531 07 26 25.23 +25 31 07.2 07 29 28.47 +25 24 51.9 17.81 2.30
Q0743+6601 07 43 58.60 +66 01 00.0 07 48 46.22 +65 53 31.4 17.00 2.20
Q0748+6105 07 48 01.84 +61 05 35.9 07 52 22.50 +60 57 52.0 17.50 2.49
Q0752+3429 07 52 10.00 +34 29 31.3 07 55 24.00 +34 21 34.0 17.80 2.12
Q0800+3031 08 00 34.43 +30 31 24.1 08 03 42.00 +30 22 55.0 16.70 2.02
Q0836+7104 08 36 21.53 +71 04 22.5 08 41 24.36 +70 53 42.2 16.50 2.18
Q0854+3324 08 54 21.61 +33 24 53.0 08 57 26.95 +33 13 17.2 17.43 2.33
Q0907+3811 09 07 44.95 +38 11 31.9 09 10 54.20 +37 59 15.0 17.30 2.15
Q0936+3653 09 36 32.36 +36 53 35.9 09 39 35.10 +36 40 00.0 17.00 2.02
Q0937–1818 09 37 30.22 –18 18 37.3 09 39 51.10 –18 32 15.0 16.20 2.36
Q1023+3009 10 23 58.86 +30 09 29.9 10 26 48.10 +29 54 12.0 17.10 2.33
Q1103+6416 11 03 03.98 +64 16 21.9 11 06 10.70 +64 00 09.0 15.80 2.20
Q1116+2106 11 16 44.49 +21 06 11.4 11 19 22.90 +20 49 46.0 17.30 2.46
Q1122–1648 11 22 12.28 –16 48 47.4 11 24 42.80 –17 05 17.0 16.50 2.40
Q1130+3135 11 30 06.36 +31 35 24.3 11 32 45.20 +31 18 50.0 17.00 2.29
Q1147+6556 11 47 53.77 +65 56 08.8 11 50 34.50 +65 39 28.0 16.20 2.21
Q1222+2251 12 22 56.58 +22 51 49.3 12 25 27.40 +22 35 13.0 15.49 2.05
Q1224–0812 12 24 02.65 –08 12 52.8 12 26 37.50 –08 29 29.0 16.83 2.16
Q1224+2905 12 24 57.90 +29 05 23.0 12 27 27.40 +28 48 47.0 17.00 2.25
Q1225+3145 12 25 56.07 +31 45 12.6 12 28 24.96 +31 28 37.6 15.87 2.18
Q1231+2924 12 31 27.08 +29 24 20.8 12 33 55.51 +29 07 48.9 16.84 2.01
Q1247+2657 12 47 39.09 +26 47 27.1 12 50 05.75 +26 31 07.7 15.80 2.03
Q1251+2636 12 51 56.97 +26 36 21.8 12 54 23.08 +26 20 06.5 16.45 2.03
Q1307+4617 13 07 58.49 +46 17 20.8 13 10 11.60 +46 01 24.0 16.74 2.13
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Table 9.1—Continued

Name Coordinates Coordinates V zem
a

(1950) (B1950) (J2000)

Q1312+7837 13 12 30.24 +78 37 44.6 13 13 21.30 +78 21 53.0 16.40 2.00
Q1326+3923 13 26 10.24 +39 23 47.2 13 28 23.70 +39 08 17.0 16.60 2.32
Q1329+4117 13 29 29.82 +41 17 22.7 13 31 41.10 +41 01 58.0 16.30 1.93
Q1331+1704 13 31 10.00 +17 04 25.8 13 33 35.78 +16 49 04.0 16.71 2.08
Q1416+0906 14 16 23.30 +09 06 14.0 14 18 51.09 +08 52 27.1 17.00 2.01
Q1418+2254 14 18 51.06 +22 54 58.3 14 21 08.72 +22 41 17.4 16.60 2.19
Q1422+4224 14 22 37.86 +42 24 01.6 14 24 36.00 +42 10 30.0 17.10 2.21
Q1425–1338 14 25 02.87 –13 38 19.4 14 27 46.40 –13 51 44.0 17.19 2.03
Q1435+6349 14 35 37.25 +63 49 36.0 14 36 45.80 +63 36 37.8 15.00 2.06
Q1517+2556 15 17 08.11 +23 56 52.0 15 19 19.40 +23 46 02.0 16.40 1.90
Q1542+3104 15 42 48.48 +31 04 42.0 15 44 49.00 +30 55 21.0 17.00 2.28
Q1542+5408b 15 42 41.88 +54 08 25.6 15 43 59.40 +53 59 03.0 16.00 2.36
Q1559+0853 15 59 57.80 +08 53 53.0 16 02 22.56 +08 45 36.3 16.70 2.26
Q1611+4719 16 11 10.53 +47 19 32.2 16 12 39.90 +47 11 57.0 17.60 2.38
Q1618+5303 16 18 28.71 +53 03 20.0 16 19 42.30 +52 56 13.0 17.50 2.34
Q1626+6433 16 26 20.41 +64 33 32.3 16 26 45.60 +64 26 55.0 15.80 2.31
Q1632+3209 16 32 17.96 +32 09 45.7 16 34 12.78 +32 03 35.4 16.93 2.34
Q1649+4007 16 49 57.45 +40 07 16.7 16 51 37.56 +40 02 18.7 17.18 2.33
Q1703+5350 17 03 01.49 +53 50 57.2 17 04 06.70 +53 46 53.0 17.40 2.37
Q1705+7101 17 05 00.60 +71 01 34.0 17 04 26.08 +70 57 34.7 17.50 2.01
Q1716+4619 17 16 01.69 +46 19 39.0 17 17 26.80 +46 16 31.0 17.10 2.11
Q1720+2501 17 20 49.93 +25 01 20.6 17 22 52.99 +24 58 34.7 17.10 2.25
Q1754+3818 17 54 58.67 +38 18 10.2 17 56 39.70 +38 17 52.0 17.50 2.16
Q1833+5811 18 33 09.83 +58 11 07.8 18 33 57.00 +58 13 34.0 17.00 2.03
Q1834+6117 18 34 46.51 +61 17 07.3 18 35 19.68 +61 19 40.0 17.60 2.27
Q1848+6705 18 48 26.30 +67 05 07.0 18 48 25.35 +67 08 37.2 17.50 2.03
Q2044–1650 20 44 30.78 –16 50 09.4 20 47 19.67 –16 39 05.8 17.36 1.94
Q2103+1843 21 03 50.50 +18 43 46.0 21 06 08.52 +18 55 49.9 16.80 2.21
Q2134+0028 21 34 05.21 +00 28 25.0 21 36 38.59 +00 41 54.2 16.79 1.94
Q2134+1531 21 34 01.07 +15 31 38.2 21 36 23.80 +15 45 07.0 17.30 2.13
Q2135+1326 21 35 40.84 +13 26 19.9 21 38 05.20 +13 39 53.0 17.10 2.30
Q2140+2403 21 40 31.75 +24 03 33.0 21 42 48.50 +24 17 18.0 16.80 2.16
Q2147–0825 21 47 09.10 –08 25 17.9 21 49 48.17 –08 11 16.2 16.18 2.12
Q2150+0522 21 50 54.30 +05 22 08.6 21 53 24.67 +05 36 18.9 17.77 1.98
Q2157–0036 21 57 20.39 –00 36 15.3 21 59 54.45 –00 21 50.3 16.98 1.96
Q2241–2418 22 41 56.68 –24 18 48.8 22 44 40.30 –24 03 02.0 16.95 1.96
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Table 9.1—Continued

Name Coordinates Coordinates V zem
a

(1950) (B1950) (J2000)

Q2245+2531 22 45 03.78 +25 31 39.3 22 47 27.40 +25 47 30.0 17.60 2.16
Q2310+0018b 23 10 50.80 +00 18 24.1 23 13 24.45 +00 34 44.5 17.00 2.08
Q2310+3831 23 10 36.18 +38 31 22.7 23 12 58.79 +38 47 42.6 17.50 2.18
Q2320+0755 23 20 03.91 +07 55 33.6 23 22 36.08 +08 12 01.6 17.50 2.08
Q2329-0204 23 29 02.27 –02 04 40.4 23 31 36.33 –01 48 06.5 17.00 1.89
Q2332+2917 23 32 32.03 +29 17 39.5 23 35 01.50 +29 34 15.0 17.60 2.07

aThis redshift is approximate

bBAL QSO
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Table 9.2. Kast z ' 2 Spectra of 79 QSOs : Observation Log

Name Observation Slit Exposure SNR SNR
Date Width Time

(1950) (arcseconds) (seconds) (1070 Å) (1170 Å)

Q0001–2340 2001-07-20 3.0 1380 9.04 14.33
Q0014–0420 2001-07-19 3.0 720 3.19 8.88
Q0049+0124 2001-09-13 3.0 2700 15.24 24.00
Q0109+0213 2001-12-16 2.0 4800 22.73 34.25
Q0150–2015 2001-09-13 3.0 2700 9.26 19.29
Q0153+7428 2001-09-13 3.0 1800 7.53 13.14
Q0218+3707 2002-01-11 2.0 3600 22.08 29.59
Q0226–0350 2003-01-30 2.0 2400 5.45 14.12
Q0248+3402 2002-01-11 2.0 4200 23.27 36.34
Q0348+0610 2003-01-30 2.0 3600 6.02 16.54
Q0421+0157 2001-12-16 2.0 3000 6.19 16.09
Q0424–1309 2002-01-11 2.0 4200 1.71 2.95
Q0450–1310 2003-01-29 2.0 3600 11.99 19.20
Q0726+2531 2003-01-31 2.0 4800 8.94 14.36
Q0743+6601 2001-12-16 2.0 3600 17.36 25.15
Q0748+6105 2001-12-16 2.0 4200 16.62 20.73
Q0752+3429 2003-01-30 2.0 4500 9.18 15.98
Q0800+3031 2002-04-09 1.5 3600 8.09 21.69
Q0836+7104 2002-03-09 2.0 2400 15.92 23.20
Q0854+3324 2003-01-30 2.0 4200 7.29 11.77
Q0907+3811 2003-01-31 2.0 3000 5.42 9.70
Q0936+3653 2003-01-31 2.0 2400 1.24 5.50
Q0937–1818 2003-01-29 2.0 3000 9.59 15.87
Q1023+3009 2002-04-09 1.5 3600 6.28 9.02
Q1103+6416 2003-01-31 2.0 1800 15.16 24.08
Q1116+2106 2002-04-11 1.5 3600 4.44 5.64
Q1122–1648 2003-01-29 2.0 2700 15.23 25.84
Q1130+3135 2003-01-30 2.0 2400 9.69 15.89
Q1147+6556 2002-04-09 1.5 2360 3.54 6.55
Q1222+2251 2003-01-29 2.0 3000 9.24 22.63
Q1224–0812 2003-01-31 2.0 2400 6.48 12.82
Q1224+2905 2002-04-11 1.5 3600 4.85 6.54
Q1225+3145 2001-05-19 3.0 2100 27.77 45.87
Q1231+2924 2003-01-30 2.0 2400 10.16 22.86
Q1247+2657 2001-05-19 2.0 1200 21.49 45.37
Q1251+2636 2001-05-19 2.0 2100 5.28 15.57
Q1307+4617 2002-03-09 2.0 3000 13.89 24.74
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Table 9.2—Continued

Name Observation Slit Exposure SNR SNR
Date Width Time

(1950) (arcseconds) (seconds) (1070 Å) (1170 Å)

Q1312+7837 2003-01-29 2.0 2400 8.36 20.90
Q1326+3923 2003-01-31 2.0 2100 11.63 16.66
Q1329+4117 2003-07-28 2.0 4500 – A 9.49
Q1331+1704 2002-04-11 1.5 2700 7.53 14.35
Q1416+0906 2003-01-29 2.0 2400 3.37 10.42
Q1418+2254 2001-05-19 2.0 1800 11.98 20.80
Q1422+4224 2002-03-09 2.0 4200 5.22 9.53
Q1425–1338 2003-01-30 2.0 2400 1.50 6.34
Q1435+6349 2001-05-19 2.0 1500 8.14 18.13
Q1517+2556 2003-07-29 2.0 4500 – A 8.31
Q1542+3104 2001-05-18 2.0 2400 7.83 9.60
Q1542+5408B 2001-05-19 2.0 1800 17.20 21.52
Q1559+0853 2001-07-19 3.0 2400 12.65 21.96
Q1611+4719 2002-04-11 1.5 3600 8.94 16.60
Q1618+5303 2001-07-20 3.0 4500 39.17 54.79
Q1626+6433 2001-07-18 3.0 1800 30.55 45.82
Q1632+3209 2001-05-19 2.0 2100 9.99 16.28
Q1649+4007 2001-07-18 3.0 2400 18.98 27.32
Q1703+5350 2001-07-18 3.0 3600 32.88 43.43
Q1705+7101 2001-07-19 2.0 4200 2.74 8.52
Q1716+4619 2001-05-18 3.0 2400 13.29 19.53
Q1720+2501 2001-07-17 3.0 4000 12.49 18.50
Q1754+3818 2001-05-19 2.0 2700 7.90 26.11
Q1833+5811 2001-05-18 3.0 1800 3.41 8.42
Q1834+6117 2001-05-19 2.0 2700 9.29 14.67
Q1848+6705 2001-05-18 3.0 1500 3.71 8.38
Q2044–1650 2001-07-18 3.0 3600 – A 15.63
Q2103+1843 2001-07-17 3.0 2400 32.90 46.93
Q2134+0028 2001-07-19 3.0 2400 – A 22.77
Q2134+1531 2001-07-18 3.0 3600 15.16 25.12
Q2135+1326 2001-07-17 3.0 2700 15.78 24.27
Q2140+2403 2001-07-17 3.0 2400 17.08 31.21
Q2147–0825 2003-07-28 2.0 2400 4.36 9.49
Q2150+0522 2003-07-29 2.0 6000 3.97 7.96
Q2157–0036 2003-07-28 2.0 4200 – A 20.79
Q2241–2418 2001-07-17 3.0 1800 2.69 10.95
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Table 9.2—Continued

Name Observation Slit Exposure SNR SNR
Date Width Time

(1950) (arcseconds) (seconds) (1070 Å) (1170 Å)

Q2245+2531 2003-07-28 2.0 6000 13.23 26.09
Q2310+0018B 2001-07-11 3.0 1800 11.71 20.45
Q2310+3831 2001-07-18 3.0 3000 10.80 17.77
Q2320+0755 2001-07-20 3.0 4500 6.38 12.66
Q2329-0204 2001-07-19 3.0 2400 6.38 12.66
Q2332+2917 2003-07-29 2.0 6000 8.43 21.88

AThis rest wavelength was not covered by this spectrum

BBAL QSO

9.4 The Kast z ' 2 Survey

We now present the spectra of the survey, comment on absorbers in indi-

vidual QSOs, and tabulate the emission lines.

9.4.1 Spectra

In Figures 9.2, we show the blue and red camera exposures of the 79 quasars

which comprise the survey. For each blue exposure, the flux (solid line), error (dotted

line), and continuum (dashed line) level is shown. For the red camera exposures, we

display the flux and error levels. The spectra have well calibrated relative flux, but

we do not assign a numerical value to the flux, since absolute flux calibration was not

a goal for the survey, and few exposures were made under photometric conditions.

We placed a continuum level on each blue side spectrum. The level was

determined by eye, and recorded using the b-spline fits discussed in Kirkman et al.

(2003) and Tytler et al. (2004a). We also fit continua to artificial spectra that we

made to mimic the real ones. Our continuum fits to those spectra had a typical
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Figure 9.1: Signal to noise distribution for the 79 quasars in the survey. The upper

panel shows the distribution of the mean signal to noise ratios per pixel sampled

over 20 Å (rest) centered at 1070 Å, while the lower panel shows the distribution

sampled over 20 Å centered at 1170 Å.
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Table 9.3. Standard Stars used for Flux Calibration

Name Coordinates (J2000) V Spectral Type

G191B2B 05 05 30.6 + 52 49 54 11.78 DAO

Feige 34 10 39 36.7 + 43 06 10 11.18 DO

Feige 67 12 41 51.8 + 17 31 20 11.81 sdO

BD+33d2642 15 51 59.9 + 32 56 55 10.81 B2IV

BD+28d4211 21 51 11.1 + 28 51 52 10.51 0p

Feige 110 23 19 58.4 – 05 09 56 11.82 DOp

error of 3.5%. Averaged over 77 QSOs, excluding the two QSOs that we label BAL

in Tables 1 and 2, the mean continuum level error is 1-2% except at S/N < 6 per

pixel, where we systematically placed the continuum too high. The continua that

we show on the Kast spectra in Figures 9.2–?? are the equivalents of the the original

”F1” fits to the artificial spectra that we discuss in detail in Tytler et al. (2004a).

We believe that they have errors similar to those on the artificial spectra. We have

not placed continua on the exposures with the red camera.
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Figure 9.2: For each QSO, the flux is shown as the thick line, the 1σ error in the

flux as the dotted line, and the dashed line represents the fit to the continuum level.

The y axis is the flux level, in erg sec−1 cm−2 Å−1, on a linear scale with zero flux

at the bottom, and the x axis is in Å.
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Figure 9.2: (continued)
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Figure 9.2: (continued)
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Figure 9.2: (continued)
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Figure 9.2: (continued)
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Figure 9.2: (continued)
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Figure 9.2: (continued)
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Figure 9.2: (continued)
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Figure 9.2: (continued)
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Figure 9.2: (continued)



Chapter 10

Cosmological Parameters from the

Mean Flux Decrement at z ∼ 1.9

10.1 Abstract

We identify a concordant model for the intergalactic medium (IGM) at

redshift z = 1.9 that uses popular values for cosmological and astrophysical pa-

rameters and accounts for all baryons with an uncertainty of 5%. The amount of

absorption by H I in the IGM provides the best evidence on the physical condi-

tions in the IGM, especially the combination of the mean gas density, the density

fluctuations, the intensity of the ionizing flux, and the level of ionization. We have

measured the amount of absorption, known as the flux decrement, DA, in the Lyα

forest at redshift 1.9. We used spectra of 77 QSO that we obtained with 250 km s−1

resolution from the Kast spectrograph on the Lick observatory 3m telescope. We

find that a hydrodynamic simulation on a 10243 grid in a 75.7 Mpc box reproduces

the observed DA from the low density IGM alone when we use popular parame-

ters values Ho = 71 km s−1Mpc−1, Ωb = 0.044, Ωm = 0.27, ΩΛ = 0.73, σ8 = 0.9

and an ultraviolet background (UVB) that has an ionization rate per H I atom of

Γ912 = (1.44± 0.11)× 10−12 s−1. This is 1.08± 0.08 times the prediction by Madau,

Haardt & Rees (1999) with 61% from QSOs and 39% from stars. Our measurement

240



241

of DA gives a new joint constraint on these parameters, and DA is very sensitive to

each parameter. Given fixed values for all other parameters, and assuming the sim-

ulation has insignificant errors, the error of our DA measurement gives an error on

Ho of 10%, ΩΛ of 6%, Ωb of 5% and σ8 of 4%, comparable to the best measurements

by other methods.

10.2 Introduction

Using our Kast Quasar Survey data, we measure the total amount of neu-

tral hydrogen in quasar spectra which we call the flux decrement, DA. The shape

of the quasar continuum in the Lyα forest was not well understood before, so we

tested and calibrated our continuum fitting using artificial quasar spectra I gener-

ated. This calibration was done for the first time, and it was the key to perform

precise measurement. I devised up the quasar database, led the target selection and

the bulk of the observations and generating the artificial quasar emission spectra.

In the analysis part, I performed a calculation to estimate the flux variance

expected from the linear theory and simulations. The formulated and calculated the

amplitude of the one dimensional flux power fluctuation. I started from the primor-

dial 3D mass power spectrum, based on the linear perturbation theory, and evolved

it using a proper growth factor with the first year WMAP cosmological parame-

ters. I used the bias from McDonald (2003) which translates the matter power

spectrum to the flux power spectrum, and projected 3D power to one dimensional

power spectrum. I formulated the one dimensional window function to extract the

flux fluctuation from the flux power spectrum. We can directly compare this flux

fluctuation from the theory to the observed flux fluctuation, we report they are in

a good agreement.
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10.2.1 Background

Our physical understanding of the IGM comes from the detailed compari-

son of numerical simulations of the growth of structure in the universe with obser-

vations of the Lyα absorption from the H I in the IGM. Analytic models show that

the amount of Lyα absorption depends on a combination of at least four factors: the

mean density of H in the IGM, the power spectrum of the matter distribution that

determines the amount of clumping of the H on various scales, the temperature of

the gas, and especially the mean intensity of the UVB radiation that photoionizes

the gas. Together these parameters, and their variation, give the density of H I

down the line of sight to a QSO, something we observe with Lyα absorption.

The mean amount of absorption is a sensitive measure of the physical

properties of the IGM. If we make some assumptions about the growth of structure

and the temperature of the IGM, then the optical depth of the Lyα forest scales like

(Rauch et al., 1997, Eqn. 17)

τLyα ∝ (1 + z)6H(z)−1(Ωbh
2)2T−0.7(ρ/ρ)2Γ−1

912, (10.1)

where ρ is the baryon density, ρ is the mean baryon density, Γ912 is the photoion-

ization rate per H I atom, and T is the gas temperature.

10.2.2 Definition of DA

Following Oke & Korycansky (1982) we define DA = 1− 〈F 〉 where 〈F 〉 =

(observed flux)/C, C = (estimated unabsorbed continuum flux) which includes both

the underlying power law and the flux from emission lines. It is common to see DA

expressed as 〈F 〉, or as the mean effective optical depth, τeff= −ln 〈F 〉.
We will measure DA in individual pixels, and we will add suffixes to DA

to label averages over various wavelengths between the Lyα and Lyβ emission lines,

sometimes averaged over many QSOs. We restrict our measurement of DA to rest

frame wavelengths

DAwavelength range = 1070 to 1170 Å. (10.2)
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The DA is dominated by Lyα lines from the IGM, but it includes all absorption,

including metal lines and the Lyα lines from Lyman limit systems (LLS) that are

defined to have H I column densities log NHI> 17.2 cm−2. The LLS by definition

include all damped Lyα lines (DLAs) that have NHI> 2 × 1020 cm−2.

10.3 Kast QSO Spectra

We obtained spectra of the Lyα forest of over 80 bright QSOs at 1.85 <

zem < 2.5. We maintained a list of all such QSOs listed in NED, and updated

it before each observing run. We found about 6000 QSOs of all magnitudes. We

rejected those noted as BAL in NED, and we then observed the brightest remaining

at declination North of −30 degrees. Most were 17th magnitude. We observed

nearly all that were brighter than 17.5 and some that were 18th magnitude. We

rejected BAL QSOs because they tend to show much more absorption than other

QSOs. In the Lyα forest region this absorption is from N V, and other ions. BAL

QSOs would also bias our estimates of the mean amount of metal line absorption

because they can have huge amounts of C IV and Si IV absorption.

10.3.1 Observations

We obtained spectra from 2001 January 26 to 2003 July 28 with the Kast

double spectrograph on the Shane 3m telescope at Lick observatory. We present the

observing log and spectra in Tytler et al. (2004b). Here we use spectra obtained

with the blue camera, using the grism with 830 groves per mm, blazed at 3460 Å,

and covering approximately 3150 – 4300 Å.

We know from prior work with this instrument (Suzuki et al., 2003) that

the typical dispersion is 1.13 Å per /pixel (107 km s−1), and the FWHM resolution

is 250 km s−1 (2.5 pixels), with a range of 200 – 300 km s−1, depending on the tem-

perature and the focus that we chose for that observing run. The spectral resolution

varies with wavelength, and from run to run, even when the slit is unchanged. We
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describe the data reduction and flux calibration in Tytler et al. (2004b).

We changed the flux in the occasional pixel, under 1% of all pixels, that

was clearly erroneous because of poor cosmic ray or sky subtraction. We set such

pixels to the expected level, to reduce the effect on the continuum fitting and the

DA estimate. Hence the spectra are cosmetically unusually clean.

10.4 DA Measurement and its Error

We wish to compare the observed flux decrement DA with the numerical

simulation to extract cosmological parameters. However, as of today, it is difficult

to simulate metal lines and DLA/LLS (Damped Lyman Alpha system / Lyman

Limit System) which has a column density greater than log NHI = 17.2 cm−2since

they have non-linear properties and complexed evolution mechanism. Therefore, it

is essential to remove these contributions from the observed data.

We first measured DA using 77 Kast spectra which includes Lyα, DLA/LLS,

and the metal lines. We calibrated the measurements with artificial spectra which we

know the continuum levels. We estimated the contribution from the DLA/LLS and

metals from the statistics in the literature. We adopted 0.023± 0.005 for the metal

line contribution and 0.01±0.004 for the DLA/LLS contribution. Here I summarize

the result. The detailed discussions can be found in Tytler et al. (2004a).

• Observed and flux calibrated DA :

DA(z = 1.9; LyαForest + DLA/LLS + metals) = 0.151 ± 0.007, (10.3)

• DA with metal lines subtraction :

DA(z = 1.9; LyαForest + DLA/LLS) = 0.128 ± 0.009, (10.4)

• DA with metal lines and DLA/LLS subtraction :

DA(z = 1.9; LyαForest) = 0.118 ± 0.01. (10.5)
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10.4.1 DA Measurement Error

The absolute 1σ error terms associated with our DA estimate are:

• 0.0064: Estimated from the dispersion in quarters of our sample. This includes

sample variance and that part of the calibration error that varies between the

quarters.

• 0.0032: Calibration error.

• 0.0048: Sample variance. from the size of our sample, (sometimes called cosmic

variance).

• 0.005: Uncertainty in the amount of metal absorption.

• 0.004: uncertainty in the amount of absorption from Lyα lines with log NHI

> 17.2 cm−2.

We obtained the 1 σ error = 0.01 by adding the above error terms in quadrature.

10.5 Variance of DA and its Error

The variance of the flux decrement is as important as the mean flux decre-

ment DA. The variance of the Lyα forest directly reflects the density fluctuations

of the universe that we are trying to measure.

• Observed and flux calibrated the standard deviation of DA :

STD(DA(z = 1.9); LyαForest + DLA/LLS + metals) = 0.0612 ± 0.0035,

(10.6)

• The standard deviation of the DLA/LLS :

STD(DA(z = 1.9); DLA/LLS) = 0.0351 ± 0.0047, (10.7)

• The standard deviation of the metal lines :

STD(DA(z = 1.9); metals) = 0.031, (10.8)
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• The estimated standard deviation of the Lyα forest :

STD(DA(z = 1.9); LyαForest) = 0.039+0.005
−0.007. (10.9)

As we have seen in the previous section, the amount of the flux decrement,

DA, is dominated by the Lyα forest (78%). The metal lines (15%) and DLA/LLS

(7%) do not contribute a large fraction. However, to our surprise, the variance is

equally divided by the Lyα forest (40%), DLA/LLS (33%) and metals (26%). In

terms of standard deviation, the contributions are: Lyα forest (37%), DLA/LLS

(33%), metals (30%). In Figure 10.1, we visualize these fraction. This observational

fact means that if we have DLA/LLS in the spectrum, we have lots of metal lines

associated with that system. On the other hand, if we don’t have DLA/LLS, we do

not see metal lines. This all or nothing effect makes. That is why the variance of

metals and DLA/LLS are so large.

10.6 Dispersion of the DA Value from a Simulation

We can calculate the expected variation in the amount of absorption in a

spectrum. We restrict the calculation to the absorption from the Lyα lines in the

lower density portions of the IGM, excluding absorption by the Lyα lines of LLS

and metal lines. We introduce the notation σ(∆z) for the standard deviation of the

mean DA in spectral segments of length ∆z = 0.1. The σ(∆z = 0.1) values are the

1D flux analogues of the 3D mass σ8 values, (Kolb & Turner, 1990, Eqn 9.18, Fig

9.2). The σ(∆z = 0.1) value is of great interest because it is a measure of the power

in flux in the Lyα forest on scales of 153 Mpc, and it is related to the mass power

spectrum.

McDonald (2003, Fig. 10a) shows that the relationship between the 3D

matter and flux power depends on scale. On large scales the flux power is propor-

tional to the matter power, and hence to σ2
8 . On small scales an increase in the

matter power leads to larger velocities that smooth the fluctuations in the flux, and
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Figure 10.1: Fraction of the mean flux decrement DA (top panel) and its standard

deviating (bottom panel).
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decrease the flux power. At a scale of k ' 0.013 (s/km) (1.5 Mpc) the flux power is

insensitive to the mass power.

We can derive the variance of the DA(Lyα forest) values by integrating

the power spectrum of the flux over a top hat window function of width ∆z = 0.1

. First we generate the one dimensional flux power spectrum, PF1D(k), following

McDonald (2003, Table 1). We use Ωm = 0.23, ΩΛ = 0.73, h=0.71, σ8 = 0.9 and

n = 0.95. For these values, and z = 1.9, we calculate δA1 = 0.6375, where A1 is the

amplitude of the mass power spectrum at wavenumber k1 = 2π(h−1Mpc)−1. We also

use δF = 0.082 to match the mean flux to our measured value, where F = 1−DA

is the mean flux, and the δ values are the deviations from the values chosen by

McDonald (2003). Then we calculate,

σ(∆z = 0.1)2 =
〈F 〉2
2π

∫

∞

−∞

PF1D(k)W 2(kR)dk (10.10)

where W (kR) is the top hat window function. We correct the result to our definitions

of flux, since in our units McDonald (2003) uses (F− < F >)/ < F >, a flux

deviation divided by the global mean flux at that z. For the one dimensional case,

we have

W 2(kR) =
2(1 − cos(kR))

(kR)2
(10.11)

where R = 152.57 Mpc for ∆z = 0.1.

We obtain σ(∆z = 0.1)= 0.0386 at z = 1.9 using σ8 = 0.9, n = 0.95 and

DA=0.118 for the low density IGM alone.

The σ(∆z = 0.1) value that we measured, 0.039+0.005
−0.007 is identical within the

errors to the value that we calculated: 0.0386 for σ8 = 0.9 and n = 0.95. Systematic

effects from the photon noise, continuum fit and LLS – metal correlations should all

have made our measured value too large, and hence the errors in the measurement

may be larger than the values we quote. For fixed n and a fixed and known (McDon-

ald, 2003) relationship between the flux and matter power spectra, σ(∆z = 0.1)∝ σ8

and the errors that we quote on σ(∆z = 0.1) imply σ8 = 0.90+0.13
−0.16. With improved

measurements, quantities like σ(∆z = 0.1) will provide useful new measurements of
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the matter power spectrum, on larger scales than have been explored using the flux

power spectrum (Croft et al., 2002b).

10.7 Comparison with Hydrodynamic Simulations

Parameters Derived from DA

The values in Table 10.1 show that our measurement of DA is accurate

enough to give significant new cosmological information. This information is difficult

to extract because DA depends on at least six parameters. We would need to know

all the other parameters to derive an unknown using DA alone. We need to explore a

six dimensions space to find the best concordance model, and to find the full errors

on derived parameters. Hydrodynamic simulations on modern supercomputers are

now up to this task that has become practical because we now have accurate prior

measurement for the parameters.

The values collected in Table 10.1 show that the changes required in five

of the six parameters of simulations A to match the observed DA are modest. The

exception is γ228 because DA is insensitive to this parameter.

The uncertainties on the prior measurement of the six parameters lead

to errors on DA that have a factor of five range. The logarithmic mean of this

range is similar in size to the error on our measurement of DA. DA responds to

cosmological parameters much as do other observable quantities. It is not surprising

that DA depends on all six parameters, since these are the set required to model the

universe in general, with the addition of the two γ parameters for the IGM. These

six parameters provide a realization of Eqn. 10.1.

Our DA value gives γ912 to higher accuracy than has been possible before,

since the error of 0.1 on γ912 from Madau et al. (1999) seems optimistic and the

proximity effect gives larger errors (Liske & Williger, 2001; Scott et al., 2002). We

find γ912 = 1.08 ± 0.27 or Γ = (1.44 ± 0.36) × 10−12 s−1, where the error now

includes the contributions from the errors on Ωb, σ8 and DA. Using Eqn. 3 of
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Table 10.1. DA for Various combinations of Cosmological Parameters

Parameter Ωb σ8 γ912 γ228 Da
measured

all 0.0444 ± 0.0018 0.9 ± 0.1 1.0 ± 0.1 1.8 0.118 ± 0.010
DA in sim. 0.0440 0.9 1.0 1.8 0.1287 ± 0.0027

γ912 0.0440 0.9 1.08 ± 0.08 1.8 0.118
σ8 0.0440 0.94 ± 0.04 1.0 1.8 0.118
Ωb 0.0417 ± 0.0022 0.9 1.0 1.8 0.118
γ912 0.0444 ± 0.0018 0.9 ± 0.1 1.08 ± 0.27 1.8 0.118 ± 0.010

Note. — γ912 and γ228 are in unit of Haardt & Madau (1996).

Hui et al. (2002), this Γ912 value corresponds to an intensity of the UVB JHI =

0.33 ± 0.08 × 10−21 erg s−1 cm−2 Hz−1 sr−1. The main contribution to this error is

from the uncertainty in σ8. We illustrated this in Figure ??. We do not include the

contributions to the error from ΩΛ, Ho and γ228 because we do not know how these

parameters are correlated with the others. However, from Table 10.1, they appear

to add little to the total error on γ912.
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Chapter 11

The HI Opacity of the IGM at

redshifts 1.6 < z < 3.2

11.1 Abstract

We use high quality echelle spectra of 24 QSOs to provide a calibrated

measurement of the total amount of Lyα forest absorption (DA) over the redshift

range 2.2 < z < 3.2. Our measurement of DA excludes absorption from metal

lines or the Lyα lines of Lyman limit systems and damped Lyα systems. We use

artificial spectra with realistic flux calibration errors to show that we are able to

place continuum levels that are accurate to better than 1%. When we combine our

results with our previous results between 1.6 < z < 2.2, we find that the redshift

evolution of DA is well described over 1.6 < z < 3.2 as A(1 + z)γ , where A = 0.0062

and γ = 2.75. We detect no significant deviations from a smooth power law evolution

over the redshift range studied. We find that the UV background at z = 3 is higher

than expected, with an H I ionization rate of Γ = 1.3× 10−12 s−1, 1.3 times greater

than the value given by Haardt & Madau III.

251
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11.2 Introduction

This is another attempt to measure the flux decrement using Keck HIRES

spectra. The advantage of high resolution spectrum is that the pixels are more likely

to hit the continuum and makes our continuum fitting easier and more accurate.

Also we can resolve sharp metal lines, and in the future, we plan to remove them

by fitting all of the metal lines. In this chapter, we removed them statistically.

I led the data reduction, generated artificial quasar emission spectrum,

and trained undergraduate students. I re-reduced and flux calibrated more than

600 Keck HIRES exposures with approximately 70 quasars. I established a library

of response functions and high resolution standard star spectra, and developed a

scheme to calibrate flux. Using the PCA technique, I generated 5,000 artificial

quasar spectra to test our continuum fitting. I worked with undergraduate students.

I gave a series of one hour lectures for the undergraduates over the last summer so

that they can understand the basics of quasar spectrum. They are now well trained

and can fit the continua very well. Here I present the results.

11.3 Background

The mean optical depth of the H I Lyα forest observed in the spectra of

high redshift QSOs is one of the main pieces of information on the physical state

of the intergalactic medium (IGM). This is because the optical depth of the Lyα

forest (τeff) is sensitive to the combination of a wide variety of effects that we can

collect under two main headings (Rauch et al., 1997). First, τeff is sensitive to all the

familiar parameters of the cosmological model, including ΩΛ, Ωm, Ωb, the Hubble pa-

rameter and the parameters that describe the primordial power spectrum of density

fluctuations. These parameters determine the density of Hydrogen per unit length,

the conversion from Mpc to wavelength in a spectrum, and the spatial variations of

the density. The second set of parameters are astrophysical, rather than primordial,

and they determine the ionization of the Hydrogen. The IGM is highly photoionized
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by ultraviolet photons from early stars and AGN. The τeff is then sensitive to the

time history of the intensity and spectrum of the UV background, or UVB. The

energy input per photoionization, and the competition between photoheating and

the cooling from the expansion together give the temperature of the IGM, an output

rather than an input parameter.

Over the last decade numerical hydrodynamic simulations of the IGM have

steadily improved in accuracy. We make artificial QSO spectra from the simulations

and measure the statistical properties of the Lyα forest absorption in those spectra.

As expected, we find that the absorption in the artificial spectra depends on the

complete set of cosmological and astrophysical parameters. In Tytler et al. (2004,

T04b) and Jena et al. (2005, J05) we showed how we can choose sets of input

parameters for simulations that give artificial spectra that are statistically equivalent

to the largest and best samples of real spectra. We can now use the simulations to

decode the IGM.

When we match simulations to real QSO spectra we obtain joint constraints

on the full set of cosmological and astrophysical parameters that we input to the sim-

ulations. We do not obtain constraints on individual input parameters, except when

we fix all the many other parameters at values obtained from other observations.

We find that the statistical properties of the Lyα forest are highly sensitive

to many of the input parameters (Tytler et al., 2004; Bolton et al., 2004; Jena et al.,

2005). When we compare to calibrated real spectra, we can expect to obtain joint

constraints on sets of parameters that are competitive with the best measurements

from other types of observations. This motivates us to improve the accuracy of the

measurement of the IGM.

We also find that the comparison between numerical simulations and real

spectra of the Lyα forest provides the most accurate measurements of the intensity

of the UVB (Rauch et al., 1997; Tytler et al., 2004; Jena et al., 2005; Bolton et al.,

2004).

We have found that two statistics in particular provide a good summary
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of the Lyα forest. One is the mean absorption τeff , and the other some measure of

the clumping and temperature of the gas, such as the line width distribution, or the

power spectrum of the QSO flux. In T04 we measured τeff to high precision over

the redshift range 1.6 < z < 2.2. The aim of this paper is to extend the redshift

range over which we can make detailed comparisons between simulations and data

by providing a calibrated and precise measurement of the H I Lyα forest opacity

over the redshift range 2.2 < z < 3.2.

11.3.1 Previous Work

There has been extensive previous work dedicated to measuring the total

amount of absorption in the Lyα forest, summarized in part by T04b and Meiksin

& White (2004) and the references therein. Many of these measurements appear

to differ, but Meiksin & White (2004) showed that much, but not all, of the dis-

agreement between some measurements was caused by differences in treating errors.

T04b discuss other differences that remain.

Although we have had spectra of the Lyα forest since 1972, it is only

recently that we have had simulations of the quality to match highly accurate mea-

surements of the mean amount of absorption.

The mean absorption is hard to measure for three reasons discussed at

length in T04b: the continuum level, metal lines and sample size.

To measure the amount of absorption we must first guess the continuum

prior to the absorption. This is relatively easy at z ' 2, hard at z ' 3 and very

hard at z > 4 where there is little if any unabsorbed continuum remaining in the

Lyα forest. T04b dealt with the continuum level by making and fitting artificial

spectra that looked similar to the real spectra. They saw and fitted the emission

lines in the Lyα forest of each individual spectrum (Tytler et al., 2004b). These

lines vary a lot from QSO to QSO (Tytler et al., 2004b; Suzuki et al., 2005). Using

the artificial spectra we were able to show that their continuum level was accurate

to approximately 0.3%, after correction, and averaging over the Lyα forest of 77
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QSOs.

The simulations that we compare to the Lyα forest spectra typically lack

the resolution and physics required to give realistic metal absorption lines and Lyα

lines from regions with column densities log NHI> 17.2 cm−2 We then need a pre-

scription for dealing with metal lines and strong Lyα lines in the Lyα forest. Some

measurements ignore these lines, while others subtract some or most of them. At

z = 1.9 T04b showed that the metal lines contributed 15% and strong Lyα lines 7%

of the absorption in the Lyα forest. However, they each contributed about the same

amount to the total variance of the absorption as did the Lyα absorption in the low

density IGM.

The last requirement for an accurate measurement of the mean amount

of absorption in the Lyα forest is a large sample, ideally at least tens of QSOs.

It had long been noted that there is conspicuous variation in the amount of Lyα

forest absorption from QSO to QSO (Carswell et al., 1982; Kim et al., 2001), and

T04b showed that the amount of variation on scales of ∆z = 0.1 (121 Å in the

observed frame) is consistent with large scale structure for a primordial spectrum of

perturbations with slope n = 0.95, and present amplitude σ8 = 0.9

Following Oke & Korycansky (1982) we define DA(z) = 1 - F (z), where

F (z) is the observed flux divided by the continuum level, and F (z) is the mean

over many spectra at a given redshift. T04b found that DA(z=1.9) = 0.151 ± 0.006

including all absorption at rest frame wavelengths 1070 – 1170 Å towards 77 QSOs.

The error here is partly from the continuum level, and partly from the sample size.

T04b estimated the metal line absorption from wavelengths between the Lyα and

C IV emission lines, from both their own spectra and from spectra of Sargent et al.

(1988). They estimated the strong Lyα lines from the statistics of such lines in

other spectra. When they subtracted both the metal lines and strong Lyα lines the

DA drops to 0.118 ± 0.010. T04b estimated that approximately 5 ideal spectra, all

at the same zem with no continuum errors, and no metal lines or strong Lyα lines

would give DA with an error of 0.01 at a single redshift, z = 1.9. High resolution
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spectra might approach this limit.

In Jena et al. (2005) we presented a set of 40 fully hydrodynamic simu-

lations of the IGM at z = 2. We derived scaling laws that related the parameters

of simulated spectra to the parameters that we input to the simulations. When

we apply the scaling laws to a simulation, we can predict the output parameters to

higher accuracy than the typical measurement error in real spectra. We were able to

predict the most common line width (b-value) to 0.3 km s−1 and the τeff to 0.0027,

both approximately a factor of four smaller than the measurement errors in the real

spectra. In this paper we address the need for improved measurements.

11.3.2 Our Approach

We apply the methods of T04b to make a calibrated measurement of DA

at 2.2 < z < 3.2. The basic idea is that we will ensure that our continuum fitting

is unbiased by simultaneously fitting our real data and artificial spectra that have

been carefully prepared to exhibit the types of errors shown in real spectra. The

hope is that any systematic errors in our continuum fitting will manifest themselves

in our continuum fits to both the real data and the artificial data. We can then

measure them in the artificial data and apply the appropriate corrections to our real

data.

We will generally follow the details of T04b, with some specific exceptions.

Here we made artificial continuum and emission line spectra using principal compo-

nent spectra, rather than real HST spectra (Suzuki et al., 2005). We made the Lyα

forest absorption from randomly placed Voigt profiles with parameter distribution

functions taken from the literature, instead of using a simplified model of the IGM

to produce the Lyα forest absorption. In addition, we added metal and strong Lyα

lines to the artificial spectra. However the main difference is that we now use HIRES

spectra with 8 km s−1 resolution in place of the 250 km s−1 resolution spectra that

we used in T04b. The higher resolution comes with many times more photons per

Å and allows us to place accurate continua at higher redshifts.
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11.4 Data Sample

We use a collection of QSO spectra obtained with the HIRES spectrograph

on the Keck telescope (Vogt et al., 1994b). These spectra were collected between

1994 and 2004, for a variety of programs. The 24 QSOs that we use in this paper

were selected from among our HIRES spectra for the following reasons: (1) they

have significant coverage for Lyα lines with 2.2 < z < 3.2, (2) they have SNR 8 –

70 per 2.1 km s−1, with a mean of 20 and (3) we were able to perform high quality

flux calibration of the QSO spectra. The list of spectra we use in this paper is given

in Table 1.

The spectra were all obtained with the original Tektronix 2048 x 2048 24

micron pixel CCD in HIRES up until August 2004. We used Tom Barlow’s makee

package to extract the CCD images and apply the wavelength calibration. The

individual exposures were flux calibrated and combined via the procedure described

in Suzuki et al. (2003). We measured the redshift of each QSO from the estimated

peak of the Lyα emission line, which is given in Table 11.1 as zem (e.g. zem is not

the systemic redshift of the QSO).

A histogram of the number of different QSOs that contribute to each ∆z =

0.1 redshift bin is shown in Figure 11.1.

11.5 Artificial Spectra

We attempted to make artificial spectra that mimic real spectra in every

important way, including emission lines, cosmic ray hits, echelle blaze, and flux

calibration errors. For each real spectrum, we made four artificial spectra with the

same redshift and noise properties and various absorption lines.

We made the unabsorbed continuum shape, including emission lines with

the principal component spectra described by Suzuki et al. (2005). The artificial

spectra have a wide variety of shapes, and include realistic emission lines between

Lyα and Lyβ. The exact shape and strength of the emission lines was different for
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Table 11.1. HIRES Lyα forest spectra used to measure DA

Name RA (B1950) DEC (B1950) zem V

Q0014+8118 00 14 04.45 +81 18 28.6 3.366 16.50
Q0042-2627 00 42 06.42 -26 27 45.3 3.289 18.47
Q0100+1300 01 00 33.38 +13 00 12.1 2.681 16.57
Q0105+1619 01 05 26.97 +16 19 50.1 2.640 16.90
Q0119+1432 01 19 16.21 +14 32 43.2 2.870 16.70
Q0130-4021 01 30 50.28 −40 21 51.0 3.023 17.02
Q0139+0008 01 39 40.85 +00 08 17.8 3.405 18.32
Q0301−0035 03 01 07.70 −00 35 03.0 3.231 17.62
Q0322−3213 03 22 11.18 −32 13 34.6 3.302 17.95
Q0450−1310 04 50 54.00 −13 10 39.0 2.300 16.50
Q0449−1645 04 49 59.00 −16 45 09.0 2.677 17.00
Q0741+4741 07 41 42.05 +47 41 53.4 3.210 17.50
Q0930+2858 09 30 41.40 +28 58 53.0 3.428 17.50
Q1005+3638 10 05 44.13 +36 38 02.4 3.125 17.85
Q1155+2640 11 55 07.62 +26 40 37.0 2.850 17.60
Q1200+1539 12 00 57.62 +15 39 36.1 2.981 17.10
Q1208+1011 12 08 23.81 +10 11 08.5 3.822 17.90
Q1243+3047 12 43 44.90 +30 47 54.0 2.560 17.00
Q1244+3143 12 44 48.83 +31 43 02.9 2.961 17.90
Q1320+3927 13 20 41.02 +39 27 46.8 2.985 17.06
Q1337+2123 13 37 47.92 +21 23 54.1 2.700 17.90
Q2223+2024 22 23 13.32 +20 24 58.5 3.560 18.38
Q2337+1845 23 37 13.08 +18 45 12.2 2.620 17.00
Q2344+1229 23 44 13.2 +12 28 50 2.784 17.5
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Figure 11.1: The number of HIRES QSOs which have complete Lyα forest coverage

in different redshift bins

each artificial spectrum.

We made the H I absorption from discrete lines, with the line distribution

functions given in Kirkman & Tytler (1997). The artificial spectra used in this paper

have lines of all column densities, 1010 < NHI < 1018 cm−2, and we placed lines at

random redshifts, from the zem listed in Table 1, down to zero redshift.

If a real spectrum had a DLA with log NHI> 1019.5 cm−2, we added a line

with the same log NHI at the same wavelength to all the accompanying artificial

spectra.

With each H I absorber, we also added the strong doublet absorption lines

of C IV, Si IV, and Mg II to the artificial spectrum. We held the H I/X column

density ratio constant for each metal ion, and the width of each metal absorber was

calculated by assuming that the H I b values were entirely thermal. This resulted

in a artificial metal forest that was superimposed on the H I forest, which made the

artificial spectra look more realistic when inspected closely.

The artificial spectra used in this paper were generated differently than the

spectra we used for the same purpose in T04b. The spectra in T04b were generated
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via a toy model of the IGM that mimicked the large scale structure, but we did not

add metal lines of the Lyα lines of Lyman limit systems.

We added noise to the artificial spectrum, and attempted to match the

approximate SNR level of each real spectrum. We based the noise levels in our

simulated spectra upon the estimated error estimates in the real echelle spectra.

The resulting artificial spectra have SNR similar to their real spectra except for

three of the five with SNR > 45, where the artificial have lower SNR too low by

approximately 1.5.

We also added a blaze effect to the artificial noise levels to simulate the

increased SNR obtained at the center of each echelle order. Furthermore, we added

small fluxing errors, by offsetting different echelle orders by the blaze function multi-

plied by a Gaussian random deviate with σ = 2%, which is larger than the expected

fluxing errors in the data (Suzuki et al., 2003). In Figure 11.2 we show an example

of artificial spectra, below the real spectra they approximate.

Although we see differences between our artificial and real spectra, they

do not concern us. Since we placed the Lyα lines at random redshifts, the artifi-

cial spectra lack large scale structure. The artificial spectra also show more total

absorption than real spectra, generally about 5% more total absorption over the

redshift range 2.4 < z < 3.0. As we show in the next section, we are able to fit

continua very well for a wide range of total absorption, so we do not believe that the

minor differences between our real spectra and the artificial ones have significantly

changed our results.

11.6 Continuum Fitting

Four undergraduate authors, SH, KJ, CM, and GS, took a training program

to fit to fit QSO continua. They fit artificial QSO spectra that were not matched to

any specific QSO. These spectra had a variety of emission redshifts, SNR, emission

line profiles, and flux calibration errors. The four all fit the same spectra, and after
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they completed a few spectra, we revealed the true continuum level and we discussed

their fit. Within a few weeks two of them were able to fit continua as well as any of

us.

After this training completed, we asked them to fit the real and matched

artificial spectra. We provided spectra in sets comprising one real spectrum and

two artificial ones matched to that real one. Each fitter was given the same copy of

the real spectrum, but different versions of the artificial spectra. We did not reveal

which was the real spectrum in a set.

The results indicate that the two best fitters were excellent. The other two

fitters were less accurate, and more importantly, occasionally had made large fitting

errors. Thus for the measurement of DA, we used the average continuum of the two

best fitters, and do not discuss the results of the other two fitters any further.

The standard deviation of the continuum fit errors per spectral segments

of length ∆z = 0.1 is 1.2%. We fit a total of 96 artificial spectra, four per QSO (two

per fitter per QSO), and there were a total of 275 segments of length ∆z = 0.1 in

these artificial spectra. Averaged over all 275 segments, the continua of the two best

fitters were above the true continua by 0.29 %. If the fits were unbiased, and the

errors per segment were uncorrelated we would expect the bias to be 1.2
√

275 = 0.07

%. As in T04b we have measured a small bias.

In Figure 11.3 we show a weak correlation between the error in the con-

tinuum fit to the artificial spectra and the mean amount of absorption in a spectral

segment of length ∆z = 0.1. We fit this correlation as bias B = 0.0098− 0.0249DA

and we corrected all our real continua using this fit to remove the trend. After

this correction the when we average over all artificial spectra there is no remaining

bias. All the data on the real HIRES spectra that we give in the paper have had

this correction applied. We followed a similar procedure in T04b. After removing

the bias associated with mean flux of each spectral segment, we see no correlation

between the error in the continuum fit to the artificial spectra and their SNR. We

have not measured whether the bias varies from object to object, or as a function
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of z.

Based upon our ability to continuum fit artificial spectra, we conclude that

errors in continuum placement are not a significant source of error when measuring

DA in high resolution, moderate SNR spectra at z < 3.0.

11.7 Measurement of the Mean Flux

To avoid confusion between multiple Lyman series lines, we restrict our

analysis to the region between the Lyα and Lyβ emission lines of each QSO. To

avoid continuum fitting problems associated with rapidly changing emission line

profiles, and possible contamination from the proximity effect, we further restrict

our measurement of DA to the rest frame wavelengths 1070 – 1170 Å.

We removed DLA/LLS systems which have the column density log NHI

greater than 17.2 cm−2, and masked their associated metal lines. They are collapsed

highly non-linear systems, but what we want to extract from the Lyα forest is the

signature of the primordial density fluctuations. Thus, we need to remove these

systems as well as metal lines which we cannot simulate. For the metal lines, we

removed them statistically Tytler et al. (2004a).

11.7.1 Measurement of mean DA in ∆z = 0.1 spectral segments

After masking targeted Deuterium systems and LLS with obvious Lyα

lines, we measured the mean flux in spectral segments of ∆z = 0.1. We started at a

rest wavelength of 1070 Å (or the lowest wavelength with data in cases of incomplete

spectral coverage) in each QSO, and computed the mean flux of all segments that are

fully contained between the rest wavelengths of 1070 and 1170 Å. There are typically

three ∆z = 0.1 segments in an individual QSO spectrum. We discard incomplete

segments and any segment with more than 10% of it’s flux masked for any reason,

e.g. a DLA in a spectrum will cause at least one, and frequently two segments in a

given QSO spectrum to be discarded. Finally, we subtracted the anticipated metal
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Figure 11.2: Example of our data, our continuum fits, and the artificial spectra we

used to verify our continuum fitting ability. The top panel shows the spectrum of

Q1243+3047 along with the individual continuum fits of our two best fitters. The

bottom panel shows one of the four artificial spectra that we made similar to the

Q1243+3047 spectrum. Q1243+3047 is representative of the spectra at the top end

of the SNR distribution for spectra used in this paper. The lowest major tick mark

is the zero flux level. We show rest wavelengths 1070 – 1170 Å.
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Figure 11.3: The difference between the fit continuum level and the true continuum

level for each ∆z = 0.1 segment in the artificial spectra. We plot this difference

against the mean DA in each spectral segment. There is a weak trend with the

amount of absorption, which we fit with the solid line. There are more points on

this plot than we have in our real data, because we fit four artificial spectra for each

real spectrum in our analysis. Note that the magnitude of the effect is quite small.
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Figure 11.4: DA as a function of redshift. Each point shows the DA measured along

a particular line of sight over a path of length ∆z = 0.1. The light triangles are the

data from 77 QSOs used by T04b (observed total absorption, minus mean absorption

by Lyα of LLS and metals), while the dark diamonds show the new data from 24

QSOs from this paper (excluding individual Lyα of LLS, and minus the mean metal

absorption). This plot does not show part of the data at the higher redshift end of

each spectrum because we do not show bins that are partly sampled by a spectrum.

absorption from each segment.

Our results are shown in Figure 11.4, where we also show the results for the

Kast spectra from T04b. Figure 11.4 shows only the absorption of the low column

density Lyα forest – we have attempted to remove the Lyα of all LLS and all metal

line absorption for all the Kast and HIRES spectra. For both the HIRES and Kast

spectra we subtracted the same mean amount of metal absorption from each Kast

point. For the Lyα of the LLS we subtracted the mean for all the Kast points, but

we masked individual Lyα lines for the HIRES points.
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Table 11.2. Measured IGM DA values in ∆z = 0.2 redshift bins

z Fit Fit
center DA STD DA DA STD DA

1.6 0.098 0.015 0.0851 0.0057
1.8 0.099 0.006 0.1044 0.0055
2.0 0.128 0.006 0.1262 0.0055
2.2 0.143 0.013 0.1507 0.0054
2.4 0.202 0.014 0.1780 0.0059
2.6 0.213 0.014 0.2083 0.0074
2.8 0.250 0.016 0.2417 0.0101
3.0 0.252 0.015 0.2783 0.0139
3.2 0.338 0.024 0.3183 0.0187

11.7.2 DA as a function of redshift

To tabulate the mean DA as a function of redshift, we binned the data

shown in Figure 11.4 into redshift bins of width ∆z = 0.2. We estimated the mean

DA of each bin to be simply the mean value of the points in the bin. We estimated

the error to be the standard deviation of all the points (see §11.7.3, we compute the

standard deviation from the best power law fit to the data) divided by the square

root of the number of points in each bin. Using the standard deviation of all points

instead of the standard deviation of just the points in each bin gives nearly identical

results for bins with large numbers of points, but seems to be much better behaved

for bins with small numbers of points. Our results are in Table 11.2 and shown in

Figure 11.5.

DA as a function of z is well fit by a power law of the form A(1 + z)γ .

Minimizing χ2 to the points in Table 11.2 gives A = 0.0062 and γ = 2.75. The χ2

of the best fit is 8.69 and the reduced χ2 for 7 degrees of freedom (9 data points - 2

parameters) is 1.24.

The dashed lines in Figure 11.4 enclose the ±1σ confidence interval fits.
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Figure 11.5: DA as a function of redshift. Here we have binned the data points

shown in Figure 11.4 into bins of ∆z = 0.2. The solid line shows the minimum χ2

fit of the function A(1 + z)γ . We find A = 0.0062 and γ = 2.75 give χ2 = 8.69 for

seven degrees of freedom. The dashed lines show the ±1σ confidence interval on the

fit.
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They are produced by taking the envelope that contains all power law fits with

χ2 < χ2
min + 2.3. Thus the plotted error bounds are not power laws, but each point

on the error curves corresponds to a point on a power law that fits our data. The

last column in Table 11.2 gives the difference between the bounds divided by two.

We do not give errors for A or for γ. The A – γ χ2 manifold is complex,

and it is not well approximated by only two number (σ for A and γ). Attempts

to do so in the past (Steidel & Sargent, 1987; Press et al., 1993; Kim et al., 2001),

have led to all sorts of confusion in the literature – consider the efforts of Seljak

et al. (2003) and Meiksin & White (2004) to determine the allowed values of τeff at

various redshifts. We recommend use of the results given in Table 11.2.

Note that the small dip in DA that we observed at z > 2.2 in Fig. 22 of

T04b is not present in the new HIRES data. The combined HIRES + KAST data

seems to be well fit by a single power law, and no significant deviations from a power

law are present in our data.

11.7.3 Dispersion of DA in ∆z = 0.1 spectral segments

The new points from this work show less dispersion than the points in

T04b. This is consistent with the fact that we have removed LLS absorption before

calculating the mean flux in each point, while T04b calculated the mean flux in each

point with the LLS present, and then subtracted the LLS absorption statistically.

While both results will give the same mean value for the H I Lyα forest opacity, the

T04b method will include the substantial dispersion of the LLS absorption.

The standard deviation of the HIRES DA points (each covering ∆z = 0.1)

about the mean given by the power law fit is σDA
5.2+0.6

−0.4 % over redshifts 2.2 < z <

3.2. This σDA
value includes the intrinsic variance of the Lyα forest, the variance of

metal line absorption (we removed the mean, not the individual metal absorption),

and the variance of our continuum fitting errors. It should not include a significant

contribution from LLS absorption, since we masked the Lyα absorption associated

with LLS before measuring any DA values.
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We can subtract variances (squares of standard deviations) to estimate the

standard deviation of the absorption by Lyα from the low density IGM alone. As

in T04 §9, we work with mean values in segments of length ∆z = 0.1. We now

repeat the calculations given in T04, considering only the HIRES spectra. We take

the standard deviation of the metal absorption as 3.7 %, where we have scaled the

value 3.1 % in Table 4 of T04b by the mean metal absorption which is now DM =

2.76 %, up from 2.3 %. We also use the standard deviation of the continuum fitting

errors 1.2 % (§11.6). We find that the intrinsic variation of the mean amount of

absorption in the Lyα forest over ∆z = 0.1 segments is σ(∆z = 0.1) = 3.4+1.0
−1.2 %).

This value is a mean from the whole z range, centered near z = 2.7. At z = 2.7 the

mean total DA per segment, including metals but not Lyα lines of LLS, is 0.246,

and after subtracting the metals it drops to 0.2246.

The σ(∆z = 0.1) value from HIRES spectra agrees with the value that

we calculated in T04b (section 9.4) for Kast spectra: σ(∆z = 0.1) = 3.9+0.5
−0.7 % at

z = 1.9. The error is larger now, because we have fewer DA measurements giving

a larger error on the measurement of the standard deviation of the DA values.

We expect that σ(∆z = 0.1) will increase with increasing z because the power

spectrum of the flux in the Lyα forest increases with increasing redshift (Croft

et al., 2002b; McDonald et al., 2004). We do not see this, but this may be because

our measurement errors are large and not well determined. In T04b we did not

subtract the continuum fitting error because it appeared to be small, and was not

well determined. We found contradictory evidence that the continuum fit error

might be large, in which case the σ(∆z = 0.1) value should be less than the 3.9+0.5
−0.7

%.

We conclude that 24 QSOs is adequate to get the mean DA, but we would

prefer far more QSOs to obtain an accurate measurement of the variance in the DA.
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11.8 Discussion

Our DA results are in general agreement with the values of the literature

summary given in Meiksin & White (2004, Table B1). However, we find approx-

imately 0.03 less absorption at all redshifts. This is consistent with the fact that

we have attempted to measure only the absorption due to the Lyα forest, while

Meiksin & White (2004) gave values for all absorption in the Lyα forest region of a

spectrum.

At z = 2.2, our results are also consistent with Schaye et al. (2003), who

also attempted to measure only the absorption associated with the Lyα forest. They

only removed metals absorption they could identify directly in the absorption spec-

tra, so their removal completeness is unknown, and is probably a function of redshift.

However, we find a shallower redshift evolution and less absorption at z = 3.0.

The best fit value of DA = 0.278 at z = 3.0 is lower than we expected to

find when we started this work. In T04b and J05 we developed a concordance model

of the Lyα forest at z = 1.9 – this model is referred to as model “A” in T04b and

J05. Model A uses a uniform UVB with the shape and redshift evolution due to

Haardt & Madau (2001), and displayed graphically in Paschos & Norman (2005).

Model A, while giving the measured value of DA at z = 1.9, predicts DA = 0.34

at z = 3. The clear implication is that there are more ionizing photons at z = 3

than predicted by Haardt & Madau (2001). J05 showed that the naive expectation

that τeff scales like the H I ionization rate is valid at z = 2. Assuming that this

result holds at z = 3, and translating DA into τeff , we find an H I ionization rate

of Γ−12 = 1.3 ± 0.1 s−1, or 1.3 ± 0.1 times the value predicted by Haardt & Madau

(2001). It will be interesting to try to find the source of these extra photons.
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Appendix A

Flux Calibration Tools

A.1 Introduction

This appendix describes the algorithm used in chapters 4, 5, 6 and 11.

As is discussed in these chapters, the flux calibration plays an important role in

precise measurements. The Keck HIRES spectrograph is not designed to produce

flux calibrated data, and we should expect the change of the effective response due

to vignetting.

I developed two methods to flux calibrate HIRES data. The first method is

to make use of a simple well flux calibrated one dimensional spectrum taken by Lick

Kast spectrograph or Keck ESI. The second method is a simple flux calibration using

high resolution standard star spectrum. The following two sections will describe how

the algorithm works with examples.

A.2 Flux Calibration with KAST/ESI

A.2.1 How to use the code:

The program is installed on our machine called genesis. To run the pro-

gram, all we need to prepare is an input file which contains the basic information

on the quasar and the list of relevant FITS data. An example for a D/H quasar

272
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q1243+3047 is located in our cvs directory: cvs/fluxtools/q1243. Then, type:

>cd cvs/fluxtools/q1243

>../nsbin/fluxhires_with_kast inputfile_kast

It would create a new directory, called ”fluxed data kast”, and all of the

relevant postscript files and calibrated FITS and ascii files are stored in that di-

rectory. An example of an input file called ”inputfile kast” contains the following

information.

CC HIRES Fluxing using KAST data

reference=’kast’ ! Name of the Reference Spectrograph

CC Quasar’s Properties:

lylimit=3215.0 ! Ly Limit(abs) Wavelength (A)

lyemission=4330.0 ! Ly alpha Emission Wavelength (A)

CC Kast Data Properties:

db_lickvpix=107.1d0 ! Kast Data Pixel Size (km/s)

defaultvfwhm=285.0 ! Starting Default Kast FWHM (km/s)

CC Input Kast Spectrum

orglickfluxname=’./rawfits/q1243lickstis01f.fits’

orglickerrname=’./rawfits/q1243lickstis01e.fits’

CC Input : A List of HIRES Spectra

hiresfluxlist=’./rawfits/q1243hiresflux.list’

hireserrlist=’./rawfits/q1243hireserr.list’

CC Output : Velocity Corrected/Shifted Kast Spectrum
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lickfluxname=’./rawfits/q1243lickstis01rf.fits’

lickerrname=’./rawfits/q1243lickstis01re.fits’

cc Output : Flux Calibrated 1D Spectrum

fluxed_1d_ascii=’./q1243_kast01fluxed_v68.dat’

fluxed_1d_fitsf=’./q1243_kast01_v68f.fits’

fluxed_1d_fitse=’./q1243_kast01_v68e.fits’

Flux calibration with KAST or ESI uses the same code with different in-

putfile. The flux calibrated output data should have a unit of Angstrom (Å) in

wavelength and cgs (Fλ : 10−15erg/s/cm2/Å) in flux. The wavelengths are binned

in log linear scale.

A.2.2 Limitations of the code and cases when the code breaks

Case 1: FWHM and Pixel Sizes of the Reference Spectrum

Now, the code is optimized for KAST/ESI spectrum. If we wish to use data

from other spectrograph, we need to adjust the resolution (FWHM) and the pixel

size. The relevant subroutines are subroutine lick crosscorr and subroutine

lick vfwhm. Both of them searches a certain number of pixels to find the best

cross-correlation and the best FWHM. We need to optimize the number of pixels to

search.

Case 2: Log linear binning

The input reference spectrum has to be in a log linear binning. If it is in linear

binning, the code fails.

Case 3: MAKEE Output

We assume the HIRES data is reduced by MAKEE. If we use something else, we

may need to adjust the data array which is defined on the top of the code. The

code writes out and uses an include file called ’prototype.inc’ in which we define
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the size of the data array. For now, we assume the maximum number of pixels per

row is 2048 and the number of echelle orders is 50. Thus we have a number of data

array which has a dimension of (2048,50). We may need to change the size of the

dimension if we wish to apply larger CCD chip or outputs other than MAKEE.

A.2.3 Overview

In this section, we describe the algorithms used in the flux calibration code.

The main body of the code consists of seven subroutines which correspond to the

following seven steps. The basic ideas are described in chapter 4, and the relevant

section and subroutines are shown in the parenthesis below.

Step 1: Matching Wavelength (§4.7.1, subroutine lick crosscorr)

Step 2: Matching Resolution (§4.7.2, subroutine lick vfwhm)

Step 3: Calculating the Conversion Ratio (§4.7.3, subroutine get cr)

Step 4: Smoothing the Conversion Ratio (§4.7.4, subroutine smooth cr)

Step 5: Applying the Conversion Ratio (§4.7.5, subroutine xtest fluxhires)

Step 6: Calculating the Mean Spectrum (§4.8, subroutine xgetmeanflux)

Step 7: Combine Echelle Orders (§4.8, subroutine xtestmergeorders)

In the following sections, we stick with practical procedures. We introduce

an example and show their results.

A.2.4 Algorithms and Subroutines

Step 1: Matching Wavelength (§4.7.1, subroutine lick crosscorr)

The accuracy of wavelength calibration of the KAST or ESI data is not as high as

the HIRES data. They typically has an offset by a half pixel even after we apply

vacuum and heliocentric correction to the spectrum. Kast and ESI has a pixel size of

107.1 km/s and 11.5 km/s respectively while HIRES has 2.1 km/s. Thus a half pixel

offset of the KAST/ESI data corresponds to a large number of HIRES pixels, and

the wavelength mismatch causes errors in flux calibration. We have not yet identified
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the source of these wavelength errors. But it is necessary to correct wavelength error

using HIRES data. First we measure the wavelength shift using cross-correlation.

Using default FWHM, we generate degraded HIRES spectrum and obtain rebinned

spectrum, h(λi). We follow HIRES reduction software MAKEE’s binning scheme

whenever we need to introduce rebinning.

λj = λ0 · exp
(

∆v

c
· (j − 1)

)

, (A.1)

where ∆v is the binning size in velocity (km/s), c is the speed of light, λ0 is the zero

wavelength which we take 3000 Å and j is the pixel ID. This equation relates the

wavelength in velocity to the wavelength in Å. We take cross-correlation c(n) from

degraded and rebinned HIRES spectrum h(λi) and KAST/ESI spectrum f(λi):

c(n) =
1

Nsfsh

N
∑

i=1

f(λi)h(λi + n), (A.2)

where n is the number of shifted HIRES pixel, N is the total number of pixels in

an echelle order, λi is the pixel counting of the spectrum in an echelle order, and sh

and sg are defined as:

s2
h =

1

N

N
∑

i=1

h2(λi). (A.3)

In practice, we calculate above procedures, degradation and cross-correlation, in

Fourier space to make the code faster. The cross-correlation n vs. c(n) is shown

in Figure A.1. c(n) peaks at nmax where both HIRES and KAST/ESI data match

in wavelength. In Figure A.2, we plot nmax vs. wavelength and each data point

corresponds to an echelle order. We fit a smooth chebyshev polynomial curve to the

data points (Figure A.2), apply the fitted curve (wavelength shift) to KAST/ESI

data and generate a wavelength corrected KAST/ESI spectrum.

We run the code again to check if the wavelength is properly corrected.

In Figure A.3 and A.4, we plot the same properties as in Figure A.1 and A.2,

and we detect no obvious wavelength shift. Thus, we claim that the wavelength of

KAST/ESI data is well corrected.
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Step 2: Matching Resolution (§4.7.2, subroutine lick vfwhm)

The next step is to find the resolution of KAST/ESI data so that we can make

HIRES data similar to KAST/ESI data. We degrade HIRES data using different

resolution (FWHM), apply temporal conversion ration (CR), which we will discuss in

the next step, and calculate χ2 value between degraded HIRES data and KAST/ESI

data. We wish to find the FWHM which makes χ2 minimum. We degrade HIRES

spectrum H(λ) using 2σ truncated gaussian filter g(x, σ), and obtain the degraded

spectrum with a certain resolution FWHM, DH(λ, σ):

DH(λ, σ) =
∫ +2σ

−2σ
H(λ − x)g(x)dx

/∫ +2σ

−2σ
g(x, σ)dx, (A.4)

where g(x, σ) is a gaussian filter:

g(x, σ) =
1√
2πσ

e−
x2

2σ2 , (A.5)

and we recall the relationship between σ and FWHM is:

σ =
FWHM

2
√

2 ln 2
(A.6)

= 0.42466 · FWHM. (A.7)

Likewise, we can calculate degraded HIRES 1σ error δDH(λ, σ) from HIRES 1σ

error array δH(λ) as follows:

δDH(λ, σ) =

(

∫ +2σ

−2σ

g(x)

δH2(λ − x)
dx

/

∫ +2σ

−2σ
g(x, σ)dx

)−
1

2

(A.8)

Then we rebin degraded HIRES DH(λ, σ) (Figure A.7) into KAST/ESI pixels and

obtain degraded and rebinned HIRES spectrum h(λ, σ):

h(λ, σ) =
∫ λ+∆λ

2

λ−∆λ
2

DH(λ, σ)

δDH2(λ, σ)
dx

/

∫ λ+∆λ
2

λ−∆λ
2

1

δDH2(λ, σ)
dx, (A.9)

where ∆λ is the size of the rebinning pixel, and we can calculate 1σ error in the

following way:

δh(λ, σ) =

(

∫ λ+∆λ
2

λ−∆λ
2

1

δDH2(λ, σ)
dx

/

∫ λ+∆λ
2

λ−∆λ
2

dx.

)−
1

2

(A.10)
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Then we can calculate the reduced χ2 value for a resolution FWHM:

χ2(σ) =
1

N − 1

N
∑

i=1

(f(λi) − h(λi, σ))2

δf(λi)2
, (A.11)

where N is the total number of pixels in an echelle order, and δf(λi) is a 1σ error of

the KAST/ESI data. Here we assume the error from the HIRES data is negligible

(δh(λ) << δf(λ))when we degrade it. In Figure A.5, we plot FWHM vs. χ2. We

can find the χ2 minimum from the parabola and that x-value is the resolution we are

looking for. When S/N is low, the χ2 parabola is not in a good shape, and we find it

difficult to find FWHM. But we can extrapolate or interpolate from the neighboring

echelle orders. We show Echelle Order vs. FWHM in Figure A.6. In this figure,

the echelle order is numbered from blue to red wavelength. We hope the resolution

is uniform throughout the KAST spectrum, but in practice, the resolution could

be non-uniform. This is because we optimize the focus of KAST spectrograph at a

certain wavelength, and possibly the edges of the spectrum is slightly out of focus

which lowers the resolution. We can barely see the trend in Figure A.6, and the

resolution is highest in the middle, but since the change is not so significant, we

just take the average of FWHM points. Since the HIRES has its own resolution

FWHMHIRES ∼ 8km/s, the resolution of KAST, FWHMKAST , can be calculated

in a quadrature form using above measured FWHM:

FWHMKAST =
√

FWHM2 + FWHM2
HIRES. (A.12)

In our example, we estimate FWHM = 254.8km/s and FWHMKAST = 254.9

km/s with measurement error of ±19.8km/s.

Step 3: Calculating the Conversion Ratio (§4.7.3, subroutine get cr)

Now, we are ready to compare the KAST data with the degraded HIRES data. We

calculate what we call conversion ratio (CR) which transfers the flux information

from KAST/ESI to HIRES. We define CR as degraded hires spectrum divided by

KAST/ESI spectrum:

CR(λ) =
h(λ)

f(λ)
, (A.13)
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and the error can be calculated using Gauss’ error propagation law:

δCR(λ) =

√

√

√

√

1

h2(λ)
δh2(λ) +

(

h(λ)

f(λ)

)2

δf 2(λ) (A.14)

In Figure A.8 (left panel), we plot the raw CR in 2D which is similar to the original

CCD image and the wavelength goes from the bottom left to the top right. In the

right panel, we plot the same 2D CR image but normalized near the center using the

average of ± 15 % of pixels from the center of the echelle order. In normalized 2D

plot, we can see more detailed and complexed structures of CR. We wish to remove

spiky CR features which is not real and find underlying smooth CR function. The

spiky features appear at the wavelengths of high column density absorption lines

because both the denominator and the numerator of CR gets close to zero, and it

does not represent underlying CR. To remove spikes, we perform 2σ rejection using

3rd order chebyshev polynomial fit (Figure A.9). Thus, it is useful to have the CR

error, and we can see the S/N of CR is getting higher with wavelength and poor at

the edges of echelle orders and wavelengths where we have absorption lines in A.10.

In Figure A.11, we show the 2σ rejected CR in 2D. We mask 2σ rejected pixels.

Step 4: Smoothing the Conversion Ratio (§4.7.4, subroutine smooth cr)

Now, we wish to find a smooth function which represents CR. In chapter 4, we

used 1D fit to each echelle order, but we can take the advantage of neighboring

echelle orders since they are similar and help us to avoid erroneous CR fit. We use

Chebyshev polynomials to the 2D surface and find the best fit by minimizing χ2 via

singular value decomposition technique:

χ2 =
N
∑

j=1

M
∑

i=1

(CR(λj , i) − Chebyshev(λj , i))
2

δCR2(λj, i)
, (A.15)

where λj is the wavelength, i is the echelle order, N is the total number of pixels,

m is the order of echelle, M is the total number of echelle orders, CR(λj , i) is

a 2σ rejected CR, Chebyshev(λj, i) is a 5th order chebyshev polynomial fit, and

δCR(λj, i) is the 1σ CR error.
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Failed Example : On the course of code development, we tried to use

gaussian filter for smoothing. But it did not give us satisfactory result. We can

obtain smoothed CR, SCR(λ, i) :

SCR(λ, i) =
∫ +2σx

−2σx

∫ +2σy

−2σy

CR(λ − x, i − y)g(x)g(y)dxdy

/

∫ +2σx

−2σx

g(x)dx
∫ +2σy

−2σy

g(y)dy,

(A.16)

where g(x) and g(y) are gaussian filter as before, σx corresponds to a resolution in

1σ. We define σy as:

σy =
σx

∆λ
, (A.17)

where ∆λ is the pixel size. Gaussian filter has a disadvantage. It degrades CR

and destroys real CR features. We show gaussian smoothed CR in Figure A.13.

We could reproduce the similar CR features as smooth function fit. However, if we

compare it with Figure A.12, we notice that the CR features are degraded and the

height of CR, which is real, is reduced by several percent which is unacceptable.

Thus, we abandoned gaussian smoothing method.

Step 5: Applying the Conversion Ratio (§4.7.5, subroutine xtest fluxhires)

Now, we are ready to apply smoothed CR to the HIRES data. We have found 2D

smooth function, but we are missing smoothed CR at edges of the echelle orders. As

we can see in Figure A.12, every echelle order starts and ends in a different horizontal

pixel position, a few pixels are missed, but we do not want to lose these pixels.

Therefore, we extrapolate at the edges. In Figure A.14, we show the extrapolated

CR smooth function in 1D. Finally, we can obtain flux calibrated HIRES spectrum

FH(λ, i) (Figure A.15):

FH(λ) =
H(λ)

Chebyshev(λ)
, (A.18)

where H(λ) is HIRES data (MAKEE’s output), and Chebyshev(λ) is the smooth

function for CR. We apply the same formula to the error array δH(λ) so that we

can keep the same S/N, and we obtain the flux calibrated error array, δFH(λ). In

Figure A.16 and A.17, we show the spectra of the echelle order overlapping region.

Step 6: Calculating the Mean Spectrum (§4.8, subroutine xgetmeanflux)
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We have multiple exposures on the same object. We flux calibrate each exposure

individually, namely, we repeat Step 3-5 for each exposure, and find slightly dif-

ferent CRs, but we should have similar flux calibrated HIRES data FH(λ, k) where

k stands for kthe exposure frame out of n exposures. We wish to obtain the mean

spectrum, µ(λ). We take the weighted mean:

µ(λ) =
n
∑

k=1

FH(λ, k)

δFH2(λ, k)

/

n
∑

k=1

1

δFH2(λ, k)
, (A.19)

and the weighted error:

δµ(λ) =

(

1/
n
∑

k=1

1

δFH2(λ, k)

)−
1

2

. (A.20)

We do not divide δµ(λ) by
√

n to get the error on the mean because we found that

the error on the mean is too small to represent 1σ error of the data. We also tried

to use simple standard deviation from multiple exposures, but the error gets too

big and dominated by low S/N data. Therefore, we concluded that simple weighted

mean and error is a good representation of the data.

In Figure A.18, we show the mean flux calibrated spectrum and its 1σ

error. Using the mean flux calibrated spectrum µ(λ) and its weighted error δµ(λ),

we can calculate the chi2 value for an exposure k:

χ2(k) =
1

N − 1

N
∑

i=1

(FH(λi, k) − µ(λi))
2

δµ(λi)2
, (A.21)

where k stands for kth exposure, and i for an pixel in an echelle order N is the

total number of pixels in an order. In Figure A.19, we test χ2 distribution of the

7 exposures we used. This test is for MAKEE’s error array rather than our flux

calibration since we keep S/N and do not change the relative relationship between

flux and error array. If we understand the error correctly, the χ2 distribution should

follow:

fn(χ2) =
1

2
n
2 Γ
(

n
2

)

(

χ2
)n

2
−1

e−
χ2

2 , (A.22)
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where n is the degree of freedom and Γ is a Γ function. We plot both observed

χ2 distribution and the expected χ2 distribution in Figure A.19. In general, they

agree quite well, but in red wavelength, the observed χ2 value is a bit smaller than

expected, meaning our error is a bit bigger than expected. In an echelle order which

has our main Lyα absorber, the observed χ2 distribution is distorted. It implies

that the observed error is too small. Probably, the size of the error at the bottom

of absorption where we have zero flux is too small.

Step 7: Combine Echelle Orders (§4.8, subroutine xtestmergeorders)

The last step is to merge echelle orders and obtain 1D spectrum. We take weighted

mean and error when we have overlaps which happens at the edge of echelle or-

ders. In overlap region, we have 2 spectra at the same wavelength λi. Suppose we

have fblue(λi) and fred(λi) for flux and σblue(λi) and σred(λi) for error. The merged

spectrum f(λi) should be:

f(λi) = σ2(λi)

(

fblue(λi)

σ2
blue(λi)

+
fred(λi)

σ2
red(λi)

)

, (A.23)

where the weighted error σλi
is :

σ(λi) =

√

√

√

√

σ2
blue(λi) σ2

red(λi)

σ2
blue(λi) + σ2

red(λi)
. (A.24)

We introduce the following statistics to assess the goodness of the order merging.

First we introduce reduced χ2-like statistics:

χ2 =
1

N − 1

N
∑

i=1

(fblue(λi) − fred(λi))
2

σ2
blue(λi) + σ2

red(λi)
, (A.25)

where N is the total number of overlapping pixels. If everything goes well, we expect

to have the above reduced χ2 to be close to unity. In Figure A.20, we show 1D flux

calibrated mean spectrum with echelle orders in colors. In this particular example,

our reduced χ2 value is 1.31 which is not bad. However, this is not real χ2, and as

we have seen in the previous section, sometimes error array is not that accurate, we

introduce another simple and practical statistics:

∆ =

∣

∣

∣

∣

∣

1.0 − 1

N

N
∑

i=1

fblue(λi)

fred(λi)

∣

∣

∣

∣

∣

, (A.26)
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where N is the number of pixels whose S/N of both fblue(λi) and fred(λi) are greater

than 3 in the wavelength overlapping region. ∆ simply represents the average abso-

lute disagreement of the flux level in fraction. In our example, ∆ = 0.0067, meaning

0.67% averaged offset over 11722 pixels which we can claim that they are in a good

agreement.

Finally, we obtain 1D flux calibrated mean spectrum (Figure A.10). The

code creates 2 FITS files (flux and error) and an ascii file. The ascii file has 4

columns. The first column is wavelength, the second is flux, the third is error and

fourth column is Tom Barlow’s MAKEE’s ID, j, for the wavelength (Equation A.1).
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Figure A.1: Measuring KAST data wavelength shift using HIRES data. Each box

corresponds to an echelle order, and the wavelength increases from top left to the

bottom right. The x-axis is the number of shifted HIRES pixel n, and the y-axis

is the cross-correlation value c(n). The parabola should peak at nmax where both

spectra match in wavelength. In this example, we see +40 HIRES pixel offset at

the blue end of the KAST spectrum. (The name of output postscript file from the

flux calibration code is ’10 KAST shift vs crosscorr.ps’ and is shown hereafter in

the parentheses in figure captions)
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Figure A.2: Measured Kast data wavelength shift. Each point corresponds

to an echelle order. We plot the central wavelength of the echelle order vs.

measured shift in HIRES pixel n. We fit chebyshev polynomials to the data

points, and apply it to the KAST/ESI spectrum to correct the wavelength shift.

(12 KASTwavelengthshift fitted EchelleOrder vs v.ps)
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Figure A.3: Same as A.1 but the with wavelength corrected KAST data. The cross-

correlation parabola c(n) peaks at nmax=0, meaning KAST/ESI wavelength well

matches to the HIRES data. (13 KASTcheckshifted shift vs crosscorr.ps)
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Figure A.4: Same as Figure A.2 but with the wavelength corrected KAST data. The

wavelength shifts are properly corrected and the data points are fluctuating around

zero. (14 KASTcheckshifted EchelleOrder vs v.ps)
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Figure A.5: Measuring KAST data resolution. Each box corresponds to an echelle

order, and the wavelength increases from top left to the bottom right. The x-axis is

the FWHM in km/s, and the y-axis is the reduced χ2 value. The parabola should

have the minimum when the resolution matches to the KAST data. The parabola

in the blue echelle orders is not in a good shape because of the low S/N of the KAST

data. (20 KASTfwhmsearch fwhm vs chisq.ps)
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Figure A.6: Measured Kast resolution in km/s. Each point corresponds to an echelle

order. In this figure, we count the echelle order from the shortest wavelength.

We can barely see the trend that the resolution slightly changes with wavelength.

(21 KASTfwhmserch EchelleOrder vs fwhm.ps)
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Figure A.7: Degraded HIRES spectrum without rebinning: We use FFT and

convolve with gaussian with FWHMKAST=254.9 km/s. We use this gaussian

convolved spectrum for the cross-correlation calculation and resolution search.

(30 1dFFTconvolved F142.ps)
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Figure A.8: Left: 2D Raw Conversion Ratio. With this projection, we can simulate

the CCD image before we extract the data. The wavelength goes from the left

bottom to the top right just like original CCD image. The pixel size corresponds

to the KAST binning. (32a 2dCRraw F142.ps) Right: Same as left panel but

normalized near the center of each echelle order by taking the average of ± 15% of

the pixels from the center. We can clearly see the the rapid relative change in CR

in en echelle order. (32b 2dNCRraw F142.ps)
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Figure A.9: Raw Conversion Ratio (histgrams) with a 3rd order chebyshev poli-

nomial fit (smooth curve). A small box corresponds to an echelle order, and the

wavelength goes from top left to bottom right. Spiky features seen in the bluest

orders are from error array. CR changes with wavelength, however, the neighboring

echelle orders have similar CR in shape. (31 1dCRraw F142.ps)
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Figure A.10: S/N of the CR in 2D projection. The wavelength goes from the bottom

left to the top right. S/N is getting higher with wavelength, but poor at the edges

of each echelle orders and where we have absorption lines. (34 2dCR SNR F142.ps)

Figure A.11: Left: Same as Figure A.8 but we removed CR pixels

with 2σ off from the 3rd order chebyshev fit. We mask 2σ rejected pixels.

(35a 2dCRstdrejected F142.ps) Right: Same as left panel but normalized near

the center of each echelle order. (35b 2dNCRstdrejected F142.ps)
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Figure A.12: Left: Same as Figure A.8 but smooth function fitted CR. We chose

order Chebyshev polynomials. (37a 2dCRsmoothed F142.ps) Right: Same as left

panel but normalized near the center. (37b 2dNCRsmoothed F142.ps)

Figure A.13: Left: Same as Figure A.12 but smoothed by a gaussian filter.

(99a 2dCRsmoothedbygaussian F142.ps) Right: Same as left panel but normal-

ized near the center. Compared to Figure A.12, gaussian smoothing degrades CR

features and reduce the height of CR peaks by several percent which is unacceptable

for our calibration. (99b 2dNCRsmoothedbygaussian F142.ps)
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Figure A.14: 2D smooth fit conversion ratio. Smooth line in blue is smoothed fit

with extrapolation to the edges. (36 1dCRsmoothed F142.ps)
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Figure A.15: Flux calibrated HIRES data from the smooth Chebyshev polynomials

curve fitted CR. Each small box corresponds to each echelle order, and the wave-

length goes from the top left to the bottom right. We do not flux calibrate the

wavelengths below the Lyman limit because the flux goes to zero and we cannot

find CR. (50 1dFluxedHIRES F142.ps)
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Figure A.16: Echelle orders’ overlaps: We show the flux calibrated data with

zoomed up echelle order overlapping regions. The blue color represents data

from the bluer echelle order and red color represents data from redder order. If

we succeed to flux calibrate, the blue and red spectrum should overlap exactly.

(40 1dOrderJoint F142.ps)
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Figure A.17: Same as Figure A.16 but we are taking ratios of overlapping region.

The ratios should be close to one, and they get noisy when they have absorption

lines. In this particular exposure, we have good ratios in the middle of spectrum but

we have a systematic tilt towards red wavelength. (41 1dOrderJointRatio F142.ps)
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Figure A.18: Flux calibrated mean spectrum. We take the weighted sum of 7

exposures. Small box corresponds to an echelle order, and the wavelength goes

from the top left to the bottom left. We flux calibrate each exposure individually.

(70 Mean-HIRES by EchelleOrders.ps)
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Figure A.19: χ2 distribution of 7 exposures. When we take the weighted mean

from 7 exposures, we also calculate the weighed error. Using both weighted mean

and error, we can calculate individual pixels χ2 value and check if they behave as

we expected. x-axis is the χ2 and y-axis is the normalized frequency. The blue

curve is the expected χ2 distribution (The degree of freedom is 6). Each small box

corresponds to an echelle order. In general, the observed distribution and expected

distribution matches quite well. However, in red wavelength, the observed χ2 is a

bit smaller than expected. It implies the size of error is a bit bigger than expected.

In echelle order 30, the observed distribution is distorted. In this order, we have our

main Lyα absorber, and probably, the size of error at the bottom of absorber which

has zero flux is too small. (60 ChiSqStatistics.ps)
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Figure A.20: 1D Flux calibrated mean spectrum with echelle orders in colors. Even

echelle orders are colored in red, and odd orders are in blue. We can see the scale

of echelle orders how they merge. There is no obvious disagreement. (71 Fluxed-

HIRES 1d ordermergingcheck.ps)
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Figure A.21: 1D Flux calibrated mean spectrum. This is the final product. The

code produces FITS files (flux and 1σ error) and ascii file. (72 Fluxed-HIRES 1d.ps)
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A.3 Flux Calibration with ESI

We use the same code for the flux calibration from KAST and ESI data.

The input file is different. We need to modify default pixel size, resolution and ESI

file names. The code runs just like KAST fluxing:

>cd cvs/fluxtools/q1243

>../nsbin/fluxhires_with_kast inputfile_esi

It would create a new directory, called ”fluxed data esi”, and all of the new

files are stored in that directory. The ”inputfile esi” should look like as follows:

CC HIRES Fluxing using KAST data

reference=’esi’

CC Quasar’s Properties:

lylimit=3215.0 ! Ly Limit(abs) Wavelength (A)

lyemission=4330.0 ! Ly alpha Emission Wavelength (A)

CC Kast Data Properties:

db_lickvpix=14.7d0 ! Kast Data Pixel Size (km/s)

defaultvfwhm=58.0 ! Starting Default Kast FWHM (km/s)

CC Input ESI Spectrum

orglickfluxname=’./rawfits/q1243esif.fits’

orglickerrname=’./rawfits/q1243esie.fits’

CC Input : A List of HIRES Spectra

hiresfluxlist=’./rawfits/q1243hiresflux.list’

hireserrlist=’./rawfits/q1243hireserr.list’
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CC Output : Velocity Corrected/Shifted Kast Spectrum

lickfluxname=’./rawfits/q1243esirf.fits’

lickerrname=’./rawfits/q1243esire.fits’

cc Output : Flux Calibrated 1D Spectrum

fluxed_1d_ascii=’./q1243_esifluxed_v69.dat’

fluxed_1d_fitsf=’./q1243_esi_v69f.fits’

fluxed_1d_fitse=’./q1243_esi_v69e.fits’

In this section, we briefly summarize the result of flux calibration with ESI

data. We would not repeat discussing the algorithm, but we show the results which

are different from calibration with KAST.

Step 1 & 2 : Matching Wavelength and Resolution

Based on our experience in chapter 4, we know the wavelength shift and the reso-

lution of ESI is uniform. Therefore, we skip measuring these and simply apply the

values used in chapter 4 to ESI data. If we wish to repeat the measurement, we

need to modify the relevant subroutines (lick crosscorr,lick vfwhm) for ESI data.

Step 3 : Calculating the Conversion Ratio

Since the resolution of ESI is higher and the pixel size of ESI (11.5 - 14.7 km/s) is

smaller than KAST data (∼ 107.1 km/s), we can obtain CR in higher resolution.

However, the wavelength of ESI starts from 4000Åby design, and we cannot calibrate

spectrum below 4000Å. We show 2D raw CR in Figure A.22 and 1D raw CR in Figure

A.23. S/N of CR per pixel (Figure A.24) is not so different from what we have with

KAST data, but the number of pixels are far greater than that of KAST, so we

can expect we can find underlying smooth CR in better precision. We perform 2σ

rejection using 3rd order chebyshev polynomial fit before we do smooth function

fitting (Figure A.25).
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Step 4 & 5 : Smoothing and Apply the CR

We can find high resolution CR from ESI data. Once again, 2D chebyshev polyno-

mial fit (Figure A.26) works better than gaussian filter (Figure A.27).

Step 6 & 7 : Calculate the Mean and Combine Echelle Orders

Same as flux calibration with KAST.
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Figure A.22: Left: 2D Raw Conversion Ratio from ESI data. With this projection,

we can simulate the CCD image before we extract the data. The wavelength goes

from the left bottom to the top right just like original CCD image. ESI wavelength

starts from 4000 Å, and we do not have data below 4000 Å. The pixel size corre-

sponds to the ESI binning. (32a 2dCRraw F142.ps) Right: Same as left panel but

normalized near the center of each echelle order by taking the average of ± 15% of

the pixels from the center. We can clearly see the the rapid relative change in CR

in en echelle order. (32b 2dNCRraw F142.ps)
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Figure A.23: Raw Conversion Ratio (histograms) with a 3rd order chebyshev polyno-

mial fit (smooth curve). A small box corresponds to an echelle order, and the wave-

length goes from top left to bottom right. CR changes with wavelength, however,

the neighboring echelle orders have similar CR in shape. (31 1dCRraw F142.ps)



308

Figure A.24: S/N of the CR in 2D projection. The wavelength goes from the bottom

left to the top right. S/N is getting higher with wavelength, but poor at the edges

of each echelle orders and where we have absorption lines. (34 2dCR SNR F142.ps)

Figure A.25: Left: Same as Figure A.22 but we removed CR pixels

with 2σ off from the 3rd order chebyshev fit. We mask 2σ rejected pixels.

(35a 2dCRstdrejected F142.ps) Right: Same as left panel but normalized near

the center of each echelle order. (35b 2dNCRstdrejected F142.ps)
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Figure A.26: Left: Same as Figure A.22 but smooth function fitted CR. We chose

order Chebyshev polynomials. (37a 2dCRsmoothed F142.ps) Right: Same as left

panel but normalized near the center. (37b 2dNCRsmoothed F142.ps)

Figure A.27: Left: Same as Figure A.26 but smoothed by a gaussian filter.

(99a 2dCRsmoothedbygaussian F142.ps) Right: Same as left panel but normal-

ized near the center. Compared to Figure A.26, gaussian smoothing degrades CR

features and reduce the height of CR peaks by several percent which is unaccept-

able for our calibration. Also, false features propagate to the neighboring orders.

(99b 2dNCRsmoothedbygaussian F142.ps)
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Figure A.28: 2D smoothed fit conversion ratio. Smooth line in blue is smoothed fit

with extrapolation to the edges. (36 1dCRsmoothed F142.ps)

Figure A.29: Smooth Chebyshev fit applied HIRES data. Each small box corre-

sponds to each echelle order, and the wavelength goes from the top left to the

bottom right. We do not flux calibrate the wavelengths below the Lyman limit

because the flux goes to zero and we cannot find CR. (50 1dFluxedHIRES F142.ps)



311

Figure A.30: Echelle orders overlap in wavelength, and we show flux calibrated

data with zoomed up echelle order overlapping region. The blue color represents

data from the bluer echelle order and red color represents data from redder order.

If we succeed to flux calibrate, the blue and red spectrum should overlap in flux.

(40 1dOrderJoint F142.ps)



312

Figure A.31: Same as Figure A.30 but we are taking ratios of overlapping region.

The ratios should be close to one, and they get noisy when they have absorption

lines. In this particular example, ESI can do better job than KAST in Figure A.17

(41 1dOrderJointRatio F142.ps).

Figure A.32: Flux calibrated mean spectrum. ESI spectrum starts from 4000 Å. We

take the weighted sum of 7 exposures. Small box corresponds to an echelle order,

and the wavelength goes from the top left to the bottom left. We flux calibrate each

exposure individually. (70 Mean-HIRES by EchelleOrders.ps)
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Figure A.33: Same as Figure A.19. χ2 distribution of 7 exposures. In general, the

observed distribution and expected distribution matches quite well. However, the

observed χ2 is a bit smaller than expected. It implies the size of error is a bit bigger

than expected. In echelle order 30, the observed distribution is distorted. In this

order, we have our main Lyα absorber, and probably, the size of error at the bottom

of absorber which has zero flux is too small. (60 ChiSqStatistics.ps)
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Figure A.34: 1D Flux calibrated mean spectrum with echelle orders in colors. Even

echelle orders are colored in red, and odd orders are in blue. We can see the scale

of echelle orders how they merge. There is no obvious disagreement. (71 Fluxed-

HIRES 1d ordermergingcheck.ps)
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Figure A.35: 1D Flux calibrated mean spectrum. This is the final product. The

code produces FITS files (flux and 1σ error) and ascii file. (72 Fluxed-HIRES 1d.ps)
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A.4 Flux Calibration with HIRES Standard Star

We use simple flux calibration method here. It has been said that the

standard calibration method, which transfers flux information from the standard star

spectrum to the quasar spectrum, does not work on the HIRES data for the reasons

discussed in chapter 4. However, I found that the standard method sometimes works

well, although it does not always guarantee us any good results. We cannot predict

in which occasion it works. We must explore the combinations of exposures of the

standard star and quasars. One of the key elements of the successful flux calibration

is the high resolution standard star spectrum from which we find the response. We

use full resolution model standard star G191-B2B here to perform flux calibration.

To run the code for our example, we need to be in the directory cvs/fluxtools/q1243

and type:

>cd cvs/fluxtools/q1243

>../nsbin/fluxhires inputfile_hires

The input file looks like as follows:

CC HIRES Fluxing

qsoname= ’Q1243+3047’

starname= ’G191B2B’

CC Quasar’s Properties:

lylimit=3215.0 ! Ly Limit(abs) Wavelength (A)

lyemission=4330.0 ! Ly alpha Emission Wavelength (A)

CC Input : A List of HIRES Spectra

hiresfluxlist=’./rawfits/q1243hiresflux.list’

hireserrlist=’./rawfits/q1243hireserr.list’
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CC Input : Standard Star Data

starmodel= "/home/suzuki/DH/database/g191modelhires.dat"

hiresstarflux="./rawfits/Flux-137-L.fits"

hiresstarerr="./rawfits/Err-137-L.fits"

cc Output : Flux Calibrated 1D Spectrum

fluxed_1d_ascii=’./q1243_hiresfluxed_v70.dat’

fluxed_1d_fitsf=’./q1243_hires_v70f.fits’

fluxed_1d_fitse=’./q1243_hires_v70e.fits’

The calibration process is simple, and the order of process is different from

what we have for the calibration with KAST/ESI data. We go through the following

five steps:

Step 1: Calculating the Ratios between Exposures (subroutine a tilt directratio)

Step 2: Calculating the Mean Spectrum (subroutine xgetmeanflux)

Step 3: Calculating the Response (subroutine getresponse)

Step 4: Fitting and Applying the Response (subroutine a hiresfluxing)

Step 5: Combine Echelle Orders (subroutine xtestmergeorders)

The above steps Step 3 & 5 are the same as KAST/ESI flux calibration. In this

section, we describe the steps which are unique to the flux calibration with HIRES

standard star.

A.4.1 Algorithms and Subroutines

Step 1: Calculating the Ratios between Exposures (subroutine a tilt directratio)

First, we normalize the multiple exposures to the reference exposure and calculate

the mean spectrum before we perform the flux calibration. We can reduce the pro-

cedure to flux calibrate each exposure. We can justify this procedure because we
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found that the ratios between quasar exposures in an echelle order is a constant and

flat as is shown in Figure A.36. However, in a global scale, the ratio is changing at

the blue end (Figure A.37). This is probably because of the atmospheric extinction.

Although we apply atmospheric extinction correction, it could differ from the real

extinction we observe. Using these ratios, we can normalize the rest of exposures to

be like the reference frame.

Step 2: Calculating the Mean Spectrum (subroutine xgetmeanflux)

Same as the flux calibration with KAST/ESI. We take weighted mean of multiple

exposures. We show χ2 statistics of the seven exposures in Figure A.38. It is inter-

esting to note that the deviation from the χ2 distribution is different in blue and

red end. In blue end, we probably underestimate the size of errors while in red end,

we overestimate the error.

Step 3: Calculating the Response (subroutine getresponse)

We calculate the response function which transfers CCD counts into physical unit.

We use the model standard star G191-B2B from Bohlin et al. (2001), and we define

the response as :

Response =
CCDCounts

ModelSpectrum
. (A.27)

Step 4: Fitting and Applying the Response (subroutine a hiresfluxing)

We fit 10th order Chebyshev polynomial to the raw response. We show the raw

response and smooth curve fit in Figure A.39, and show the same response in 2D

image in Figures A.40 and A.41 where left panel shows the raw response and the

right panel shows the normalized response. Now we know what we have seen in

the calibration with KAST/ESI is real. There are rapid change in response. The

raw response shows that the response is similar to the neighboring orders, but keeps

changing, and the normalized response shows that the relative response changes

rapidly in an echelle order. Also, we can conclude the gaussian filter that we at-

tempted to use in Figures A.13 and A.27 deforms the response and not good enough
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Figure A.36: Ratio of two HIRES quasar exposures. We have not calibrated flux

yet. These are MAKEE’s direct output (Flux-141-L.fits and Flux-142-L.fits). An

exposure File-141 is divided by the reference File-142. Small box corresponds to an

echelle order, and the wavelength goes from the top left to the bottom right. The

ratios are flat within an echelle order. (10 HIRESratio F141.ps)

to calibrate HIRES data. Once we have fitted response, we can apply it to the

HIRES data, and we will have flux calibrated data.

Step 5: Combine Echelle Orders (subroutine xtestmergeorders)

The last step is to combine echelle orders and generate 1D flux calibrated spectrum.

Echelle orders join quite well, and we show the results in Figures A.44, A.45, and

A.46.
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Figure A.37: Echelle order vs. Ratio of two HIRES quasar exposures. Echelle order

is numbered from blue to red. The ratio drops at the blue end. This is probably

due to inaccurate extinction correction. The ratio is flat within an echcelle order,

but it changes gradually at the blue end. We use this calculated ratio to normalize

an exposure. (11 Order vs Ratio F141.ps)
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Figure A.38: Same as Figure A.19, A.33 but with without flux calibration. We

normalized 7 exposures, and took weighted mean and this is the χ2 distribution of 7

exposures. Interestingly, the deviation from the expected value implies that the we

may under estimate 1σ error in blue and overestimate in red. (60 ChiSqStatistics.ps)
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Figure A.39: Raw Response and 10th order Chebyshev polynomial fit. Small box

corresponds to an echelle order. The response is normalized near the center of each

echelle order for viewing purpose. (31 1dCRraw F142.ps)
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Figure A.40: Left: 2D raw response. The hole in the center is an ink spot.

Thin black line is a dead CCD column. The pixels are in 2.1 km/s HIRES pixel

size. (32a 2dCRraw F142.ps) Right: Same as left panel but normalized near the

center of each echelle order by taking the average of ± 15% of the pixels from the

center. We can clearly see the the rapid relative change in CR in en echelle order.

(32b 2dNCRraw F142.ps)
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Figure A.41: Left: Response with 10th order chebyshev polynomial fit. This is

not 2D fit but each echelle order is fitted by 10th order chebyshev polynomials.

(37a 2dCRsmoothed F142.ps) Right: Same as left panel but normalized near the

center of each echelle order by taking the average of ± 15% of the pixels from the

center. We can clearly see the the rapid relative change in response in en echelle

order. What we have seen in Figure A.12 was real and we can conclude gaussian

filter used in Figure A.13 is not good enough. (37b 2dNCRsmoothed F142.ps)
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Figure A.42: Echelle orders’ overlaps. The blue color represents data from the bluer

echelle order and red color represents data from redder order. If we succeed to flux

calibrate, the blue and red spectrum should overlap exactly. (40 1dOrderJoint.ps)
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Figure A.43: Same as Figure A.42 but we are taking ratios of overlapping regions.

The ratios should be close to one, and we have a good result on this example.

(41 1dOrderJointRatio.ps)
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Figure A.44: Flux calibrated mean spectrum using high resolution model standard

star. We took the weighted sum of 7 exposures. Small box corresponds to an echelle

order, and the wavelength goes from the top left to the bottom left. (70 Mean-

HIRES by EchelleOrders.ps)
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Figure A.45: 1D Flux calibrated mean spectrum with echelle orders in colors. Even

echelle orders are colored in red, and odd orders are in blue. We can check the scale

of echelle orders how they merge. (71 Fluxed-HIRES 1d ordermergingcheck.ps)
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Figure A.46: 1D Flux calibrated mean spectrum using high resolution model stan-

dard star spectrum. Bumps seen in the spectrum are real emission lines. (72 Fluxed-

HIRES 1d.ps)



Appendix B

High Resolution Standard Star

Spectrum

B.1 Abstract

We present high resolution (FWHM=8km/s, 0.05 Å) and flux calibrated

standard star spectra that are calibrated to better than 1% in absolute flux units.

We calibrate 4 hot stars which are featureless and relatively easy to calibrate, and

we can use them in a “flux ladder” to calibrate other objects. The calibrated flux

standards will be made widely available to the community. This work is not directly

related to stellar physics or our QSO absorption lines studies, but will serve any

field of astronomy which requires high accuracy in flux calibration.

B.2 Introduction

The combination of large aperture telescopes and high resolution spec-

trographs has dramatically improved nearly every facet of astronomy. In the last

decade, a number of 8-10m class telescopes have been constructed, each having a

moderate to high resolution spectrographs with resolutions in the range of FWHM=0.05–

0.1 Å (Table B.2).

330
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Table B.1. Telescopes & Spectrographs

Telescope Spectrograph Year R FWHM Wavelength
(km/s) Range (Å)

KeckI HIRES 1994 67,000 8 3200-10000
HST STIS 1997 110,000 6 1150-10300
VLT UVES 1999 110,000 6 3200-10500
Subaru HDS 1999 160,000 4 3200-10000
Gemini HROS 2002 150,000 4 4000-10000
Magellan MIKE 2002 65,000 8 3200-10000

Flux calibration is important for precise measurements when we cannot

see the unabsorbed continuum level, as with M stars or the Lyα forest in QSOs.

However, flux calibration of the spectra these instruments produce is quite difficulty.

The difficulty arises because the response function, particularly for echelles, can

change rapidly on the scale of a few Å, and currently available standard stars do

not have enough resolution to determine the response function on scales less than

approximately 10 Å.

In Table B.2, we list the most commonly used sources for flux standards,

and note in particular the lack of high resolution spectra (Hayes, 1970; Stone &

Baldwin, 1983; Massey et al., 1988; Oke, 1990; Jacoby et al., 1984) These sources are

unsuitable for work at high resolution, since they contain broad absorption features

which prevent the interpolation of the sampled spectra to higher resolution.

Bohlin et al. (2001) released HST STIS spectra which have FWHM=2Å in

resolution, but they still do not satisfy our needs. The size of these broad absorption

lines (e.g. Balmer lines) are sometimes comparable to the wavelength coverage of an

echelle order. An example of such a broad absorption feature from our HIRES data,

together with the best available spectrophotometric flux standard for the same star,

is shown in Figure B.1. The community needs spectrophotometric standard stars

which resolve these lines.
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Figure B.1: The HeII λ4685 Å absorption feature in the spectrum of BD+28 4211.

We show data from one order of the Keck HIRES spectrograph, and the best pub-

licly available standard data (Bohlin et al., 2001) for the same star. Both HIRES

and STIS spectra are in vacuum wavelength. We believe HIRES has more accurate

wavelengths and flux. We used a response we obtained from another observed stan-

dard star, G191B2B, and its model spectrum. If we were to use this STIS standard

spectra, we could introduce 5% errors in this region.
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Table B.2. Popular Flux Standards

Paper Year Stars Telescope FWHM Wavelength
(Å) Range (Å)

Oke 1964 12 Palomar(5m) 50 3390–10800
Hayes 1970 12 Lick Crossley(0.9m) 30–45 3200–10870
Oke & Schild 1970 1 Palomar(5m) 100–400 3300–10800
Oke 1974 38 Palomar(5m) 20–80 3200–10500
Oke & Gunn 1983 6 Palomar(5m) 40 3080–12000
Jacoby et al. 1984 161 Kitt Peak(0.9m) 4.5 3510–7427
Stone & Baldwin 1983 18 CTIO(1.5m) 40–80 3200–8370
Massey et al. 1988 25 Kitt Peak(2.1m) 7–14 3200–8100
Oke 1990 25 Palomar(5m) 7–13 3200–9200

B.3 Data

B.3.1 Stars

We flux calibrate the four hot starts in Table B.3. These four stars are

chosen for three reasons. First, they have smooth and nearly featureless spectra

which make our flux calibration easier. Second, they are often used as flux standards

and they all have the best optical calibrations of any stars, by Bohlin et al. (2001).

Third, we have multiple exposures of each of these stars, including 70 of G191-B2B.

We are aware that none of these stars is ideal, since they have all have lines in

the blue – UV region, and G191-B2B is a binary, but they are among the simplest

spectra that have been regularly used for spectrophotometry.

B.3.2 HIRES

We use high resolution echelle spectrograph (HIRES) on 10m Keck-I tele-

scope which has a resolution of 8 km/s. HIRES divides a spectrum into 30-40 echelle

orders, and originally it was not designed to be able to calibrate flux.
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Table B.3. Primary Hot Standard Stars

Name RA(J2000) DEC(J2000) V Sp. Type

G191B2B 05 05 30.6 +52 49 54 11.78 DAO
Feige 34 10 39 36.7 +43 06 10 11.18 DO
BD28 4211 21 51 11.1 +28 51 52 10.51 Op
Feige 110 23 19 58.4 –05 09 56 11.82 DOp

B.4 Flux Calibration Method

We use the method described in §A.4. Before we flux calibrate the spec-

trum, we need to extract the spectrum from the 2D CCD image. We will use the

normal software to extract the 1D spectrum from the HIRES CCD output. This

software called MAKEE was written by Tom Barlow and has been used for many

years with success. This software does a good job of removing cosmic ray hits and

the usual flat field division. We have examined the ability of this software to ex-

tract a constant proportion of the flux at all wavelengths in a spectrum. We have

some evidence that this is not perfect and may need improving. MAKEE also ap-

plies the mean extinction correction for Mauna Kea. Most temporal variations from

this mean are smooth functions of wavelength and readily corrected later. Unfortu-

nately the variations in the Ozone is strong at < 3400 Å(Schachter, 1991), and it

will be hard to completely remove from the observed spectrum since we lack relevant

calibrations. MAKEE subtracts the sky spectrum, and we will check the relevant

wavelengths. We will convert the spectra to the heliocentric rest frame. At this

point the remaining flux calibration errors change slowly across each order.

Once extraction is done, we generate response spectra using a model scpec-

trum G191B2B. We apply these responses to the other star spectra. As we have

discussed in §A.4, it does not always succeed, but sometimes it does. As of today, we

do not have a good prediction in what condition the flux calibration succeeds. But,
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based on our experience, if the echelle order merges well, the global flux calibration

is very likely to succeed. Therefore, the statistics which we introduced in §A.4 such

as χ2 and ∆ are good indicators of the quality of flux calibration. We look for the

best combination of the response and the observed star spectrum which produces

well flux calibrated spectrum. We choose the flux calibrated data which gives the

smallest χ2 and ∆ . Then we normalize the rest of the same star spectra to be like

the best calibrated spectrum and sum them up.

B.5 Results

In Table B.4, we show the observation log of the first four flux calibrated

high resolution spectra. We need to have a pair of standard stars to calibrate flux.

Once we have a set of flux calibrated standard star spectra, we can apply them as

a “flux calibration ladder”, and we can iterate until they converge within the size

of errors. The first iteration of the flux calibration is shown in Figure B.2 - B.5.

Echelle orders overlap well, and they are reasonably well flux calibrated. The best

∆ value is less than 1% . We can iterate the process and find the smallest ∆ or χ2

and normalize the rest of the exposures. We expect that we can achieve high S/N

shown in Table B.5.

The high resolution flux calibrated spectrum is more reliable than STIS

data in wavelength accuracy and relative flux values, although the absolute flux

value relies on the STIS data itself since we use the STIS spectrum for absolute

normalization. However, we believe our HIRES standard star spectrum is more

reliable than the STIS spectrum. In Figure B.6, we show the comparison of the

HIRES flux calibrated data with STIS spectrum on the same standard star BD28

4211. The STIS spectrum has an abrupt change in flux which is very unnatural

while the HIRES has a smooth spectrum. We also found that the tiny spikes seen in

the BD28 4211 are real OV and NV emission lines (Figure B.7). They are probably

from the hot gas surrounds the white dwarf.
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Table B.4. First FLux Calibrated Standard Stars

Name Date File Exp Response Date File Exp χ2 ∆
ID (sec) Star ID (sec)

G191B2B 1999 Mar 9 230 300 Feige 34 1999 Mar 9 240 300 0.9759 0.0040
Feige 34 1999 Mar 9 240 300 G191B2Ba 1999 Mar 9 230 300 1.3242 0.0037
BD28 4211 1998 Oct 27 204 300 G191B2Ba 1998 Oct 27 216 300 3.5519 0.0096
Feige 110 1998 Dec 14 273 300 Feige 34 1998 Dec 13 151 200 0.9908 0.0012

aResponse is generated from G191B2B model spectrum (Bohlin, 2000)

Note. — The flux calibration ladder stars from these four standard stars. First, we use G191B2B
model spectrum, we flux calibrate Feige 34 & BD28 4211. Then can flux calibrate G191B2B and Feige
110 using Feige 34.
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Table B.5. Expected Results

Name S/N S/N Exposure Achievable
(3200 Å) (5000 Å) S/N at 3200

G191B2B N/A N/A 14,970s(4.2hrs) 700
Feige 34 30 100 7,650s(2.1hrs) 500
BD28 4211 100 150 9,410s(2.6hrs) 500
Feige 110 N/A N/A 1,800s(0.5hr) 250

B.6 Future Prospective

If we can iterate the flux calibration process and make a composite spec-

trum, we can obtain very high S/N spectrum. The templates of the ozone features

seen below 3400 Å and atmospheric absorption lines (A & B band) would be useful

for those who perform precise measurements. The high precision measurements de-

mand accurate calibration. The accurate calibration starts from the standard star.

This work will become the basis of all of the high resolution spectroscopy studies.
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Figure B.2: Flux calibrated high resolution G191B2B HIRES spectrum. A color

represents the size of an echelle order.
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Figure B.3: Flux calibrated high resolution Feige 34 HIRES spectrum. A color

represents the size of an echelle order.
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Figure B.4: Flux calibrated high resolution BD28 4211 HIRES spectrum. A color

represents the size of an echelle order.
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Figure B.5: Flux calibrated high resolution Feige 110 HIRES spectrum. A color

represents the size of an echelle order.
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Figure B.6: Flux calibrated high resolution BD28 4211 HIRES spectrum (red) and

STIS spectrum (blue). The STIS data has an abrupt change in flux around 4700 Å

which is very unnatural. The tiny spikes seen around 4940 Å are real emission lines.
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Figure B.7: Flux calibrated high resolution BD28 4211 HIRES spectrum (red) and

STIS spectrum (blue). The spikes seen around 4940 Å are real emission lines:

OV(4930Å) and NV(4945Å) lines. The HIRES spectrum shows their emission pro-

files. Probably, the white dwarf BD28 4211 is surrounded by a very hot gas and

these emission lines are originated from this hot gas.
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Vangioni-Flam, E., Olive, K. A., & Prantzos, N. 1994, ApJ, 427, 618



359

Vidal-Madjar, A., Lemoine, M., Ferlet, R., Hebrard, G., Koester, D., Audouze, J.,

Casse, M., Vangioni-Flam, E., & Webb, J. 1998, A&A, 338, 694

Vogt, S. S. 1987, PASP, 99, 1214

Vogt, S. S., Allen, S. L., Bigelow, B. C., Bresee, L., Brown, B., Cantrall, T., Conrad,

A., Couture, M., Delaney, C., Epps, H. W., Hilyard, D., Hilyard, D. F., Horn,

E., Jern, N., Kanto, D., Keane, M. J., Kibrick, R. I., Lewis, J. W., Osborne, J.,

Pardeilhan, G. H., Pfister, T., Ricketts, T., Robinson, L. B., Stover, R. J., Tucker,

D., Ward, J., & Wei, M. Z. 1994a, in Proc. SPIE Instrumentation in Astronomy

VIII, David L. Crawford; Eric R. Craine; Eds., Volume 2198, p. 362, Vol. 2198,

362

Vogt, S. S., Allen, S. L., Bigelow, B. C., Bresee, L., Brown, B., Cantrall, T., Conrad,

A., & Couture, M. et al. 1994b, in Proc. SPIE Instrumentation in Astronomy VIII,

David L. Crawford; Eric R. Craine; Eds., Volume 2198, p. 362, Vol. 2198, 362

Wagoner, R. V. 1973, ApJ, 179, 343

Wagoner, R. V., Fowler, W. A., & Hoyle, F. 1967, ApJ, 148, 3

Webb, J. K. 1987, Ph.D. thesis, University of Cambridge

White, R. L., Becker, R. H., Fan, X., & Strauss, M. A. 2003, astroph/0303476

Whitmire, S. E. & Scherrer, R. J. 2000, Physical Review D, 61, 083508

Whitney, C. A. 1983, A&AS, 51, 443

Willmarth, D. & Barnes, J. 1994, http://iraf.noao.edu/docs/spectra.html

Wills, B. J., Thompson, K. L., Han, M., Netzer, H., Wills, D., Baldwin, J. A.,

Ferland, G. J., Browne, I. W. A., & Brotherton, M. S. 1995, ApJ, 447, 139

Wolfe, A. M. & Prochaska, J. X. 2000, ApJ, 545, 591



360

Yip, C. W., Connolly, A. J., Vanden Berk, D. E., Ma, Z., Frieman, J. A., SubbaRao,

M., Szalay, A. S., Richards, G. T., Hall, P. B., Schneider, D. P., Hopkins, A. M.,

Trump, J., & Brinkmann, J. 2004, AJ, 128, 2603

York, D. G., Adelman, J., Anderson, J. E., Anderson, S. F., Annis, J., Bahcall,

N. A., Bakken, J. A., Barkhouser, R., Bastian, S., Berman, E., Boroski, W. N.,

Bracker, S., Briegel, C., Briggs, J. W., Brinkmann, J., Brunner, R., Burles, S.,

Carey, L., Carr, M. A., Castander, F. J., Chen, B., Colestock, P. L., Connolly,

A. J., Crocker, J. H., Csabai, I., Czarapata, P. C., Davis, J. E., Doi, M., Dombeck,

T., Eisenstein, D., Ellman, N., Elms, B. R., Evans, M. L., Fan, X., Federwitz,

G. R., Fiscelli, L., Friedman, S., Frieman, J. A., Fukugita, M., Gillespie, B.,

Gunn, J. E., Gurbani, V. K., de Haas, E., Haldeman, M., Harris, F. H., Hayes,

J., Heckman, T. M., Hennessy, G. S., Hindsley, R. B., Holm, S., Holmgren, D. J.,

Huang, C., Hull, C., Husby, D., Ichikawa, S., Ichikawa, T., Ivezić, Ž., Kent, S.,
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