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ABSTRACT OF THE DISSERTATION

From Liquid Crystals to Viruses: Exploring Kinetics and Self-Assembly Dynamics

by

Mohammadamin Safdari

Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, December 2024

Dr. Roya Zandi, Chairperson

This thesis explores three projects, offering valuable insights into the dynamic

processes governing soft matter systems. The first project focuses on Tactoids, spindle-

shaped droplets of a uniaxial nematic phase suspended in the coexisting isotropic phase.

They are found in dispersions of a wide variety of elongated colloidal particles, including

actin, fd virus, etc. Recent experiments on tactoids of chitin nanocrystals in water show that

electric fields can very strongly elongate tactoids even though the dielectric properties of

the coexisting isotropic and nematic phases only slightly differ. However, this observation

contradicts the predictions of equilibrium theory as well as findings from Monte Carlo

simulations that do not show this kind of extreme elongation to take place at all. We

develop an equilibrium model, where the degree of bipolarness of the director field is free

to adjust to optimize the sum of the elastic, surface, and Coulomb energies of the system.

By means of a combination of a scaling analysis and a numerical study, we investigate the

elongation and director field’s behavior of the tactoids as a function of their size, the strength

of the electric field, the surface tension, anchoring strength, the elastic constants, and the
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electric susceptibility anisotropy. We find that tactoids cannot elongate significantly due to

an external electric field, unless the director field is bipolar or quasibipolar and somehow

frozen in the field-free configuration.

For the second project, we develop a kinetic theory and put forward a relaxational

model based on the Oseen-Frank free energy of elastic deformation of a director field cou-

pled to an anisotropic surface free energy. In our model, we use two reaction coordinates

to describe the director field and the extent of elongation of the droplets and evaluate the

evolution of both as a function of time following the switching on of an electric field. De-

pending on the relative magnitude of the fundamental relaxation rates associated with the

two reaction coordinates, we find that the aspect ratio of the drops may develop a large and

very long-lived overshoot before eventually relaxing to the much smaller equilibrium value.

In that case, the response of the curvature of the director field lags behind, explaining the

experimental observations. Our theory describes the experimental data reasonably well.

The third project focuses on the kinetic theory of virus capsid assembly based

on Model A kinetics and studies the dynamics of the interconversion of virus capsids of

different sizes triggered by a quench, that is, by sudden changes in the solution conditions.

The work is inspired by in vitro experiments on functionalized coat proteins of the plant

virus cowpea chlorotic mottle virus, which undergo a reversible transition between two dif-

ferent shell sizes (T = 1 and T = 3) upon changing the acidity and salinity of the solution.

We find that the relaxation dynamics are governed by two-time scales that, in almost all

cases, can be identified as two distinct processes. Initially, the monomers and one of the

two types of capsids respond to the quench. Subsequently, the monomer concentration re-
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mains essentially constant, and the conversion between the two capsid species completes.

In the intermediate stages, a long-lived metastable steady state may present itself, where

the thermodynamically less stable species predominate. We conclude that a Model A based

relaxational model can reasonably describe the early and intermediate stages of the conver-

sion experiments. However, it fails to provide a good representation of the time evolution

of the state of assembly of the coat proteins in the very late stages of equilibration when

one of the two species disappears from the solution. It appears that explicitly incorporating

the nucleation barriers to assembly and disassembly is crucial for an accurate description

of the experimental findings, at least under conditions where these barriers are sufficiently

large.
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Chapter 1

Effect of electric fields on the

director field and shape of nematic

tactoids

These results were published in [1]. I contributed to this work by performing the

formal analysis, investigation, theoretical modeling, and visualizations.

1.1 Introduction

If an isotropic phase of rod-like colloidal particles undergoes a phase transition

leading to a coexisting, uniaxially ordered nematic phase, then this typically happens via

an intermediate stage characterized by an isotropic background phase in which are dispersed

spindle-shaped droplets called tactoids, see Fig. 1.1. These tactoids eventually sediment and

coalesce to form a macroscopic nematic phase, although this may take a very long time [2, 3,
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4, 5, 6, 7]. First discovered in 1925 by Zocher in vanadium pentoxide sols [8], who also coined

the term tactoids (“Taktoide” in German), they have since been observed in a plethora

of molecular, polymeric and colloidal lyotropic liquid crystals. These include dispersions

of tobacco mosaic virus particles [9], iron oxyhydroxide nanorods [10], polypeptides [11],

carbon nanotubes [6, 12, 13], fd virus particles [14, 15], F-actin fibers [16], actin filaments

[17, 18], chromonic liquid crystals [19], amyloid fibers [20] and cellulose nanocrystals [21,

22, 23, 24].

The peculiar, pointy and elongated shape of the tactoids, which reflects the un-

derlying symmetry of the nematic phase, was initially explained in terms of the surface

anchoring of the director field, presumed to be uniform [25]. The fact that the degree of

elongation depends on the volume of the droplets, and that polarization microscopic images

show their director field to be bipolar rather than uniform, at least if they are sufficiently

large [6], reveals that this explanation is incomplete. In a bipolar configuration the direc-

tor field conforms to a bi-spherical coordinate system, illustrated in Fig. 1.1 and in more

detail in Fig. 1.2. If the focal points of the coordinate system reside on the poles of the

droplets, representing proper surface defects known as boojums [26], the director field is

then properly bipolar.

Theoretical studies of van Kaznacheev et al. [27, 28] and Prinsen et al. [29, 30, 31]

have revealed that the boojums are by and large virtual, situated outside of the droplet in an

extrapolated director field, and that the director field is almost always incompletely bipolar

and hence only quasi bipolar [5, 27, 29, 32, 33, 34]. The smaller the droplet, the further

the virtual boojums move away from the poles of the droplets and the more strongly the
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Figure 1.1: (a) Polarized optical micrograph illustrating a number of nematic tactoids of
different size and extinction pattern associated with the director-field conformation, in a
solution of carbon nanotubes in chlorosulfonic acid at 1000 ppm. Arrows show the orienta-
tion of crossed polarizers. Schematics of (b) a bipolar tactoid with boojum surface defects
at the poles, (c) a homogenous tactoid, and (d) an intermediate tactoid described by virtual
boojums outside of the droplet. The parameters R and r represent the major and minor
axes of the tactoid, respectively. Adopted from Ref. [6].

director field resembles that of a spatially uniform director field that represents its ground

state. The full crossover from uniform to bipolar director fields has only recently been

observed experimentally for tactoids in dispersions of carbon nanotubes in chlorosulfonic

acid, both in bulk and sessile, that is, on planar surfaces [6, 13], see Fig. 1.1.

What has emerged, is a picture in which there are two length scales that predict the

structure and shape of tactoids of a certain size. Following de Gennes, these length scales

may perhaps be called extrapolation lengths, and are defined as ratios of elastic constants

and surface energies [35]. These surface energies are the bare surface tension between the
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isotropic and nematic phases, and the surface anchoring energy penalising a deviation from

the preferred planar anchoring of the director field of elongated colloidal particles along the

interface [36]. Droplets that are smaller than the smallest of these two length scales, that

is, the length scale associated with the surface anchoring, tend to have a uniform director

field and elongated shape. If a droplet is larger than the larger extrapolation length, which

is associated with the bare surface tension, then it tends to be bipolar and nearly spherical.

Droplets of a size in between these two length scales remain elongated but have director

field in between uniform and bipolar, see Fig. 1.1.

The situation becomes more complex if yet another length scale enters the stage.

For instance, if the nematic is not uniaxial but chiral, that is, cholesteric, then the cholesteric

pitch interferes with these two length scales. This gives rise to an additional regime sepa-

rating uniaxial from twisted nematic (cholesteric) configurations [31, 37, 38, 39]. The same

is true if an external electric or magnetic field is applied to nematic rather than cholesteric

tactoids. The impact of a magnetic field on tactoids of vanadium pentoxide fibers dispersed

in water was investigated experimentally and theoretically by Kaznacheev et al., who found

that an externally applied magnetic field stretches tactoids, at least if they are sufficiently

large [27]. This, indeed, points at the existence of another pertinent length scale.

The existence of such a length scale was recently confirmed by Metselaar et al., who

studied the impact of a high-frequency electric AC field on tactoids of chitin fibers dispersed

in water [40]. These authors find very large elongations of tactoids in the presence of an

electric field, with aspect ratios increasing from about two in zero field to about twenty for

droplets larger than some critical size. Their numerical simulations, based on the lattice
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Boltzmann method, mimic this observation, showing that in order to obtain a very large

length-to-breath or aspect ratio for the droplets, a large anchoring strength is required.

Interestingly, large anchoring strengths are also known to lead to quite elongated tactoids

in zero field, but the effect is apparently somehow dramatically enhanced by an electric field

that arguably align the fibers and hence also the director field along the field direction.

If the planar anchoring of the director field to the interface between the coexisting

isotropic and nematic phases were absolutely rigid and strictly bipolar, then the theory

of Kaznacheev and collaborators [27] would predict an in principle unbounded growth of

the length of the tactoids with increasing electric or magnetic field strength. 1 Actually,

the chitin tactoids are not actually strictly bipolar but quasi bipolar, in which case the

anchoring would be imperfect.

Interestingly, in the lattice Boltzmann simulations of Metselaar et al., the direc-

tor field seems to respond to the external alignment field not by keeping the bi-spherical

geometry and simply stretching it, as is presumed in the calculations of Kaznacheev and

co-workers. Instead, the director field seems to become uniform in the center of the droplet

to bend sharply close to the interface in order to accommodate planar anchoring [41]. This

is highly surprising, because such a change in the geometry of the director field would re-

quire very large local deformation of the director field and associated with that would be

a large elastic free energy of deformation. We should perhaps not exclude the possibility

that the limited spatial resolution of the simulations produces such a strong director field

deformation [41].
1Tactoids can also be stretched by the effect of an elongational flow field, as was recently shown by H.

Almohammadi, M. Bagnani and R. Mezzenga, Flow-induced order–order transitions in amyloid fibril liquid
crystalline tactoids, Nat. Comm. 11 (2020), 5416.
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1.2 Free Energy

We consider a nematic droplet suspended in an isotropic fluid medium. The free

energy F describing the droplet in an external electrical field consists of a sum of three

terms,

F = FE + FS + FC, (1.1)

representing the Frank elastic free energy associated with a potentially deformed director

field FE, an interfacial free energy FS, and a Coulomb energy FC.

Focusing on twist-free bipolar director fields, the Frank elastic free energy of the

droplet reads [42],

FE =
∫ [1

2K11(∇⃗ · n⃗)2 + 1
2K33

(
n⃗ × (∇⃗ × n⃗)

)2

−1
2K24∇⃗ ·

(
n⃗∇⃗ · n⃗ + n⃗ × (∇⃗ × n⃗)

)]
dV,

(1.2)

where the integration is over the entire volume V of the droplet, n⃗ represents the position-

dependent director field, and K11, K33 and K24 are the elastic moduli of the splay, bend

and saddle-splay deformations, respectively [35]. Here, we do not allow for twisted director

fields that may arise if the bend elastic constant is sufficiently small [38]. Note that these

parity-broken structures are anyway suppressed if the tactoids are elongated [31].

Within a Rapini-Papoular approximation [43], the interfacial free energy can be

written as

FS = σ

∫ [
(1 + ω (q⃗ · n⃗)2

]
dA, (1.3)
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where σ is the interfacial tension between the nematic phase of the droplet and isotropic

medium, ω is a dimensionless anchoring strength and the integration is over the interfacial

area A of the droplet. We presume that ω > 0, implying that the anchoring penalises a

director field n⃗ that is not parallel to the interface, that is, at right angles to the surface

normal q⃗. Rod-like particles prefer a planar anchoring of the nematic at the interface with

the coexisting isotropic phase for entropy reasons [3, 36, 44]. In principle, both the surface

tension and anchoring strength could depend on the curvature of the interface, but even for

very small droplets the effect seems to be very small [34].

Finally, the Coulomb energy of a nematic droplet in an electric field E⃗ can be

written as [35, 45],

FC = − 1
8π

ϵa

∫ (
n⃗ · E⃗

)2
dV, (1.4)

where ϵa = ϵ∥ −ϵ⊥ ≥ 0 is the dielectric susceptibility anisotropy of the dispersion of rod-like

particles, which can be described as a second-rank tensor with components ϵ∥ and ϵ⊥ parallel

and perpendicular to the droplet axis [46]. Note that we ignore a potential permanent dipole

moment on the particles and that we have not explicitly written a constant term that is

not a function of the director field. It is important to note that both ϵ∥ and ϵ⊥ are not

all that different from the dielectric constant of the isotropic phase, because the dielectric

response of the suspension is dominated by that of the solvent [40]. This means that any

elongation of the droplets caused by an electric field is not due to a difference between

the dielectric properties of the isotropic and nematic phases, as would be the case for a

thermotropic nematic tactoid suspended in a polymeric fluid [47], but due to the anisotropy

of the dielectric response of the nematic phase itself.
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Having collected all contributions to the free energy, we need to address an issue of

some contention, which is whether or not the susceptibility anisotropy, the surface energies

and the elastic constants depend on the strength of the electric field. In principle, they

do. The reason is that these quantities depend on the level of alignment of the particles

in the coexisting isotropic and nematic phases [36, 48, 49, 50]. We also note that strictly

speaking the isotropic phase becomes paranematic in the presence of an alignment field.

In fact, the isotropic-to-nematic phase transition ends in a critical point, at which both

the interfacial tension and anchoring should vanish [7, 51, 52, 53]. To keep our analysis

as simple as possible, and within the philosophy of linear response theory, we shall ignore

any impact of the electric field on the elastic constants and surface energies, and presume

the external field in some sense to be sufficiently weak not to affect these quantities, yet

sufficiently strong to deform the tactoids.

To find the equilibrium shape and director-field configuration of tactoids, we would

need to solve the appropriate Euler-Lagrange equations that result from a minimization of

the free energy, given in Eq. 1.1. The minimization is with respect to the director field

n⃗ (r⃗), which depends on the spatial coordinate r⃗ as well as on the droplet shape. This has

to be done subject to the conditions of a constant droplet volume and a constant unit length

of the director, |n⃗| ≡ 1 [42], which produces a quite complex mathematical problem, also

numerically, in view of the free boundary [29, 38].

Hence, we follow the earlier work of Kaznacheev et al. [27, 28] and Prinsen et al.

[29, 30, 31], and restrict the geometry of both the director field and droplet shape. For the

shapes of the droplets we use circle sections rotated about their chord, producing potentially
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Figure 1.2: Cross section (solid) and director field (dashed) of a tactoid presumed in our
calculations. The droplet is cylindrically symmetric about its main axis. 2R denotes the
length of a tactoid and 2r its width. 2R̃ is the distance between the virtual boojums, which
are the focal points of the (extrapolated) director field. For R = R̃, the virtual boojums
become actual boojums, i.e., surface point defects. Also indicated is α, the opening angle
of the spindle-shaped droplet, see also the main text.

elongated droplets with sharp ends that are very similar to the tactoid shapes found in a

wide variety of experiments, including those of Metselaar et al. [40]. We are aware that the

equilibrium shape of the poles is a cusp if 0 ≤ ω < 1 and the director field (nearly) uniform,

which in that case has a more rounded form. However, as we showed in [29], the free energy

difference between the exact Wulff shape, the spindle shape and ellipsoids of revolution is

minute for ω < 1, so we deem the approximation not to be a grave one.

For the director field we employ a bispherical coordinate system first used by

Williams to describe spherical bipolar droplets [38], and more recently by Prinsen et al.

[29, 30, 31], Jamali et al. [6, 13] and Kaznacheev et al. [27, 28] for elongated bipolar

droplets. We do not fix the position of the foci of the bispherical director field to the poles

of the tactoid to allow for a smooth interpolation between a uniform and bipolar director

field, although we do prescribe them to reside on the main axis of revolution of the tactoid.

See also Fig. 1.2.
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Within this prescription, the shape and director-field configuration of a tactoid is

completely described by two parameters, at least if the volume of the droplet is known.

These two parameters are the opening angle α and the ratio y ≡ R̃/R of the distance

between the virtual boojums, 2R̃, and length of the droplet, 2R. The former quantity

describes the aspect ratio x ≡ R/r = cot(α/2) of the droplet, with r the half width of

the droplet, and the latter the degree of “bipolarness” of the director field. For a spherical

droplet, we have x = 1 and α = π/2, whilst for a strongly elongated one x ≫ 1 and α ≪ 1.

For a tactoid with a uniform director field y ≫ 1, and for a bipolar tactoid y → 1, see also

Fig. 1.2. We note that the quantities x and y will explicitly contribute to the scaling theory

presented in the following section.

It turns out practical to render the free energy dimensionless, and define f =

f(α, y) ≡ σF/ (K11 − K24)2. The optimal free energy minimizes f with respect to the

opening angle α or aspect ratio x and the bipolarness y, keeping the volume V of the

droplet constant. Let the dimensionless volume be defined as v ≡ V (σ/(K11 − K24))3. The

dimensionless free energy f can then be written as a sum of surface and volume terms

f(α, y) = v2/3ϕ−2/3
v (α) [ϕσ(α) + ωϕω(α, y)]

+ v1/3ϕ−1/3
v (α) [ϕ11(α, y) + κϕ33(α, y)]

− vϕ−1
v (α)ΓϕC(α, y),

(1.5)

where we refer to the Supplementary Information (SI) for details. The first line represents

the two surface contributions, the second line corresponds to the three types of elastic

deformation of the director field, and the last is related to the Coulomb energy. Here,
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κ ≡ K33/(K11 − K24) measures the magnitude of the bend elastic constant relative to the

effective splay constant, and Γ = 1
8π ϵaE2σ−2 (K11 − K24) is the appropriate quantity to

probe the impact of the electric field relative to the surface tension and elastic deformation.

For the case of lyotropic nematics of rod-like particles, we typically have σ ≈ 10−7−

10−6 N m−1 for the surface tension [54], and K33/K11 ≈ 1 − 102 and K11 ≈ 10−12 − 10−11

N for the elastic constants [13, 29, 55, 56, 57]. Dimensionless anchoring strengths ω are

typically in the range from about 1 to 10 [6, 12, 28, 30].

All three terms are renormalized by a function measuring how the opening angle

α affects the droplet volume for a given aspect ratio x. The common factor is given by

ϕv(α) = 7π

3 + π

2

(1 − 4α cot α + 3 cos 2α

sin2 α

)
. (1.6)

The first line of Eq. 1.5 consists of the sum of a contribution from the bare surface tension,

ϕσ(α) = 4π

(1 − α cot α

sin α

)
, (1.7)

and a term originating from the anchoring of the director field to the interface,

ϕω(α, y) = π

2 (y2 − 1)2 sin3 α

×
∫ π

0
dξ

[
sin2 ξ cos2 ξ

N(y, ξ, α) (1 + sin ξ cos α)3

]
,

(1.8)
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for which we have not been able to obtain an explicit expression. Here,

N(y, ξ, η) =
(

sin ξ cos η + 1
2Z(ξ, η)

(
y2 − 1

))2

+ y2 sin2 ξ sin2 η,

(1.9)

and

Z(ξ, η) = 1 + sin ξ cos η. (1.10)

Note that in Eq. 1.8, we inserted η = α to obtain the expression for N in Eq. 1.9.

The contribution of the splay and saddle-splay deformation to the Frank elastic

energy also gives rise to an integral that we have also not been able to solve analytically,

ϕ11(α, y) =8π

∫ π

0
dξ

∫ α

0
dη sin2 ξ cos2 ξ sin η

× 1
N(y, ξ, η) (1 + sin ξ cos η)3 ,

(1.11)

where we note that within our family of bispherical director fields, the saddle-splay defor-

mation merely renormalizes the contribution from the splay deformation, giving rise to an

effective splay constant that is the difference of the splay and bend-splay constants, ex-

plaining the scaling of the free energy that we introduced above in terms of this difference

[29, 30]. The contribution of the bend elastic deformation reads

ϕ33(α, y) =8π

∫ π

0
dξ

∫ α

0
dη sin4 ξ sin3 η

× 1
N(y, ξ, η) (1 + sin ξ cos η)3 .

(1.12)
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Finally, the free energy of the interaction of the nematic droplet with an electric

field yields an even more daunting integral,

ϕC(α, y) = 8π

∫ π

0
dξ

∫ α

0
dη

sin2 ξ sin η

(1 + sin ξ cos η)3

×
(
y2Z2 + sin2 ξ sin2 η − cos2 ξ

)2
N(y, ξ, η) (1 + sin ξ cos η)2 .

(1.13)

Details of the derivation of all these expressions can be found in the SI.

The various integrals can be solved explicitly for the cases y = 1 and y → ∞, but

so far have eluded analytical evaluation for the general case y ≥ 1 [27, 29]. Hence, we need to

take recourse to a numerical evaluation and minimization with respect to the opening angle

α and the bipolarness y. We recall that there is a one-to-one mapping between the opening

angle α and the aspect ratio x of the tactoids. From Eq. 1.5 we deduce that our parameter

space is quite substantial: (i) the scaled volume of the droplets, v, (ii) the dimensionless

anchoring strength ω, (iii) the ratio of the bend and splay elastic constants κ, and (iv) the

dimensionless strength of the magnetic field Γ.

Before numerically solving the pertinent equations in Section IV, we first analyze

in Section III the problem from the perspective of scaling theory for (nearly) spherical and

(highly) elongated droplets. This allows us to demarcate the crossovers between the various

parameter regimes, and find the scaling exponents relevant to the behavior of the droplet

shape and director field. As we shall see in Section IV, our scaling theory and our variational

theory are consistent with each other.

For those not interested in the full scaling analysis, which is rather technical in

nature and details transitions between no fewer than five regimes, we refer to Figs. 2.1 and
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2.2 that summarize our main findings. The scaling relations that we find are summarized

in Tables I, II and III, and Table IV lists all crossover volumes and external field strengths.
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Chapter 2

Scaling Theory & Results

2.1 Scaling Theory

Rather than getting the exact expression for the free energy Eq. 1.5, we may also

estimate the equilibrium shape and director-field configuration of a tactoid by applying sim-

ple geometric arguments or resorting to asymptotic relations valid for the various integrals

that we introduced in the preceding section. We assume that the droplet looks like a spindle

with the short axis r and the long axis R ≥ r, and that its director-field is quasi bipolar,

i.e., the director field converges outside the droplet to virtual point defect or boojums, see

Fig. 1.2. The (half) distance between the (virtual) defects is R̃ ≥ R.

Referring to the free energy functions Eqs. 1.1-1.4, we notice that the elastic and

electric-field contributions must be proportional to the droplet volume V ∝ Rr2, while the

surface contributons must be proportional to the area of the droplet S ∝ rR. Following

Prinsen et al. [30], we argue that the radius of curvature of a bend deformation must

scale as R̃2/r and that of the splay as R̃2/R. Furthermore, the anchoring strength term,
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proportional to (q⃗ · n⃗)2, scales as (r2/R2)(1 − R2/R̃2)2 [13, 30], as we in fact also shwo in

the SI. Finally, the field term (E⃗ · n⃗)2 is proportional to E2r2R2/R̃4.

As already alluded to in the previous section, there are two quantities that a

nematic droplet can optimize in order to lower its free energy: the aspect ratio x = R/r ≥ 1

and the bipolarness y = R̃/R ≥ 1. The dimensionless free energy of a droplet with aspect

ratio x and bipolarness y reads within our scaling ansatz

f(x, y) ∼ v2/3x1/3(1 + ωx−2(1 − y−2)2)

+ v1/3y−4x−4/3(1 + κx−2) + Γvx−2y−4,

(2.1)

where we have ignored all constants of proportionality. The values of the dimensionless

anchoring strength ω, bend constant κ = K33/ (K11 − K24), electric field strength Γ =

1
8π σ−2ϵaE2 (K11 − K24) and volume v ≡ V σ3/(K11 −K24)3 determine what values of x and

y minimize the free energy f . The first term in Eq. 2.1 represents the surface free energy,

the second term the elastic deformation and the last term the interaction of the droplet with

the external electric field. Notice that the various terms can also be derived from Eq. 1.1

by applying a formal expansion for small α ≃ x−1, and keeping only the leading order term

of each contribution. We refer to SI for details.

As we shall see, there are always two terms that dominate the shape and director

field of a tactoid: either the surface and elastic energy, or the surface and Coulomb energy.

This is a result of the different scaling with the dimensionless volume v: v1/3 for the elastic

free energy, v2/3 for the interfacial free energy and v for the Coulomb free energy. This means

that droplet size crucially determines the shape and director field behavior of tactoids.
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It is important to note at this point that the specific form of our scaling ansatz for

the free energy, Eq. 2.1, automatically ensures that y ≥ 1 but not that x ≥ 1. The former

follows directly from the observation that the first term has a minimum for y = 1, whilst all

the other terms decrease as y > 0 increases. Further, Eq. 2.1 does not hold for lens-shaped

tactoids, that is, for x < 1. Indeed, the surface free energy for x ≪ 1 would require a term

proportional to an area that scales as r2 rather than the Rr that is valid for x ≥ 1. Similar

arguments hold for the elastic and Coulomb terms [33, 58, 59].

In order to deal with the fact that our free energy does not automatically ensure

the condition that x ≥ 1 for ω ≥ 0, we have to separate the case of elongated droplets with

x ≫ 1 from that of spheroidal droplets with x ≈ 1. In fact, for ω < 0 the tactoids become

lens-shaped with x < 1, a case we do not consider in this work as it has been dealt with

elsewhere. [33, 58, 59]. The case x ≈ 1 can be investigated by putting x = 1 in the free

energy, and not optimizing with respect to both x and y, but only with respect to y. The

crossover from elongated to spheroidal emerges automatically from our analysis, as we shall

see. In what follows, we first analyze the the simpler case for which the aspect ratio is close

to unity, and next consider the case where the aspect ratio is significantly larger than unity.

2.1.1 Nearly spherical tactoids

As we shall see in the next subsection, tactoids are always nearly spherical if the

anchoring strength ω is about unity or smaller (see Eq. 1.3), irrespective of the value of the

scaled volume v and that of the scaled strength of the electric field Γ. If ω ≫ 1, then the

droplets become spherical only for a range volumes that we will specify below, and then

only if the field strength is below some critical value.
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Minimizing the free energy f(1, y) for nearly spherical droplets with respect to the

bipolarness y, we find for its optimal value

y2 ≃ 1 + ω−1 (1 + κ) v−1/3 + Γω−1v1/3. (2.2)

This expression immediately highlights the importance of the volume of the droplet. The

director field is uniform, corresponding to y ≫ 1, either if ω−1(1 + κ)v−1/3 ≫ 1 or

Γω−1v1/3 ≫ 1. In other words, if v ≪ v− = ω−3(1 + κ)3 or v ≫ v+ = ω3Γ−3. For

droplet volumes v− ≤ v ≤ v+, the director field is (quasi) bipolar, and y ≈ 1.

Thus, we find that there are potentially three different regimes and two critical

volumes that dictate the behavior of the droplet. For v ≪ v−, we obtain the scaling relation

y ∼ v−1/6ω−1/2(1 + κ)1/2, (2.3)

whilst for v ≫ v+, we have

y ∼ v1/6Γ1/2ω−1/2. (2.4)

Notice that the exponents of −1/6 for volumes v ≪ v− and of +1/6 for v ≫ v+ are universal.

A summary of these results is given in Table 2.1.

We notice that as the electric field strength increases, v+ decreases and the two

critical volumes merge into one critical volume: v− = v+. This happens at a critical electric

field Γc ≃ ω2(1 + κ)−1. If Γ ≥ Γc, the bipolarness y is always greater than unity for any

size of the droplet, and the droplet is never fully bipolar. The crossover of a decreasing

bipolarness to an increasing one with increasing volume then happens at a critical volume
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v < v− v− < v < v+ v+ < v

Γ ≤ Γc y ∼ ω−1/2v−1/6 y ∼ 1
Γc ≤ Γ (1 + κ)1/2 y ∼ Γ1/2ω−1/2v1/6

Table 2.1: Summary of the various scaling regimes for the bipolarness y of nearly spherical
tactoids (x ≃ 1) in the presence and absence of an electric field, for large, intermediate and
small droplet sizes v, relative to the crossover volumes v− and v+. If the electric field is
weak and 0 < Γ < Γc, the bipolarness of the droplet has three different regimes. Under a
strong field, Γ > Γc there are two regimes. Expressions for the crossover volumes v− and
v+ and the critical field strength Γc are listed in table IV. Notice that for Γ = 0, v+ → ∞
and there are strictly speaking only two regimes.

vc = ω−3(1 + κ)3, where we inserted Γc in the expression for v+. If Γ > Γc, we find the

crossover to occur for vc = Γ−3/2(1 + κ)3/2 that can be found by equating Eqs. 2.3 and 2.4.

The summary of the results of this subsection is presented in Table 2.1.

So, in conclusion, if Γ > Γc, then y ≫ 1 decreases with increasing volume v of

the tactoid until larger than the critical value vc. If larger than vc, y increases again with

increasing volume and y does not approach the value of unity, that is, the tactoid does not

become bipolar. For Γ < Γc, the director field is bipolar if v− < v < v+, but not outside

of this range of volumes. For v < v− the bipolarness y decreases with increasing volume,

whilst for v > v+ it increases with increasing volume. All in all this demarcates three scaling

regimes for the degree of bipolarness of the director field.

As we shall see next, for elongated tactoids the number of regimes increases to

five.

2.1.2 Elongated tactoids

For elongated tactoids, matters become significantly more complex. To calculate

the optimal values for the bipolarness y and the aspect ratio x for x ≳ 1, we need to minimize
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the free energy Eq. 2.1 with respect to both x and y. This gives rise to the following set of

coupled equations,

y4 = ωx−2
(
y2 − 1

)2

+ v−1/3x−5/3(1 + κx−2) + v1/3Γx−7/3,

(2.5)

and

y2 = 1 + ω−1x1/3
(
1 + κx−2

)
v−1/3

+ Γω−1v1/3x−1/3.

(2.6)

Inserting the last two terms of Eq. 2.6 in Eq. 2.5, we find

x2

ω
=
(
1 − y−2

)
+
(
1 − y−2

)2
. (2.7)

Inserting this back in Eq. 2.6 produces a non-linear equation entirely in terms of the quantity

y. Unfortunately, we have not been able to solve this expression exactly. It can of course

be solved numerically, but this would obviously defeat the purpose of the scaling theory.

Fortunately, the governing equations can be solved asymptotically in a number of useful

limiting cases that we will discuss next.

For instance, we have seen in the preceding section that for very large and very

small droplet volumes the director-field must be nearly homogeneous, implying that y ≫ 1.

We note that large and small here refers to the critical volumes v− and v+, introduced

already in the preceding subsection for nearly spherical tactoids but that now will conform

to slightly different expressions given below. Eq. 2.7 tells us that if y → ∞, the director field

is uniform, and the aspect ratio is (apart from a multiplicative constant) equal to
√

ω. This
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is consistent with the exact result x = 2ω1/2 obtained by means of the Wulff construction

for ω ≥ 1 [29].

Inserting x ≃ ω1/2 in Eq. 2.5 gives, to leading order for large values of y,

y2 ∼ v−1/3ω−5/6
(
1 + κω−1

)
+ v1/3ω−7/6Γ. (2.8)

This means that for sufficiently small droplets

y ∼ v−1/6ω−5/12
(
1 + κω−1

)1/2
, (2.9)

whilst if they large sufficiently large we have

y ∼ v1/6ω−7/12Γ1/2. (2.10)

It is worth mentioning that the result for large droplets does not depend on the value of κ

that is a measure for the magnitude of the bend elastic constant. Recall that in Eqs. 2.3 and

2.4, we find the same scaling of the bipolarness with the dimensionless volume for nearly

spherical droplets. The scaling with the anchoring strength is slightly different, however.

Equation 2.9 applies for v ≪ v− = ω−5/2(1 + κω−1)3 and Eq. 2.10 for v ≫ v+ =

Γ−3ω7/2, as can be deduced from Eq. 2.8. These critical volumes differ slightly from

those we calculated for nearly spherical tactoids, as already announced. We conclude that

if v− ≤ v ≤ v+ the elongated droplets must be bipolar.

If v+ drops below v−, the tactoids are always more or less uniform, and x ≃ ω1/2.

This happens at a critical field strength Γc = ω2(1+κω−1) that we find by setting v+ = v−.
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The crossover of decreasing to increasing bipolarness with increasing volume now occurs at

a critical volume vc = ω−3 for Γ = Γc. If Γ > Γc, the crossover happens at a critical volume

vc = Γ−3/2ω1/2(1 + κω−1)3/2, which we find by equating Eqs. 2.9 and 2.10.

What the aspect ratios of the tactoids are when v− ≤ v ≤ v+, so when the director

field is no longer uniform, can be inferred from Eqs. 2.6 by inserting y = 1+δ in Eq. 2.7 and

presuming that δ ≪ 1. Solving these equations then gives to leading order in δ = x2ω−1 ≪ 1

an expression for the aspect ratio: x5/3 ∼ v−1/3(1 + κx−2) + v1/3Γx−2/3. For small droplets

with a volume v+ ≫ v > v−, we have x ∼ v−1/5 if we ignore the contribution from the bend

elasticity; thus the droplet becomes less elongated with increasing volume. For larger ones,

v− ≪ v < v+, the aspect ratio x ∼ v1/7Γ3/7 grows again with increasing volume.

As we need to insist that x > 1 for the equations to hold, we take the value of

x = 1 as the crossover to the regimes where the droplets are more or less spherical. Inserting

this condition in the equation for the aspect ratio gives 1 ∼ v−1/3(1 + κ) + v1/3Γ, which

we translate in two crossover volumes. In the absence of a field, the crossover from an

elongated droplet with x = ω1/2 to a nearly spherical droplet with x = 1 occurs for v = v<

with v< ≡ (1 + κ)3 > v− another crossover volume. For sufficiently weak fields, they start

to elongate again if v> < v < v+ = Γ−3ω7/2 with the crossover volume v> ≡ Γ−3 smaller

than v+ since we presume that ω > 1. For v > v+ the director field is uniform and the

aspect ratio obeys again x ∼ ω1/2.

The picture that emerges is one where for v < v− the nematic droplets have a

more or less uniform director field with an aspect ratio of about ω1/2, and the same for

v > v+. If v > v−, the droplets become increasingly bipolar and the aspect ratio decreases
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with increasing volume. If the scaled volume v increases further to get closer to v+, the

bipolar character of the director field diminishes again with increasing volume, while the

aspect ratio increases to its maximum value of about ω1/2, see Fig. 2.1. Notice that we have

presumed that ω ≫ 1; otherwise, we would not have x ≫ 1.

Somewhere in the size range v− ≤ v ≤ v+, the droplets actually become nearly

spherical, in which case the theory of the preceding section applies. This happens in the

range of volumes for which v< < v < v>. The nearly spherical drop regime disappears

if v< = v>. Equating these critical volume shows that this occurs for field strengths Γ

larger than the critical value of Γ∗ ≡ (1 + κ)−1. In that case we only have crossover

from decreasing elongated to increasing elongated at a crossover volume v∗ = Γ−5/4. Since

Γ∗ < Γc, we conclude that for ω ≫ 1 we lose the spherical tactoid regime before we lose the

bipolar director field.

The summary of these results are presented in Tables 2.2, 2.3, and 2.4, as well

as in Fig. 2.2, showing the different regimes and crossovers. The conclusion of our scaling

theory is that the aspect ratio of the nematic droplets is at most ω1/2, independent of the

volume or the field strength. In other words, external fields cannot elongate a tactoid to

aspect ratios beyond those that are found in the absence of a field, at least for the family

of director fields that we presume. We return to this issue in the Discussion section below.

In the next section, we present the numerical evaluation of our variational theory

and obtain the mathematically exact response of the director field and the shape of the

droplet in the presence of an electric field, and compare these with the scaling theory. As
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we shall see, our scaling predictions are robust. This means also that the conclusions that

we base them on are robust.
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Figure 2.1: Dependence of (a) the degree of bipolarness y and (b) the aspect ratio x of
tactoids on the scaled volume v in the presence of an electric field, according to the scaling
theory. Blue solid line: the field strength Γ is below the critical value Γc, and the anchoring
strength ω is somewhat larger than unity. The volumes v− and v+ demarcate crossovers
from quasi bipolar director fields to bipolar ones, and v< and v> those from elongated to
spherical droplet shapes. Dash-dotted line: same curve, but now for Γ = Γc. Dashed lines:
Γ > Γc. For fields above the critical field strength Γ∗, the tactoids are always elongated
provided the anchoring strength ω is sufficiently large. See the main text. The slopes of
the various curves are listed in Tables I, II and III, and the values of the various crossover
volumes and field strengths in Table IV.
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v < v− v− < v < v+ v+ < v

Γ ≤ Γc y ∼ ω−5/12v−1/6 y ∼ 1
Γc ≤ Γ

(
1 + κω−1)1/2

y ∼ Γ1/2ω−7/12v1/6

Table 2.2: This table summarises the various scaling regimes for the bipolarness y of elon-
gated tactoids (x ≫ 1) in the presence and absence of an electric field, for large, intermediate
and small droplet sizes v, relative to the crossover volumes v− and v+. If the electric field
is weak and 0 < Γ < Γc, the bipolarness of the droplet has three different regimes. Under
a strong field, Γ > Γc there are two regimes. Expressions for the crossover volumes v− and
v+ and the critical field strength Γc are listed in table IV. Notice that for Γ = 0, v+ → ∞
and there are strictly speaking only two regimes.

v <v− v− <v <v< v< <v <v> v> <v <v+ v+ <v

Γ<Γ∗ x ∼ 1
Γ∗ <Γ <Γc x ∼ v−1/5 x ∼ Γ3/7v1/7

Γc <Γ x ∼
√

ω

Table 2.3: This table summarises the various scaling regimes for the aspect ratio x of
tactoids in the presence and absence of an electric field, for large, intermediate and small
droplet sizes v, relative to the crossover volumes v− and v+, and v< and v>. For simplicity,
we have dropped any dependence of the aspect ratio on κ. Expressions for the crossover
volumes v−, v+, v< and v>, and the critical field strengths Γc and Γ∗, are listed in table
IV. Notice that for Γ = 0, v+ → ∞ and v> → ∞.

ω ≲ 1 ω ≳ 1
v− ω−3 (1 + κ)3 ω−5/2 (1 + κω−1)3
v+ ω3Γ−3 ω7/2Γ−3

vc Γ−3/2 (1 + κ)3/2 Γ−3/2ω−1 (1 + κω−1)3/2

v< − (1 + κ)3

v> − Γ−3

v∗ − Γ−5/4

Γ∗ − (1 + κ)−1

Γc ω2 (1 + κ)−1 ω2 (1 + ω−1κ
)−1

Table 2.4: Listing of all crossover volumes v and critical field strengths Γ, for small and
large values of the anchoring strength ω. Crossovers form elongated to spherical tactoids
only occur if ω is sufficiently large.
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Figure 2.2: Schematic “phase” diagram of director fields of tactoids in an external field.
Plotted is the scaled volume v versus the scaled field strength Γ. Indicated are the crossovers
between the five regimes, demarcated by the crossover volumes v−, v+, v<, v>, v∗ and vc.
Expressions for the crossover volumes v−, v+, v< and v>, and the critical field strengths Γc

and Γ∗, are listed in table IV. See also the main text. In the region bounded by v− and
vc, tactoids with sufficiently large anchoring strength ω ≫ 1 are elongated with a director
field that is quasi bipolar with a bipolarness y that decreases with increasing volume. In
the region bounded by vc and v+ in the upper right-hand corner it is quasi bipolar with
a bipolarness that increases with droplet volume. In region bounded by v− and v+ in the
upper left-hand corner the director field is for all intents and purposes bipolar. The tactoids
are more or less spherical in the region bounded by v< and v> in the upper most left-hand
corner, and elongated outside of that region, at least if ω ≫ 1. The volume vc demarcates
the crossover from decreasing to increasing bipolarness for quasi bipolar director fields, the
volume v∗ that between decreasing aspect ratio to increasing aspect ratio.
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2.2 Numerical Results

The scaling theory of the preceding section has enabled us to identify different

scaling regimes, which we now investigate by numerically minimizing the free energy Eq. 1.5.

To this end, we evaluate Eq. 1.5 for opening angles 0 ≤ α ≤ π and degrees of bipolarness of

the director field 1 ≤ y ≤ ∞ and find the values of these quantities for which the free energy

f is minimal. So, for a given scaled volume v, anchoring strength ω, ratio of bend-to-splay

elastic constants κ and electric field strength Γ, we obtain the optimal values of both α and

y. We recall that the aspect ratio of the tactoids x is directly linked to the opening angle

via the relation x = cot(α/2). In order to find the minimum free energy, we numerically

calculate all integrals given in Sect. II.

It is clear that the electric field drives the director field to align itself with it,

implying that the major axis of a tactoid orients parallel to the electric field. This happens

irrespective of whether the director-field configuration is uniform or bipolar. If the electric

field is sufficiently weak, the director-field is not perturbed by the electric field. If the field is

sufficiently strong, we would expect the director field of the droplet to become homogeneous,

even if the director field in the absence of a field is bipolar. What weak and strong here

mean depends on volume of a tactoid as we have seen in the preceding section, and is

schematically summarized in the Figs. 2.1 and 2.2.

Figure 2.3 confirms this expectation. Shown is the bipolarness y as a function

of the dimensionless volume v of the tactoids, for the case where we (arbitrarily) set for

the dimensionless bend constant κ = 10 and for the anchoring strength ω = 14. Indicated

are results for different values of the dimensionless electric field Γ. We confirm the scaling

28



△
△

△
△ △ △ △ △ △ △ △ △ △ △ △ △ △

□
□

□
□ □ □ □ □ □ □ □ □

□
□

□
□

□

○
○

○
○ ○ ○ ○ ○ ○ ○

○
○

○
○

○

◇
◇

◇
◇ ◇ ◇ ◇

◇
◇

◇
◇

◇
◇

◇
◇

◇
◇

▽
▽

▽ ▽ ▽
▽

▽
▽

▽
▽

▽
▽

▽
▽△ Γ=0

□ Γ=1

○ Γ=10

◇ Γ=100

▽ Γ=1,000

10-3 100 103 106 109 1012

100

101

v
y

Figure 2.3: The bipolarness y of the director field of a tactoid in the presence of an electric
field as a function of its dimensionless volume v. Indicated by the different symbols are
results for different values of the dimensionless electric field strength Γ. The dimensionless
anchoring strength is fixed at ω = 14 and the dimensionless bend constant at κ = 10.

prediction that two critical volumes emerge, one associated with the crossover from a quasi

bipolar to a bipolar director field, v−, and one with the crossover from a bipolar to quasi

bipolar director field, v+. For Γ ≥ 100, we only find quasi bipolar director fields character-

ized by a bipolarness y > 1 for all volumes v. The scaling exponent β we find for y ∼ vβ

equals β = −0.15 for small volumes and β = +0.16 for large volumes, values that agree

reasonably well with the predicted exponents of −1/6 and +1/6 that we obtained from the

scaling theory and are quoted in table 2.2.

Figure 2.3 also shows that the bipolarness y increases with the electric field strength

Γ, if the volume of a tactoid is sufficiently large, v > v+. According to the scaling prediction

Eq. 2.10, y should scale as Γ1/2. Figure 2.4, in which we plotted the bipolarness as a function

of the field strength for the case where ω = 14 and κ = 10, confirms that the scaling exponent

is 0.5 over three decades of Γ. So, indeed, increasing the field strength leads to director

fields that become increasingly homogeneous, as one would in fact expect from the scaling

theory of the previous section. See also Table 2.2.

29



●

●

●

●

- y=1.74 Γ 0.50

100 101 102 103

101

Γ
y

Figure 2.4: Bipolarness y of a tactiods as a function of the dimensionless electric field Γ
for a dimensionless volume v = 107. Anchoring strength ω = 14 and dimensionless bend
constant κ = 10. The solid line shows the scaling of y as with Γ0.5.

According to the scaling theory of the preceding section, the impact of the (scaled)

bend elastic constant κ on the bipolarness y of a tactoid is negligible for sufficiently large

tactoids in the presence of an external field. See Table II. It is neglible for small tactoids

too, but only provided κ ≪ ω. Our numerical results presented in Fig. 2.5 confirms for the

case ω = 14, the bipolarness is an invariant of κ for sufficiently large volumes, but becomes

a function of κ for values larger than about 10, as expected from the scaling theory.
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Figure 2.5: Bipolarness y of the droplet as a function of the dimensionless volume v of
tactoids in the presence of an electric field for different values of the dimensionless bend
constants κ indicated by the symbols. Anchoring strength ω = 14 and dimensionless field
strength Γ = 100.
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For bend elastic constants κ > 10 ≈ ω, the bipolarness should exhibit a power-

law scaling predicted by the scaling relation Eq. 2.9 that then takes the simpler form y ∼

v−1/6ω−11/12κ1/2. In Fig. 2.6 we have plotted the bipolarness y as a function of κ for Γ = 100

and v = 10−4. The exponent that we measure is 0.49, which is indeed close to the value

obtained from the scaling theory.
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Figure 2.6: Bipolarness of a tactoid as a function of the dimensionless bend constant κ in
the presence of an electric field. Anchoring strength ω = 1.4, dimensionless field strength
Γ = 100 and dimensionless volume v = 10−4.

Our scaling theory also predicts the bipolarness of the tactoids to depend on the

anchoring strength, ω. Indeed, Eqs. 2.3 and 2.4 for nearly spherical tactoids, and Eqs. 2.9

and 2.10 for elongated ones, predict that both for small and large droplets the bipolarness

should shift with shifting anchoring strength. This makes intuitive sense, because the

larger the anchoring strength is, the larger the free energy penalty becomes for imperfect

planar anchoring. Hence, with increasing anchoring strength the tactoids should become

increasingly bipolar. This is what our numerical calculations also confirm, as is shown in

Fig. 2.7. On a logarithmic scale the curves shift vertically by an amount that depends on

the anchoring strength ω.
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Figure 2.7: Bipolarness y of a tactoid as a function of the dimensionless volume v in the
presence of an electric field for different values of the anchoring strength, indicated by the
symbols. Dimensionless field strength Γ = 100 and bend constant κ = 10.

The scaling of the bipolarness y with the anchoring strength ω is highly non-trivial,

as is implicit in the scaling predictions Eqs. 2.3 and 2.4 for nearly spherical tacoids, and

Eqs. 2.9 and 2.10 for elongated ones. It depends not only on the shape of the tactoids,

but also whether the tactoids are large or small, and on whether or not the bend elastic

constant is large. To account for this, we plot in Figs. 2.8 and 2.9 the bipolarness y as a

function of the anchoring strength ω for two droplet sizes and fixed values of Γ = 10 and

κ = 0. The appropriate scaling regimes for ω < 1 for which the droplets are approximately

spherical, and ω > 1 for which they are elongated, are also illustrated in the figure. Four

different scaling exponents, which agree rather well with the predictions from scaling theory

are shown in the figure.

How the value of the bend elastic constant κ impacts the dependence of the bipo-

larness y and the anchoring strength ω is highlighted in Fig. 2.10 for a large and small value

of κ. For the range of anchoring strengths shown, a small tactoid volume of v = 10−4 and

a field strength of Γ = 102, we find scaling exponents of −0.43 and −0.90 for the small and
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Figure 2.8: Bipolarness y of a tactoid as a function of an anchoring strength ω > 1 for small
and large droplets, with dimensionless volumes v = 10−2 and v = 106. The dimensionless
electric field strength is fixed at Γ = 10 and the dimensionless bend constant at κ = 0.
Indicated are also the scaling relations y ∼ ω−0.43 for the small volume and y ∼ ω−0.62 for
the large volume. See also the main text.

large values of dimensionless bend constants κ, which have to be compared with the scaling

predictions of −5/12 ≃ −0.42 and −11/12 ≃ −0.92. Again, we find quite good agreement

between our numerical work and the scaling theory. (See also table II.)

Having exhaustively verified the theoretical scaling predictions for the degree of

bipolarness of the tactoids, we now proceed to investigate how their aspect ratio depends

on the volume and how it responds to the presence of an electric field. It is well known

that, in the absence of an electric field, the aspect ratio of a nematic tactoid decreases with

increasing droplet size. This happens to be so not only in bulk, but also if the tactoids

deposited on a partially wetting surface [6, 13, 40]. Indeed, from the scaling theory we

expect that for v > v−, the aspect ratio x should scale as v−1/5 at least if κ ≪ ω and

ω → ∞ [13, 29, 30]. For finite ω = 14 the decay of the aspect ratio with volume is even a

weaker function of the volume, as Fig. 2.11 shows for the field-free case Γ = 0.
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Figure 2.9: Bipolarness y of a tactoid as a function of anchoring strength (ω < 1) for small
and large droplets, with dimensionless volumes v = 10−2 and v = 106. The dimensionless
electric field strength is fixed at Γ = 10 and the dimensionless bend constant at κ = 0.
Indicated are also the scaling relations y ∼ ω−0.51 and y ∼ ω−0.52. See also the main text.

Notice that for the dimensionless bend constant of κ = 10, the predicted critical

magnetic field strength of Γ∗ = 1/11 ≃ 0.09 coincides with the smallest non-zero value of Γ

taken in our numerical calculations. This means that our results of Fig. 2.11 should show

conditions characterised by an absence of an intermediate regime with spherical tactoids,

excluding the case Γ = 0. See also the phase diagram of Fig. 2.2. The predicted crossover

volume v∗ ∼ Γ−5/4 from a decreasing aspect ratio to an increasing aspect ratio varies 5

orders of magnitude for the range of field strengths shown in the figure, in agreement with

our numerical results presented in the figure.

What Fig. 2.11 also shows is that for increasingly large fields, the drop in aspect

ratio becomes small mirroring the prediction of our scaling theory. This happens for Γ >

Γc ∼ ω2/(1+κ/ω) ≃ 100 for our choice of parameters, when the drop in aspect ratio in fact

disappears. This value is consistent with our numerical findings. In that case the director

field is for all intents and purposes uniform irrespective of the volume of the nematic droplet.

This means that in our model, there is an upper limit for the aspect ratio, namely 2
√

ω.
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Figure 2.10: Bipolarness y as a function of anchoring strength ω for two different dimen-
sionless bend constants of κ = 0.1 and κ = 103. The dimensionless volume is set at a value
v = 10−4. Also indicated are the scaling exponent of −0.43 for the small value of the bend
constant and of −0.90 for the large value of the constant. See also the main text.

All of this implies that for our choice of director field geometry, an externally

applied electric (or magnetic) field cannot elongate tactoids beyond their maximum aspect

ratio that under the field-free conditions happens for sufficiently small droplets. This,

clearly, goes against the grain of the experimental observations of Metselaar et al. of tactoids

in electric fields [40], and those of Kaznacheev and collaborators in magnetic fields [27]. As

we argue in the next section, this must means that either (i) the director field does not

conform to a bispherical geometry in an external alignment field; (ii) the tactoids are in a

restricted equilibrium characterized by a bipolarness that is fixed to the value of the field-

free initial state; or (iii) the various elastic and surface constants do depend on the strength

of the field.

In this paper, we present a model in which the director field and shape of a nematic

tactoid can adjust themselves both in order to optimize the interfacial, elastic and Coulomb

energy in the presence of an externally applied orienting field. We restrict the shape of the

tactoid to that of the family of circle sections of revolution, and the director field to that of
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Figure 2.11: The aspect ratio x of a tactoid as a function of the dimensionless volume v for
different (dimensionless) electric field strengths Γ indicated by the symbols. The anchoring
strength is set at ω = 14 and the dimensionless bend constant at κ = 10.

the family of fields that can be described by bispherical geometries [60, 61]. We find that

the known “phase” diagram of nematic tactoids becomes more complex in the presence of

an electric field. [29, 30, 31]

In the absence of such an alignment field there are three regimes, separating elon-

gated tactoids with a uniform director field if they are sufficiently small from roundish

bipolar ones if very large, with an intermediate size range where the drops are quasi bipolar

and somewhat elongated. In the presence of an alignment field, we have identified up to

five regimes depending on the strength of the anchoring of the director to the interface. A

schematic of the new phase diagram is given in Fig. 2.2.

Close comparison of theoretical predictions based on this model and experimental

observations on tactoids of carbon nanotubes in chlorosulfonic acid by Jamali et al. have

shown that, in the absence of an electric orienting field, there is a very good agreement

between the theory and experiments [6]. The predicted gradual crossover from elongated

to more or less spherical shapes, and from uniform to bipolar director fields, is confirmed
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experimentally, not only for tactoids in bulk solution but also for sessile tactoids, i.e.,

tactoids on surfaces [13]. Curve fits provide access to information on the surface energies

and bend constants [6, 13, 28, 30, 62, 63, 63, 64, 65, 66].

For instance, if we curve fit the theory to the experimental data of Metselaar et al.

on tactoids formed in dispersions of chitin fibres in water in the absence of an electric field,

we obtain a reasonably good agreement if we set ω = 1.6, κ = 20 and (K11−K24)/σ = 4 µm.

See Fig. 2.12, where the aspect ratio x is plotted against the actual volume of the droplets.

Also shown in the figure is the predicted bipolarness y of the tactoids, which vary between

3 and just over 1 over that range of droplet volumes. It suggests that the tactoids of chitin

in water are either bipolar or quasi bipolar, in agreement with experimental observation.

[40]

Because of the scatter in the data, and since we do not cover the whole range of

volumes from nearly uniform to bipolar director fields as was done in the work of Jamali

et al. [6], we cannot expect these estimates to be highly accurate. Still, if we take them at

face value, we find them to differ quite substantially form the ones found by Jamali et al.

for carbon nanotubes in chlorosulfonic acid, with ω = 5.6, κ = 1.3 and (K11 − K24)/σ = 78

µm [6]. This, however, should not be too surprising, given that both the elastic constants

and surface energies depend sensitively on the dimensions of the particles [36, 54, 56].

Rather unexpectedly, our predictions fail if an external field is applied. In the

experiments of Metselaar et al., sufficiently large tactoids elongate up to ten times their

original aspect ratio, which is much more elongated than the droplets in the absence of

a field [40]. As we have seen in our model calculations, the presence of very large field
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Figure 2.12: Aspect ratio x and bipolarness y of the director-field as a function of volume
of a droplet in the absence of the electric field with Γ = 0. Left vertical axis shows us the
aspect ratio (we use blue triangles for the aspect ratio) and the right vertical axis shows us
bipolarness (cross signs for bipolarness) and the red circles represent the experimental data
of [40]. The best fit we obtain by eye are for the parameter values κ = 20, ω = 1.3 and
(K11 − K24) /σ = 4 µm. Notice that the largest tactoids are bipolar because y → 1 and the
smalles ones quasi bipolar with y ≈ 3.

strengths do not lead to highly elongated shapes but to uniform director fields. As already

announced, this might perhaps suggest that the bipolarness of the tactoids cannot respond

sufficiently swiftly to the switching on of the external field. Before discussing the accuracy

of this presumption, we first investigate its consequences assuming that it is true.

The procedure that we pursue is as follows. First we calculate the bipolarness y

of the director field for the field-free case with Γ = 0. Next, in the presence of an orienting

field, so for Γ > 0, we use this value of the bipolarness and optimise the free energy only with

respect to the aspect ratio x. Following this procedure, we do find a strong elongation of the

droplets as Fig. 2.13 shown, where we compare the prediction of the full-equilibrium and

this restricted-equilibrium model with the dynamical data of Metselaar et al. for tactoids of

chitin in water. Shown is the aspect ratio of the droplets as a function of their volumes for

a single electric field strength. For the largest droplets, the full relaxation takes more than
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the maximum of 1100 seconds, so the tactoids have not fully equilibrated yet, see Fig. 2.13

of [40].
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Figure 2.13: Aspect ratio x of tactoids as a function of volume V in the presence of an
electric field. We compare our numerical results with the experimental data of [40]. The
best fit by eye we obtain taking as parameter values Γ = 500, ω = 1.3, κ = 20 and
(K11 − K24) /σ = 4 µm.

It seems that within a restricted-equilibrium calculation, agreement with the exper-

imental data is indeed rather good, even if they do not yet represent fully relaxed tactoids.

The data confirm our expectation that the electric field only has an impact on the shape of

the tactoids if they are sufficiently large. How large, depends on the strength of the electric

field. This is shown in Fig. 2.14, where we show predictions of our restricted-equilibrium

model for the aspect ratio x of nematic droplets as a function of the dimensionless volume

v for different dimensionless field strengths Γ. According to the scaling theory of section

III, we should expect an x ∼ Γ3/7v1/7 for a fully bipolar director field corresponding to

sufficiently large droplets. The slopes of the various curves shown in Fig. 2.14 agree with

this. Figure 2.15 shows that the scaling with the electric field strength Γ for different tactoid

volumes v also agrees with the scaling prediction of 3/7 ≈ 0.43.
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Figure 2.14: Aspect ratio x of a tactoid as a function of the dimensionless volume v for
different electric field strengths Γ according to the restricted equilibrium model. See the
main text. Anchoring strength ω = 14 and bend elastic constant κ = 10.

All of this of course begs the question why our full equilibrium model, in which

the tactoids choose their optimal aspect ratio and director field in response to the external

field, does not agree with the experimental observations. Above we have presumed that the

bipolarness of the tactoids cannot respond swiftly to the switching on of an electric field,

at least less swiftly than the aspect ratio can respond. In that case a restricted equilibrium

picture applies, which would be valid for intermediate times. This implies that after an

initial increase in aspect ratio, this aspect ratio should decrease again for (potentially)

much later times. This has not yet been investigated but would be an interesting avenue of

future experimental research.

Whilst this may seem a somewhat far-fetched explanation to align theory and

experiment, it does tie in with the observations of Jamali et al., who collected data on

hundreds of tactoids of carbon nanotubes in chlorosulfonic acid [6]. Even after 15 days of

equilibration, the scatter in the observed aspect ratio remains appreciable and cannot be

explained by thermal fluctuations. Indeed, the experiments of Metselaar et al. also point at

long relaxation times: the largest droplets do not seem completely equilibrated even after
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Figure 2.15: Aspect ratio x of a tactoid as a function of the electric field Γ according to the
restricted equilibrium model. Anchoring strength ω = 14 and dimensionless bend constant
κ = 10. Different symbols show different volumes: triangles v = 107, squares v = 108 and
circles v = 109. Indicated are also the scaling exponents, which are close to 0.4 for the three
tactoid volumes.

7000 seconds. On the other hand, the Lattice Boltzmann simulations presented in the work

of Metselaar et al. [40], which do mirror the large elongation of the tactoids in an external

field, point at a relatively swift relaxation of the director field after the external field is

switched on.

In the simulations, the director field seems to keep the almost perfect planar align-

ment to the interface of the tactoid with the surrounding isotropic fluid, while in the bulk of

the tactoid the director field seems to become homogeneous [41]. This suggests a different

kind of relaxation of the director field in response to the alignment field than the one we

presumed in our work, which conserves the geometry of director field. This kind of director

field is in our view surprising, as it involves a strong deformation with a small radius of

curvature that is very costly in elastic free energy. This is why, generally, it is believed

that wall defects in nematics spread out very quickly [35]. (See, however, Tromp et al.

[67].) We emphasize that in general, the interplay of the defective points (disclinations)

41



and curvature in not trivial. The complexity arises from solving the elasticity equations in

3D in the presence of defects [68, 69].

In fact, a simple scaling theory supports this view in the context of tactoids. Let

us for simplicity take a spherical tactoid of radius R. A locally deformed director field that

preserves perfect planar anchoring would give a free energy of the form F ≃ σR2+KR2ξ−1+

γR2ξ. Here, K is some combination of the bend and splay elastic constants, ξ ≤ R is the

width of the deformed director field that we equate to its radius of curvature, and γ = ϵaE2

is the Coulomb energy per unit volume. If we optimize ξ, we get ξ = K
1/2
11 γ−1/2 ≤ R for

γ ≥ K11R−2. For γ ≤ KR−2, we have ξ = R.

Hence, we obtain F ≃ σR2+KR+γR3 for γ ≤ KR−2 and F ≃ σR2+γ1/2+K1/2R2

for γ ≥ KR−2. For a smooth director field in the limit of large field strengths, we have

F ≃ σR2 +σωR2 because the director field is then approximately uniform. This shows that

for γ ≥ ωσ/R the uniform director field has a lower free energy than the locally deformed

one. Of course, we cannot exclude the possibility that for KR−2 < γ < ωσ/R a locally

deformed director field wins out albeit that this might also be accompanied by an imperfect

anchoring.

In conclusion, we should perhaps not exclude the possibility that the lattice Boltz-

mann simulations, which are coarse-grained and characterized by rather large interfacial

widths even on the scale of the width of the droplets, allow for larger deformations in the

interfacial region than a continuum theory would. Because of this, we feel that additional

and more comprehensive simulation studies would be useful to perform in order to settle

this issue [70].
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Finally, we cannot exclude the possibility that the external field has a sizeable

impact on both the interfacial tension, the anchoring and on the elastic constants, because

they all depend on the degree of orientation order of the particles [36, 48, 49]. Indeed,

all of them depend on the degree of alignment of the particles, where we note that the

isotropic phase becomes paranematic in the presence of an external field [52, 71, 72]. This

implies that the interfacial tension between the nematic droplets and the host phase should

decrease with increasing field strength. In fact, it should disappear altogether at some

critical field strength. The study presented in this paper shows that these issues can only

be resolved with more detailed experimental investigation of the impact of external fields

on the properties of isotropic and nematic phases of rod-like colloidal particles.
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Chapter 3

Dynamics of elongation of nematic

tactoids in an electric field

3.1 Introduction

Experimental findings on the structure and shape of tactoids seem to be reasonably

well described by macroscopic theory, even if they are not very large on the scale of the length

of the colloidal particles. Indeed, the application of macroscopic theory makes possible the

extraction of information on the elastic constants of the nematic and interfacial free energies

between the co-existing isotropic and nematic phases from polarization microscopic images

alone if the experimental data include a sufficiently wide range of tactoid sizes [6, 17, 28, 29,

30, 31, 40, 73]. Interestingly, the experiments on the aspect ratio (or length and breadth)

as a function of the volume of tactoids typically exhibit a significant amount of scattered

data. Puech et al. [12] argued that this must be due to thermal fluctuations on account
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of the fact that the interfacial free energies of lyotropic nematics must be very low. It so

happens that for this type of colloidal system interfacial tensions can be of the order of µN

m−1 or even significantly below that [12, 36, 74, 75]. Incidentally, this also explains why

tactoids require very little energy to significantly deform, and why the shape and structure

of tactoids are so strongly affected by the contact with an adsorbing surface or the presence

of an externally applied electric, magnetic or flow field [13, 28, 40, 76].

It is also clear from the work of Jamali et al. on nematic tactoids found in dis-

persions of carbon nanotubes in a superacid, however, that this variation can neither be

explained in terms of the magnitude of thermal (equilibrium) fluctuations predicted by

macroscopic theory nor by potential errors in the measurement of the aspect ratio of tac-

toids [6]. This already suggests that the equilibration of the shape and director field of

tactoids might be quite slow [77]. In fact, recent work by Mezzenga and collaborators on

tactoids in aqueous dispersions of amyloids and of cellulose nanocrystals supports this: tac-

toids produced via nucleation and growth may have a different aspect ratio and internal

structure than those produced in a microfluidic device [78]. This explains to some extent

why experiments on tactoids in aqueous dispersions of chitin in the presence of an applied

AC electric field [40] show a large disconnect with predictions from equilibrium theory and

the results from Monte Carlo simulations [70, 73]. Experimentally, tactoids are able to

elongate by a factor of up to about ten through their coupling to the electric field. In

contrast, in equilibrium theory and Monte Carlo simulations it is the director field that

responds to the external orienting field with the aspect ratio of the tactoids showing much

less sensitivity, see also Figure 3.1.
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Figure 3.1: Polarization microscopic images of the evolution in time of tactoids in an aqueous
solution of chitin fibers, following the switching on and off of an AC electric field of root-
mean-square magnitude of E = 160 V mm−1 and a frequency of 300 kHz. (a) to (e): The
field is applied at time zero, and a collection of tactoids imaged at 0, 120, 210, 640, and
1080 seconds. (f) to (i): The field is switched off and the same tactoids are imaged after
230, 380, 530, and 820 seconds following the removal of the electric field. Figure reproduced
with permission from Ref. [40].

In Refs. [70, 73] this discrepancy was elucidated by suggesting that the response of

droplet shape and the director field occurs on different time scales: Initially the anchoring

enslaves the director field and forces it to follow the droplet shape. Only after the droplet

shape has relaxed, then the director field starts relaxing. This eventually leads to the final

relaxation of the droplet shape. which in turn leads to the subsequent relaxation of the shape

of the drop to the actual equilibrium value in the very much later stages of the process.

Indeed, Mezzenga and collaborators recently also suggested that tactoid equilibration might

be kinetically controlled, leading to very long-lived metastable states [79]. This, then, would

also explain the large scatter in tactoid shape and director field in dispersions that have

been left to equilibrate for a long time, in that full equilibrium might not yet have been

reached for the tactoids themselves. This is remarkable, given that they typically measure

from ten to a few hundreds of µm in length [6, 13].
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In this article, we follow up on our previous work [73], where we investigated

the equilibrium shape and structure of nematic tactoids in an external alignment field,

and introduce a relaxational dynamics based on two reaction coordinates. These reaction

coordinates describe (i) the elongation of a tactoid with a prescribed spindle shape, and

(ii) the degree of deformation of the director field where we prescribe the geometry of

the deformation. The prescribed droplet shape and director-field geometry allows us to

straightforwardly evaluate the well-known Oseen-Frank elastic free energy as well as the

surface free energies that we use as input for our dynamical theory. For the surface free

energy, we use the ansatz of Rapini and Papoular [43]. By construction, the steady-state

solution to our equations produces the optimal aspect ratio and degree of curvature of the

director field, given the volume of the drop and the strength of the alignment field [73].

We find that the elongation of tactoids in an electric field is entirely a kinetic

effect. Depending on the ratio of the two fundamental relaxation rates associated with the

two reaction coordinates, we either obtain a monotonic time evolution of both the aspect

ratio and curvature of the director field, or a monotonic response of the curvature of the

director field and an overshoot in the aspect ratio of the tactoids. The actual response

times depend strongly on the strength of the electric field and the volume of the tactoids,

appropriately scaled to the elastic constants and interfacial free energies associated with the

nematic. Curve-fitting to the experimental data of Metselaars and collaborators [40] gives

reasonable agreement, showing that the relaxation of the bipolarness of the director field

must be extremely sluggish. The cause of this remains unclear and requires further study.
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3.2 Methods

We have not been able to analytically evaluate the various integrals, except when

the tactoids are extremely elongated and the opening angle becomes very small. In that

case, asymptotic relations may be obtained as well as robust scaling estimates [30, 73]. Since

we do not wish to restrict ourselves to large aspect ratios, we rely on a numerical evaluation

of the integrals. For this, we employ the Mathematica software package [80] and use the

NIntegrate function to compute integrals and the D function to calculate derivatives.

Now that we have formulated our free energy in terms of the two reaction coordi-

nates α and y, we are able to formulate our relaxational theory in terms of the generalized

forces:
∂α

∂t
= −Γ̃α

∂F

∂α
,

∂y

∂t
= −Γ̃y

∂F

∂y
,

(3.1)

where we choose to ignore the contribution of cross terms [81], the main reason being to

limit the number of adjustable parameters in our model. Here, Γ̃α and Γ̃y are fundamental

relaxation rates that have dimensions of J−1s−1, so reciprocal Joules per second. Because

y describes the deformation of the director field relative to the length of a tactoid this

would arguably require the collective reorientation of the colloidal particles in the nematic

phase. Hence, we would expect Γ̃y to be inversely proportional to a rotational viscosity of

the nematic phase. Relaxation of the aspect ratio of the droplets requires the transport

of material in both the isotropic and nematic phases. It would therefore seem sensible to

presume the relaxation rate Γ̃α to be some average of the relevant viscosities of the two

phases [46].
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For dimensional reasons this then implies that both rates should also be inversely

proportional to some volume scale. Considering that the volume scale must represent the

volume in which the viscous dissipation takes place, we conclude that both rates must be

inversely proportional to the volume V of a tactoid. Hence, we write for our dynamical

equations in terms of the dimensionless free energy f and tactoid volume v as

∂α

∂t
= −Γα

v

∂f

∂α
,

∂y

∂t
= −Γy

v

∂f

∂y
,

(3.2)

where Γα = Γ̃αV σ2/(K11 − K24) and Γy = Γ̃yV σ2/(K11 − K24) are our scaled fundamental

rates with dimensions of reciprocal seconds that do no longer depend on the volume of a

drop. Our approach should be equivalent to but extends that of Weirich et al. [17] and of

Almohammadi et al. [77], who balance the rate of change in mechanical energy with the

rate of energy dissipation for fixed values of our parameter y.

To numerically integrate the two rate equations described in Eq. 3.2, we apply the

(forward) Euler method function within the Mathematica package [80]. As initial condi-

tions, we use the solutions of ∂f/∂α = ∂f/∂y = 0 in the absence of an external field, so for

the case Σ = 0. A complete phase diagram describing the shape and director field of tac-

toids as a function of the dimensionless tactoid volume v and the dimensionless electric field

strength Σ can be found in our earlier work [73]. Notice that we can make time dimension-

less by defining τ = tΓα. In scaled time, our dynamical theory therefore introduces a single

additional dimensionless group, namely γ ≡ Γy/Γα. In our numerical evaluation of the

kinetic equations, we choose to make use of a time-adaptive approach in order to efficiently
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deal with the fast and slow processes that turn out to characterize the response of tactoids.

This means that we dynamically adjust the time step, referred to as dτ , during each evalu-

ation step. Specifically, we steadily increase dτ by a factor of 1.01 and assess the difference

between the new values of α and y relative to the ones of the previous time step. If the

difference is less than 0.001 for α(t+dτ)−α(t) < 0.001 α(t) or y(t+dτ)−y(t) < 0.001 y(t),

we continue with a new value of the time step dτ . Conversely, if one or both of the differ-

ences exceeds the mentioned thresholds, we divided dτ by a factor of 50 in each subsequent

time step. This adaptive approach is particularly useful in the late stages of simulation

when changes in α and y become exceedingly small, allowing us to expedite the numerical

evaluation of the kinetic equation.

Having presented the main ingredients of our theory, we next discuss our most

salient findings and compare our results with the experimental data of Metselaar et al. [40].

3.3 Results

To determine the conditions under which elongated tactoids can be observed, even

if only transiently, it is important to consider the following. As is now well established,

small nematic tactoids tend to have a uniform director field, while for sufficiently large

ones the director field is (for all intents and purposes) bipolar [6, 29, 30]. Switching on an

electric field only acts to reorient tactoids with a uniform director field but does not affect

their elongation. Bipolar ones reorient and do not become more elongated if their volume

is smaller than some critical value [40]. If sufficiently large, bipolar tactoids may elongate

substantially under the action of the field but only if somehow the director field remains
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bipolar and does somehow not immediately respond to the electric field [70, 73]. This can

only happen if (i) the ratio of the two fundamental relaxation rates γ = Γy/Γα is sufficiently

small and (ii) the volume of the drop is sufficiently large for the electric field to be able

to deform it. Making use of the scaling theory of our previous work [73], we deduce by

balancing the interfacial and Coulomb free energies that the latter happens if v ≫ Σ−1/3.

Note that, typically, the anchoring strength varies from about 1.5 to 6 [6]. For the tactoids

to be bipolar, we must in addition insist that v ≫ ω−5/2 [29]. The maximum aspect ratio

we expect to find, provided that these conditions are met, is R/r ∼ Σ3/7v1/7 ≫ 1 at the

level of the scaling theory, so ignoring any constants of proportionality. This shows that

the field strength more strongly impacts upon the maximum aspect ratio than the volume

does. Our numerical evaluation of the kinetic equations confirms this.

Now that we know under what conditions we might expect transients to arise, we

first explore how the ratio of fundamental relaxation rates γ influences the aspect ratio x

and bipolarness y of tactoids. Figure 3.2 shows the aspect ratio vs. time for different values

of γ, and fixed values of v = 105, Σ = 65, ω = 1.3, and κ = 20. The latter two values we

obtain from the properties of chitin tactoids in the absence of an electric field [73]. For these

values of the parameters, we have vΣ3 ≫ 1, and based on the scaling estimate we expect to

see an overshoot of the aspect ratio of the order of 10 to 100 if γ ≪ 1. Figure 3.2 confirms

this: the aspect ratio goes through a maximum before reaching its equilibrium value in the

late stages of the process, and the maximum value reached increases as the magnitude of

γ decreases. Also, the smaller the value of γ, the longer lived the high-aspect-ratio states

are. For late times, when the tactoids approach the true equilibrium state, the value of
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aspect ratio is not so large and does not depend on the ratio of γ. Hence, this confirms that

large aspect ratios are possible only for smaller values of γ when the director field has not

yet fully equilibrated. Fig. 3.3, showing the degree of bipolarness y as a function of time,

confirms this.

Fig. 3.3 shows that, not entirely unexpectedly, the smaller the value of γ the

more slowly the changes in bipolarness occur. This prevents the immediate alignment of

particles and therefore that of the director field with the applied external electric field. The

particles remain essentially enslaved to the surface anchoring until the internal dynamics

allow them to break free from this and relax to the equilibrium value. Fig. 3.3 shows that

there is some feedback between the two: whilst the bipolarness does increase monotonically

with time, it does seem to develop a weak “shoulder” around the region where the aspect

ratio of the droplets reaches its maximum. As time passes, the bipolarness of the tactoid

increases reaching its equilibrium value, which leads to a reduction in the aspect ratio to a

value consistent with our previous equilibrium results [73]. This is the key reason for the

presence of a maximum value for the aspect ratio as a function of time.

We next investigate the impact of the strength of the external electric field on

the shape and director-field structure of nematic tactoids. Figure 3.4 shows that the final,

equilibrium value of the aspect ratio does not appreciably depend on the electric field

strength, at least not for the values of Σ = 10, 100, 200, 400, 1000 and 2000 shown in the

graph and the dimensionless volume of the drop v = 102. This is consistent with previous

equilibrium studies, showing that the final state is characterized by a more or less uniform

director field and an aspect ratio that approaches the value of 2
√

ω if the field is sufficiently
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Figure 3.2: Aspect ratio x of a tactoid as a function of dimensionless time τ for different
values of the ratio γ of the fundamental relaxation rates associated with the response of
the director field and that of the aspect ratio. From top to bottom: γ = 0.01 (blue), 0.05
(yellow), 0.1 (green), 0.5 (red), 1 (purple), 10 (brown), 50 (light blue). The dimensionless
volume of the droplet is v = 105, the anchoring strength ω = 1.3, the dimensionless strength
of the electric field Σ = 65, and the ratio of the bend and splay elastic constants κ = 20.

Figure 3.3: Bipolarness of a tactoid y as a function of dimensionless time τ for the different
values of the ratio γ of the fundamental relaxation rates associated with the response of
the director field and that of the aspect ratio. From bottom to top: γ = 0.01 (blue), 0.05
(yellow), 0.1 (green), 0.5 (red), 1 (purple), 10 (brown), 50 (light blue). The dimensionless
volume of the droplet is v = 105, the anchoring strength ω = 1.3, the dimensionless strength
of the electric field Σ = 65, and the ratio of the bend and splay elastic constants κ = 20.

strong [70, 73]. Still, transients with a large aspect ratio do arise with a maximum that

increases with the strength of the electric field. We notice that the transients are very
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long-lived and more so the larger the field strength. A careful review of the plots of the

maximum value of aspect ratio found in Fig. 3.4) shows that it is proportional to Σ0.42. The

exponent is close to the prediction of 3/7 mentioned earlier. Fig. 3.4 also reveals that the

time for a tactoid to reach its maximum elongation becomes shorter as the strength of the

electric field becomes stronger. In fact, we find numerically that this time scales as Σ−0.77.

Figure 3.4: Aspect ratio x of tactoid as a function of dimensionless time τ for different
values of the dimensionless electric field strength Σ = 10, 100, 200, 400, 1000, 2000 (bottom
to top). The dimensionless volume of the droplet is v = 102, the anchoring strength ω = 1.3,
and the ratio of the bend and splay elastic constants κ = 20. The ratio of the fundamental
relaxation rates was set at a value of γ = 1/15.

Let us now explore how the bipolarness y of tactoids depends on the strength of

the electric field Σ. As shown in Fig. 3.5, the equilibrium value of bipolarness increases

with time, and more so the stronger the electric field. This means that the virtual point

defects (the focal points of the extrapolated bipolar director field) move away from the

poles of the tactoids and the director field becomes increasingly more homogeneous. A

careful examination of our numerical results for late times shows that it increases as Σ0.48.

This is consistent with the equilibrium theory of Safdari et al. [73], which predicts that the
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bipolarness grows with the field strength as Σ0.5. Comparing Figs. 3.4 and 3.5 also shows

that the relaxation of the bipolarness to its equilibrium value is very much more sluggish

than that of the aspect ratio. In fact, it is more sluggish than what we would expect based

on the value of γ, which in the figure is equal to 1/15. This is not all that surprising given

that any director field with bipolarness above a value of, say, three is difficult to distinguish

from a uniform director field. This implies that any response of the aspect ratio must be

very small beyond that.

Figure 3.5: Bipolarness of tactoid y as a function of the dimensionless time τ for the different
electric field strength Σ = 10, 100, 200, 400, 1000, 2000 (bottom to top). The dimensionless
volume of the droplet is v = 102, the anchoring strength ω = 1.3, and the ratio of the bend
and splay elastic constants κ = 20. The ratio of the fundamental relaxation rates was set
at a value of γ = 1/15.

Finally, we investigate the effect of the volume of a tactoid on both its bipolarness

and aspect ratio for a given external field and a given asymmetry in the relaxation dynamics

of the director field and the droplet shape. From the earlier-mentioned scaling theory we

expect that the director field is essentially uniform and the drop does not respond to any

alignment field other than aligning along the field direction if the dimensionless volume v is
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smaller than ω−5/2. For our choice of ω = 1.3, v needs to be much larger than unity for it to

have a noticeable degree of curvature of the director field. For the external field to be able

to straighten out the curved director field, v must be larger than about Σ−5/4 according to

the scaling theory. If we set Σ = 65, this implies that a tactoid responds to that field as

long the tactoid is bipolar, so v ≫ 1. The maximum value of the aspect ratio scales then

with the tactoid volume as v1/7, which predicts a very weak dependence on the volume.

Figures 3.6 and 3.7 show how a variation of the dimensionless volume for v =

1, 310, 2340 and 5780 affect the time-evolution of the aspect ratio and bipolarness following

the switching on of the electric field for Σ = 65, ω = 1.3, γ = 0.1 and κ = 20. The figure

confirms once more that the equilibrium value of the aspect ratio of a tactoid does not, as

expected, strongly depend on its volume [70, 73]. For v = 1 the director field is almost

uniform with y ≈ 3, so for this volume, the external field has very little impact on both

the aspect ratio and bipolarness. The larger tactoids are all essentially bipolar at time

zero, with a bipolarness y close to unity, and these do respond to the switching on of the

field. The aspect ratio of this larger droplet does exhibit transient overshoots, while their

bipolarness increases monotonically with time as the field straightens the director field.

Figure 3.6 confirms that the maximum value of the aspect ratio increases only

weakly with the dimensionless volume that we varied over four decades in magnitude. The

timescale required to reach this maximum value decreases with the volume of the drop

but also not very strongly. The same can be said about the relaxation of the director

field. The equilibrium value of the bipolarness does depend on the volume albeit not very

sensitivly. According to the scaling theory of Safdari et al., which is confirmed by numerical
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minimization of the free energy [73], we expect y to scale as v1/6. The late-stage results

shown in Fig. 3.7 agree with this prediction, as they should.

Figure 3.6: Aspect ratio of tactoids x as a function of time for the different dimension-
less volume v = 1, 310, 2340, 5780, 10000 (bottom to top, central part). The electric field
strength is Σ = 65, the anchoring strength ω = 1.3, the ratio of the fundamental relaxation
times γ = 1/15 and the ratio of the bend and splay elastic constants κ = 20

Figure 3.7: Bipolarness of tactoid y as a function of the dimensionless time τ for different
dimensionless volume v = 1, 310, 2340, 5780, 10000 (bottom to top on the right). The electric
field strength is Σ = 65, the anchoring strength ω = 1.3, the ratio of the fundamental
relaxation times γ = 1/15 and the ratio of the bend and splay elastic constants κ = 20.
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After having investigated the response of the switching on of an electric field, we

ask ourselves the question what happens when the electric field is turned off and the external

field is removed? Specifically, we are interested in understanding the dynamics of the change

in aspect ratio during the transition. Does it revert to its initial state swiftly? Or does

it remain relatively unchanged? This is a relevant question, because Metselaar et al. find

that switching off of the field prior to full relaxation in the presence of the field the largest

tactoids seem not to revert to the field-free aspect ratios in roughly the same amount time

as when the field was switched on [40]. See also Figure 3.1, noting that quantitative data

are not available.

To address these questions, we turn on and next turn off the electric field once

the tactoids have elongated to a certain fraction of the maximum value for Σ = 425 and

v = 5 · 103. The results of our numerical calculations are presented in Fig. 3.8. Consistent

with the experiments of Metselaar et al. [40], we find that the tactoids take more time to

approach their equilibrium configurations than the time required to elongate them. For

the case shown, the difference in time amounts to three or four orders of magnitude. We

notice that the state of elongation at which the field is switched off does not seem to strongly

influence the (dimensionless) relaxation time, which for all cases shown in the figure is about

70,000. The blue curve in Fig. 3.8 shows the situation when the electric field remains turned

on, showing a considerably slower convergence to the equilibrium state in the presence of

the field compared to the cases where the field was switched off, reverting to the equilibrium

state in the absence of an alignment field. Both are much larger, though, than the time

it takes to reach peak elongation. This illustrates that there are many very divergent
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timescales involved in the relaxation of tactoids, highlighting the non-linear character of

the kinetics at hand.

Figure 3.8: The evolution of the aspect ratio x as a function of the dimensionless time τ .
The thick solid blue curve shows the response to switching on of the field at time zero. The
curves in bold dash black, solid green, dotted red, dash-dotted pink, and thin dashed orange
show what happens after shutting of the field. The dimensionless volume of the droplet is
v = 5 · 103, the anchoring strength ω = 1.3, the strength of the electric field is Σ = 425,
the ratio of the bend and splay elastic constants κ = 20, and the ratio of the fundamental
relaxation rates γ = 1/15.

In the next section, we apply the theory developed here in order to interpret the

experimental results of Metselaar et al. [40].

3.4 Comparison with Experiment

In a series of measurements, Metselaar et al. recently measured the dimensions of

tactoids in different batches of an aqueous dispersion of chitin nanocrystals as a function

of time, following the application of a high-frequency AC electric field [40]. Experiments

were done for root-mean-square field strengths in the range from 160 V/mm to 450 V/mm

and frequencies ranging from 300 to 700 kHz. Even though the findings between different
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experiments differed quantitatively, qualitatively the results are consistent with each other.

Despite the small difference in the dielectric properties of the coexisting isotropic and ne-

matic phases, which are dominated by the contribution from the aqueous solvent, it turns

out that electric fields can significantly elongate tactoids at least if these are of sufficiently

large volume. See also Figure 3.1. In our previous work [73], focusing on the thermody-

namic properties of tactoids in an electric field, we showed we could only get reasonable

agreement between theory and experiment for the maximum elongation by invoking a re-

stricted equilibrium. In this restricted equilibrium, we fixed the bipolarness of the tactoids

to the equilibrium values obtained in the absence of the field.

Our aim here is to relax the restricted equilibrium, and adjust and calibrate our

relaxational model in order to achieve the closest possible alignment with the experimental

data. Given that the available data from different experiments agree only qualitatively, we

seek to reproduce trends rather than achieve quantitative agreement. For this, we use model

parameters obtained by fitting the theory to the available experimental data on field-free

aspect ratio for a range of tactoid volumes varying four orders of magnitude [73]. In our

previous work, we found the values for the anchoring strength ω = 1.3, the ratio of bend to

splay elastic constants κ = 20, and the extrapolation length (K11 − K24) /σ = 4 µm. Hence,

in the conversion of dimensionless volume v to dimension-bearing volume V we multiply v

by 64 to change the unit of our dimensionless volumes to µm3.

Fig. 3.9 shows the aspect ratio x = R/r vs. the actual time t in seconds for three

different tactoid volumes of V ≃ 20×103, 150×103 and 370×103 µm3. Shown are the ratios

of lengths and widths of the chitin tactoids obtained experimentally by Metselaar et al. [40],
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Figure 3.9: Time evolution of the aspect ratio of three droplets of different dimensionless
volumes v, indicated by different colors (from top to bottom on the right): solid green
for v = 5780, dash-dotted orange for v = 2340 and dashed blue for v = 310. Dots are
experimental data points extracted from Ref. [40] and the drawn curves display our curve
fits. We set the anchoring strength ω = 1.3, the ratio of bend to splay κ = 20, the
coefficient of the electric field strength Σ = 190 the ratio of relxation rate γ = 0.5 and
Γα = 1.6 × 10−4s−1. The r2 values for the quality of the curve fits are 0.61, 0.91, and 0.94
for dashed blue, dash-dotted orange and solid green curve respectively.

together with the solid curves that are the result of our curve-fitted numerical solutions to

the kinetic equations. Each color corresponds to a different volume. To find the best fit, we

applied a hyperparameter grid search (on the parameters Σ, γ and Γα) [82] and minimize

the so-called cost function,
∑

(xthe −xexp)2/N with N the number of data points, a measure

for the mean-square distance between the aspect ratio of the theoretical prediction xthe and

the experimental data points xexp. The values for the various parameters that we find are

γ = 0.5, Σ = 190 and Γα = 1.6 × 10−4s−1.

We get reasonable agreement between theory and experiments, noting that we use

the same values of all of the parameters except the volume of the drops, with coefficients

of determination r2 between 0.61 and 0.95. The curves clearly show that whilst the initial

response time goes down with increasing droplet volume, final equilibration actually slows
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down and takes longer the larger the tactoids. Our curve-fitting procedure produces maxima

that are not quite observed yet in the data, except perhaps for the smallest volume. It is

important to point out that setting γ ≪ 1 produces curves for which the maximum moves to

much larger times. In fact, setting γ = 0 and suppressing the maximum entirely produces

curve fits that have much smaller values of r2. In fact, a simple exponential relaxation,

put forward in a slightly different context in Refs. [17, 77], cannot describe the experiments

in any satisfactory way (results not shown). We expect that for times much larger than,

say, 7000 s, the experiments should show a downturn in the aspect ratio. This, now, is a

prediction amenable to experimental verification.
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Figure 3.10: Aspect ratio of tactoids x as a function of their volume V in µm3 for different
times. a) Experimental findings for chitin in water, taken from [40]. b) Our theoretical
predictions are based on the curve fitting. Parameter values for the theoretical predictions:
ω = 1.3, κ = 20, Σ = 500, γ = 1/20 and Γα = 1.6 × 10−4s−1. Results for the same moment
in time are presented with the same color. Blue circles: 120 seconds, red triangles: 210 s,
green squares: 410 s, black diamonds: 640 s, purple triangles: 850 s, orange triangles: 1080
s. See also the main text.
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In Figure 3.10a) and b) we compare for the time evolution of tactoids ranging three

orders in magnitude in size following the switching on of the electric field. Figure 3.10a)

shows the experimental findings for the aspect ratio x of the tactoids as a function volume,

and Figure 3.10b) the results of our numerical simulations, where we used the value of

Σ = 500 estimated from the restricted model of Ref. [73]. The other parameters we set

at γ = 0.05 and Γα = 1.6 × 10−4 s−1 to obtain reasonable agreement (by eye). Note

that the data set of the results of this figure is different from the one shown in Fig. 3.9.

Different colors and symbols are used to denote various points in time. Agreement is semi-

quantitative. The figures show that for larger droplets, a gradual increase in elongation

occurs over time due to the coupling to the external field. In contrast, smaller droplets

exhibit minimal changes in their aspect ratios, because the Coulomb energy is not strong

enough to be able to affect any changes in the droplet shape as it is strongly volume-

dependent. The behavior predicted from our model closely mirrors the trends observed

in the experimental data points, indicating an agreement between our simulations and the

experimental observations.

We stress that whilst from our perspective the experiments on tactoids in disper-

sion of chitin in water can only be understood in terms of an overshoot, so far we do not have

definitive experimental proof for it. On the other hand, overshoots have also been seen in a

more conventional setting of a droplet of water in oil albeit that in this case the overshoot is

more modest and arguably the result of a very different physical mechanism [83]. Our hope

is that the present work acts to stimulate follow-up experimental work on nematic tactoids

in electric fields.
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Chapter 4

The Dynamics of Viruslike Capsid

Assembly and Disassembly

4.1 Introduction

There are two major aspects to how viruses in general, and more specifically un-

enveloped, single-stranded RNA (ssRNA) viruses, infect living cells. The first is the role

of the viral genome, responsible for the replication of the virus inside of the host cell. The

second is that of the capsid, the protein shell that protects the genome of the virus until it

enters the cell in order to release its genome, and produce large numbers of virus particles

from the replicated genome and protein components. Therefore, virus capsids must be able

to function as a protective transporter as well as a deliverer of genome. These two func-

tions must be executed via controlled shell disassembly and reassembly, depending on the

environment and stage in the reproduction cycle [84, 85, 86, 87, 88, 89].
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Experimentally, in order to study the physical aspects of the disassembly and

reassembly of viruses use is often made of a simple, icosahedral plant virus known as Cowpea

Chlorotic Mottle Virus (CCMV). In vitro studies have shown that CCMV disassembles

spontaneously under appropriate solution conditions. This occurs when the buffer solution

containing the virus particles is suddenly changed from neutral to basic pH at high ionic

strength [90, 91, 92]. Conversely, solutions containing the coat proteins of CCMV, or those

of other viruses such as Brome Mosaic Virus (BMV) and Hepatitis B Virus (HBV), can

be made to spontaneously encapsulate negatively charged cargo, which does not need to

be the native genome but may include heterologous ssRNAs, synthetic polyanions, or even

nanocolloids [93, 94, 95, 96].

The self-assembled particles often have the same size or structure as the native

virus but this is not always the case [97, 98, 99, 100, 101]. In some cases, mixtures of

differently sized or structured particles self-assemble, as in fact, it is the case for HBV

even in vivo [102, 103]. In vitro, such size competition is often observed too, where the

predominance of a certain particle size, or so-called T -number, appears to depend on the

size of the cargo and even on the solution conditions [104, 105, 106]. We note that under

appropriate physico-chemical conditions, or by modifying the coat proteins, e.g., removing

or modifying the RNA binding domain, empty or filled capsids of different size and shape

may also be produced [107, 108, 109, 110, 111, 112].

The spontaneous conversion between assembled and disassembled states or that be-

tween different sizes of assembled particles, with or without cargo, is often modeled in terms

of a process akin to a thermodynamic phase transition [91, 105, 106, 113, 114, 115, 116, 117].
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This is possible, because (i) the number of proteins required to form a shell is sufficiently

large, typically many tens to hundreds of proteins, and (ii) the number of intermediates

consisting of incomplete assemblies is exceedingly small in comparison to the number of

free coat proteins and complete particles [118, 119]. The latter is believed to be caused by a

rim tension associated with proteins at the edge that miss contact with neighboring proteins

in the incomplete shell [120]. Scattering experiments [121] and computer simulations seem

to support this view [85, 122].

While we have a reasonable understanding of the thermodynamics of viruses and

virus-like particles, formed by empty capsids and capsids containing heterologous RNAs,

synthetic polyanions, nanocolloids etc., our understanding of the kinetics of assembly and

disassembly of such products remains very sketchy indeed [86, 123, 124, 125]. Experimen-

tally, this is in part due to limitations in the spatial and time resolution of the intermediate

structures between fully formed capsids and the free subunits in solution [84, 121]. The situ-

ation is even more complicated in the presence of a polyelectrolyte cargo [126], where differ-

ent assembly pathways have been identified that are referred to as “concerted” or “en mass”

vs “sequential”, which may depend on the solution conditions [93, 123, 127, 128, 129, 130].

Both seem to be governed by nucleation and growth stages.

Clearly, the assembly and disassembly of empty capsids is, in principle, concep-

tually the most simple as it involves only the coat proteins. Even if we focus on the

self-assembly kinetics of empty capsids, until recently the experimental focus was mainly on

assembly not disassembly. This is probably due to disassembly being a significantly more

sluggish process than assembly is, expressing itself in a strong hysteresis of the assembly
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and disassembly of virus capsids [120, 131, 132]. Available experimental data on a variant

of the HBV coat protein suggests that the disassembly pathway from fully formed capsid

to free monomers includes a stage where fractal aggregates are formed albeit that this may

well depend on the solution conditions [131]. CCMV capsids seem to involve two types of

intermediate states, one large and one small [125]. Again, a lack of spatial and temporal

resolution experimentally hampers obtaining a detailed picture of how precisely a virus cap-

sid disintegrates. Computer simulations suggest that in spite of its stochastic character the

onset of disassembly may involve only a limited number of distinct contacts between coat

proteins [133].

In a recent study, Timmermans et al. functionalized the coat protein of CCMV and

studied the reversible conversion between a T = 3 capsid at low pH and high ionic strength

and a T = 1 capsid at high pH and lower ionic strength [134]. For non-functionalized coat

proteins of CCMV, empty T = 3 capsids form due to hydrophobic interactions overwhelming

the electrostatics in a solution with 500 mM NaCl at a pH of 5.0, while no structures from

when the pH is increased and ionic strength decreased [135]. By functionalizing the coat

protein with elastin-like polypeptides, the hydrophobic interactions of the polypeptides at

a higher pH of 7.5 with a lower ionic strength of 100 mM NaCl dominate the electrostatic

interactions and form the smaller species of capsid [134]. This conversion requires the

disassembly of one species in order to assemble the other, as most of the coat proteins

present in solution turn out to reside in capsids and not in free protein. The conversion

of the modified CCMV coat proteins from T = 1 to T = 3 occurs much more slowly than

that from T = 3 to T = 1. To rationalize this finding, Timmermans et al. extended a
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classical nucleation theory for virus capsid assembly of a single capsid size to two capsid

sizes, introducing also a disassembly pathway [120], which allowed them to interpret their

results in terms of free energy barriers between the free monomers, and the T = 1 and T = 3

assembled states, as well as the differences in the binding free energy gains of assembly.

While classical nucleation theory seems to be able to describe the final assembly

products and match the experimental data quite well up to a few days after a quench, that

is, a sudden change in solution conditions, the curve fitting procedure turns out numeri-

cally demanding due to the large number of adjustable system parameters and the scatter

in the data. Hence, we ask the question if the experiments of Timmermans et al. can also

be described by a much simpler model, based on what in the theoretical phase transition

community is called Model A kinetics [136, 137]. This kind of kinetics is purely relaxational

and hinges on the concept of generalised forces in a free energy landscape. It was applied

before to describe the assembly and disassembly kinetics of a single type of empty cap-

sid [137]. Here, we extend it to mixtures of monomers and two species of capsid, and focus

on the conversion between these two types of capsid following a quench. For deep quenches

nucleation barriers are small, and such an approach should be appropriate.

The advantage of a Model A type of kinetic theory is that it involves the deter-

ministic time evolution of the conversions between individual coat protein subunits and

fully formed assemblies, which can be solved analytically for shallow quenches. Analytical

solutions are also possible for deep quenches at experimentally relevant timescales, namely

for early and late times. This circumstance allows us to identify driving forces in different

stages of the size conversion. Indeed, our calculations shows that in the early stages of the
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conversion the translational entropy of the free subunits drives the assembly of one of the

capsid species, whilst in the later stages the impact of differences in the binding free energy

of the two species of capsid predominates.

The remainder of this paper is structured as follows. We first reiterate the equilib-

rium theory for capsid competition, and analyze in detail the equation of state describing

the amount of proteins free and in T = 1 and T = 3 capsids as a function of the overall

concentration of coat proteins and two binding free energies. Next, we write the kinetic

equations for the fraction of proteins in the various species within the framework of Model

A kinetic theory [136], and express these in terms of the equilibrium quantities. We next

investigate analytically the evolution of the distribution of proteins for shallow quenches,

when initial and final solution conditions are close together, producing two elementary time

scales. By numerically solving the equations we confirm that under most quench conditions,

even if the initial and final states of aggregation are very different, the approach to equi-

librium involves two timescales that we are able to interpret. Next, we apply the theory

to the experimental data of Timmermans et al. [134], where we conclude that for those

experiments Model A kinetics describes the early and intermediate stages of the kinetics

reasonably well, but fails to reproduce the ratio of assembly products at the final stage

of experiments. It seems that an explicit description of nucleation processes is essential

to explain the experimental findings. In the final section, we summarize our results, and

discuss under what experimental conditions we expect our theory to work for all times.
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4.2 Equilibrium theory for capsid competition

Our first goal is to set up a statistical thermodynamic model describing the com-

petition between fully formed shells of different T -numbers as a function of the solution

conditions, which acts to drive the dynamics of the process. Based on the equilibrium the-

ory of capsid assembly, we need only consider the coat protein subunits free in solution and

those present in the complete capsids; incomplete intermediate structures (partially formed

capsids) are statistically highly improbable on account of a line tension associated with

missing neighbors of coat proteins making up the cap rim [118, 119, 120, 137, 138].

Presuming the solution to be dilute, we write the dimensionless free energy f per

coat protein as follows,

f = ηs ln c ηs − ηs +
∑
T

[
ηT

qT
ln c ηT

qT
− ηT

qT
+ ηT gT

]
(4.1)

in terms of the fraction of proteins in free solution ηs and those in the capsid species ηT

with T = 1, 3, 4, 7, ... the triangulation number of the capsids and associated aggregation

number qT . Below, we focus on the case where we only have two species in competition with

each other, namely T = 1 and T = 3, which are the most prevalent. (Competition between

pseudo T = 2 and T = 3 has been observed in the context of encapsulation of polyanions

by virus coat proteins [139].) Further, c ≪ 1 is the overall mole fraction of coat proteins

in solution, and gT the mean dimensionless binding free energy of a single coat protein in

a complete capsid of size T . For stable capsids to form, the latter must be negative, and

typically is in the range of −10 to −20 (in units of thermal energy) [106, 140].
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The free energy Eq. (4.1) is the sum of an ideal mixing entropy (stemming from

the translational entropy of each species) and the net binding free energy accounting for

the subunit-subunit interactions in a fully assembled capsid [140]. The optimal distribution

of the coat proteins over the various states of assembly minimizes the free energy, requiring

that (
∂f

∂ηT

)
c,gT ,ηT =ηT,∞

= 0, (4.2)

where we define ηT,∞ as the value of ηT under conditions of thermodynamic equilibrium.

Note that we eliminate the fraction of coat proteins in solution from the free energy by

making use of the conservation of mass by inserting the identity ηs = 1−
∑

T ηT . Demanding

eq. (4.2) to hold, the equations of state become

− ln
[
c

(
1 −

∑
T

ηT,∞

)]
+ 1

qT
ln cηT,∞

qT
+ gT = 0, (4.3)

representing the law of mass action for all potentially present capsid species.

For the case in which we have a competition between two distinct capsids with

triangulation numbers T and T ′ > T , mirroring the experiments of Timmermans et al. [134],

Eq. (4.3) tells us that we need to solve two equations of state self-consistently, namely

ln
[
c
(
1 − ηT,∞ − ηT ′,∞

)]
= 1

qT
ln c ηT,∞

qT
+ gT , (4.4)

= 1
qT ′

ln c ηT ′,∞
qT ′

+ gT ′ . (4.5)
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Note that qT ′/qT = T ′/T , which is larger than unity if without loss of generality we presume

that T ′ > T . Furthermore, qT = 60T if the coat proteins are monomers and qT = 30T if

they are dimers as is the case for CCMV.

In the limit of very small degrees of assembly where most proteins remain in free

solution and ηT,∞ ≪ 1, Eqs. (4.4) and (4.5) can be solved to give rise to the solutions

ηT ∼ qT c−1(c/c∗,T )qT and ηT ′ ∼ qT ′c−1(c/c∗,T ′)q
T ′ with c∗,T = exp(gT ) and c∗,T ′ = exp(gT ′)

critical concentrations associated with the binding free energies gT and gT ′ . Since typically

qT , qT ′ ≫ 1, the transition between the capsid-poor and capsid-rich states is very sharp

indeed. In fact, the larger the T number is, the sharper the transition.

Subtracting Eq. (4.4) from (4.5), and defining the difference in dimensionless bind-

ing free energies of the two species as ∆g ≡ gT ′ − gT , we obtain a simple relation between

the fraction of protein present in the two species of capsid

ηT,∞ = α
(
ηT ′,∞

)T/T ′
, (4.6)

where

α ≡
(

T

T ′

)T/T ′ (
qT

c

)1−T/T ′

exp (qT ∆g) . (4.7)

We immediately see that if α ≪ 1, which in essence implies ∆g < 0 as qT ≫ 1, we must have

ηT,∞ ≪ 1. In that case the T ′ species predominates. The two species are equally prevalent

if ηT = ηT ′ = αT ′/(T ′−T ) provided α < 2−(T ′−T )/T ′ as by definition ηT + ηT ′ < 1. Figure 4.1

illustrates the predicted competition between T = 1 and T ′ = 3 capsids. As shown in the

figure, for α = 2−2/3 ≃ 0.63 at relatively low degrees of assembly, most of the protein in
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capsids reside in the T = 1 structure. However, if almost all of the proteins present in

solution are in capsids, they divide equally among both structures for α ≃ 0.63. Since

α ∝ c−1+T/T ′ = c−2/3, we conclude that keeping everything else constant but increasing

the total protein concentration, the fraction of protein in T = 1 capsids decreases relative

to that in T ′ = 3 capsids. This conclusion extends to any mixture of capsids with T ′ > T .
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 3,

0.0
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= 0.01
= 0.63
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1, = 3,

Figure 4.1: Relation between the fraction of protein in T = 1 capsids, η1,∞, and that in
T = 3 capsids, η3,∞ (4.6), for different values of the parameter α, according to Eq. (4.7).
From top to bottom: α = 0.01 (red), α = 0.63 (purple), and α = 1.19 (blue). The dashed
lines demarcate the maximum value of η3,∞ for every value of η1,∞ for different maximum
fractions of subunits present in capsids: η1 + η3 = 1, 2/3 and 1/3 from top to bottom. The
solid black line describes the special case η3,∞ = η1,∞.

Since we have ηT,∞ as a function of ηT ′,∞, we can insert it in Eq. (4.5) to obtain

ln
[
1 − α

(
ηT ′,∞

)T/T ′
− ηT ′,∞

]
=

1
qT ′

ln
[

c ηT ′,∞
qT ′

]
+ ln

[
c∗,T ′

c

]
,

(4.8)
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for which we have not been able to find an exact analytical solution. However, if ηT ′,∞ is

not exceedingly small, the first term on the right-hand side of the equation is much smaller

than the second, and we can write

1 − α
(
ηT ′,∞

)T/T ′
− ηT ′,∞ =

(
c∗,T ′

c

)
. (4.9)

This equation can be solved analytically for some values of the ratio T ′/T . For instance,

for the competition between T = 1 and T = 3 capsids, we can write Eq. (4.9) as a cubic

equation for the quantity η3
3,∞. Instead of presenting the lengthy expressions, we here focus

on the limiting behavior of Eq. (4.9) to extract useful information.

Equation (4.9) reveals that if η3,∞ ≫ α3/2, we have η3,∞ ∼ 1 − (c∗,3/c) provided

that c ≳ c∗,3, and if c ≲ c∗,3 we must have η3,∞ ≈ 0. Interestingly, for the case in which

η3,∞ ≪ α2/3, we find that η3,∞ once more becomes very small. In that case we again retrieve

Eq. (4.9) from Eq. (4.8), except that c∗,3 will be replaced by c∗,1, leading to the asymptotic

relationship η1,∞ ∼ 1 − (c∗,1/c) for c ≳ c∗,1, while for c ≲ c∗,1 we obtain η1,∞ ≈ 0.

In conclusion, if c∗,3 ≪ c∗,1 and c ≲ c∗,3, almost no capsids form. However, for

c ≳ c∗,3 capsids do form, but they are mostly T = 3 structures, even if c ≳ c∗,1. If

the coat protein concentration is sufficiently large and c∗,1 ≈ c∗,3, both species form in

appreciable quantities. Notice that for c∗,1 ≈ c∗,3 to hold, the difference in binding free

energies of the two species must be much smaller than unity, |∆g| = |g3 − g1| ≪ 1. As the

binding free energies tend to be in the range from 10 to 20 in units of thermal energy, very

small differences in binding free energy are required to see co-existence between different T

numbers under conditions of thermodynamic equilibrium.
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Figures 4.2 and 4.3 illustrate the competition between the two capsid sizes as a

function of the binding free energies g1, g3 and ∆g at a coat protein concentration (mole

fraction) of c = 2 · 10−5. The coat proteins are presumed to be dimeric, mimicking the

experiments of Timmermans et al. performed with the modified CCMV coat proteins [134].

To this end, we set q1 = 30 and q3 = 90. For the given concentration of coat protein,

we expect capsids to disappear from solution if g1 and g3 are greater than approximately

ln 2 ·10−5 ≃ −11, as is confirmed by Fig. 4.2. According to Eq. (4.6), the crossover from the

T = 1 to T = 3 dominated regimes occurs for η1 ∞ = η3,∞ = 1/2 = α3/2. This translates

to a difference between the binding free energies of ∆g = g3 − g1 ≃ −0.3. The lack of

crossover for ∆g = 0 is due to the impact of entropy, which favors smaller capsids. Figure

4.3 confirms this fact, and shows η1,∞ and η3,∞ as a function of ∆g for different values of

g1 = −14, −11, −10.4, −9. We expect little assembly for g1 ≳ −10 because the concentration

then drops below the corresponding critical concentration. The figure confirms this trend

for both T numbers.

4.3 Kinetics of T-number conversion

Having obtained a clear understanding of the thermodynamics of mixtures of dif-

ferently sized capsids, we now set up a theory that aims to describe the time evolution of

the solution composition following a quench. Since we are interested in the deterministic

time evolution of the conversion between capsid species, we write the corresponding kinetic

equations in terms of what is known as Model A relaxational kinetics, following our earlier
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Figure 4.2: The equilibrium fraction of proteins in T = 1 capsids, η1, and in T = 3 capsids,
η3, as a function of the binding free energies of the two structures, g1 and g3 (see Eqs. 4.6
and 4.8). The orange surface shows η3 and the blue surface shows η1. The dimensionless
overall protein concentration was set at c = 2 · 10−5, and the aggregation numbers for the
two species set to values of q1 = 30 and q3 = 90 implying that the protein subunits are
dimers of the coat protein. See also the main text.
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Figure 4.3: The equilibrium fraction of protein in T = 3 capsids, η3 = η3,∞ (solid lines), and
T = 1 capsids, η1 = η1,∞ (dashed lines), as a function of the difference in the dimensionless
binding free energies ∆g ≡ g3 − g1. Shown are results for different values of g1, indicated
by different colors, with purple for g1 = −14, green for g1 = −11, blue for g1 = −10.4, and
red for g1 = −9. The dimensionless overall protein concentration was set at c = 2 · 10−5,
and the aggregation numbers set equal to q1 = 30 and q3 = 90 implying that the subunits
are dimers of the coat proteins. Note that the transition does not occur at ∆g = 0. See
also the main text.
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work on single capsid species assembly and disassembly [137]. The governing equations are

for the most general case, involving multiple species of capsids, given by

∂ηT

∂t
= −ΓT

∂f

∂ηT
, (4.10)

where ΓT are phenomenological rate constants associated with the various T -numbers. As

the quench experiments are done at fixed concentration [134], we need not consider their

dependence on the total concentration of coat proteins c. The possibility that the rate

constants depend on the concentration of free monomers cannot be excluded, in particular

the one for the species that assembles. We choose to ignore this and view the rate constants

as adjustable parameters, as is usually done in this kind of dynamical model. Notice that

because of the mass conservation ηs = 1 −
∑

T ηT , the time evolution of the free monomers

in solutions ∂ηs/∂t = −
∑

T ∂ηT /∂t can be easily obtained.

Investigating the conversion between two capsid species, we focus specifically on

the conversion between T = 1 and T = 3 capsids. By inserting our free energy, Eq. (4.1),

into the kinetic Eq. (4.10) for T = 1 and T = 3, and making use of the equations of state

for the two species of capsid, Eqs. (4.4) and (4.5), we obtain

∂η1
∂τ

= ln
(

1 − η1 − η3
1 − η1,∞ − η3,∞

)
− 1

q1
ln η1

η1,∞
, (4.11)

∂η3
∂τ

= Γ
[
ln
(

1 − η1 − η3
1 − η1,∞ − η3,∞

)
− 1

q3
ln η3

η3,∞

]
. (4.12)

Here, we have made the time t dimensionless by defining τ ≡ Γ1t, and introduced the kinetic

parameter Γ ≡ Γ3/Γ1 that depends on the relative rates of assembly and disassembly of
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the T = 3 and T = 1 capsids. As before, ηT,∞ denotes the fraction of coat proteins in each

species under conditions of thermodynamic equilibrium after the quench, as time goes to

τ → ∞ (hence the subscript ∞).

While we have not been able to solve these coupled differential equations exactly,

approximate analytical solutions can be found in certain experimentally relevant limits. For

instance, for shallow quenches or the late stages of the conversion for deep quenches, we can

set ηT (τ) = ηT,∞(1 + δT (τ)) where |δT (τ)| ≪ 1. Inserting this into Eqs. (4.11) and (4.12),

Taylor expanding these in terms of |δT (τ)| gives rise to a set of linear equations that can

be diagonalized. We refer to the Appendix .6 for details. The two fundamental relaxation

rates λ± obtained through solving the coupled equations are complicated functions of the

aggregation numbers and the equilibrium values of the fraction of proteins in the two species.

We here only quote their approximate values:

λ+ ∼ 1 + Γ
ηs,∞

+ · · · , (4.13)

where ηs,∞ = 1 − η1,∞ − η3,∞ is the fraction of coat proteins in free solution, and

λ− ∼ Γ
1 + Γ

[
1

η1,∞q1
+ 1

η3,∞q3

]
+ · · · (4.14)

to leading order in powers of 1/η1,∞q1 ≪ 1 and 1/η3,∞q3 ≪ 1. Notice that in the limits

Γ → 0 and Γ → ∞ one relaxation becomes infinitely faster than the other, as one would

expect. Figure 4.4, showing the numerically obtained values for the case q3 = 3q1 ≫ 1

confirms this.
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It appears that one of the relaxation rates, λ+, depends only on the final total

amount of assembled material, or, equivalently, on the fraction of free monomers, not on

how the material is distributed over the two competing capsid species. This suggests that

this rate describes the response of the free monomers. The other rate, λ− ≤ λ+, does

depend on the final distribution over the two capsid species and is not symmetrical with

respect to their fractions. It is tempting to assign this rate to the late-stage equilibration

involving mainly the two types of capsid and less so that of the free protein subunits.

Figure 4.4: Dimensionless fundamental relaxation rates λ± of the linearized kinetic equa-
tions (4.11) and (4.12) describing the conversion between T = 1 and T = 3 capsids as a
function of the fraction of T = 3 capsids η3 and kinetic coefficient Γ = 1. The blue surface
shows λ− and the orange one λ+. We set q3 = 3q1 = 90 to model CCMV capsid coat
proteins that are present in solution as dimers.

We believe that this explains most of our numerical results discussed in more detail

in the next section, namely that the fraction of proteins in monomers relaxes relatively fast

to its final value, after which the assembly of one type of capsid becomes enslaved by the

disassembly of the other. Naïvely, this would suggest that in that case we can ignore the first

term on the right-hand side of Eqs. (4.11) and (4.12), making the kinetic equations amenable
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to analytical solution [137]. However, these solutions cannot be correct, because then η1

and η3 would evolve independently from each other. Indeed, these solutions violate the

equality ∂η1/∂τ = −∂η3/∂τ that holds if the concentration of free subunits ηs = 1 − η1 − η3

was constant.

For initial conditions where ηT (0)/ηT,∞ are not very large or very small and for

sufficiently short times τ ≪ τ− ≡ λ−1
− , we are however able to find an analytical solution

for the fraction of proteins in free solution ηs = 1 − η1 − η3. For this, we first ignore the

last terms in eqs. (4.11) and (4.12), and obtain ∂η1/∂τ = Γ−1∂η3/∂τ = ln(ηs(τ)/ηs,∞).

Subsequently combining these two equations gives a dynamical equation for ηs that can be

solved exactly to give

(
1 + Γ
ηs,∞

)
τ = λ+τ = li

[
ηs(0)
ηs,∞

]
− li

[
ηs(τ)
ηs,∞

]
, (4.15)

where li[x] =
∫ x

0 dy(1/ ln y) is the logarithmic integral. For the first equality we used the

identity given in eq. (4.13). This confirms that λ+ must indeed be the relaxation rate

associated with the early-stage kinetics dominated by the free monomers and one of the

capsid species, in particular if Γ ≫ 1 or Γ ≪ 1.

Consequently, the initial response to the quench must be driven primarily by the

translational entropy of the free subunits and the binding free energy of the capsid species.

In contrast, the late-stage relaxation, in which there are protein exchanges between the

two types of capsids, is basically driven by differences in the binding free energies of the

proteins in these two species. Our numerical results, discussed in the next section, confirm

this picture albeit with notable exceptions.
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Chapter 5

Results

5.1 Numerical results

We solved the coupled differential equations (4.11) and (4.12) numerically using

the SciPy library scipy.integrate [141], investigating the interconversion of T = 1 and T = 3

capsids. We systematically varied all input parameters, that is, (i) the starting compositions

η1(0) and η3(0), (ii) the final compositions η1,∞ and η3,∞, and (iii) the ratio of assembly

rates Γ, taking as representative values 0.1, 1, and 10. To select the appropriate time

interval dτ for our numerical studies, we demand that the concentration changes after each

time step should be less than 1%. If the concentration change exceeds 1%, we decrease

the time interval. Our results turn out to become invariant of the time interval step for

dτ < 10−3 for all cases investigated. For our discussion below, we set its value at dτ = 10−4.

We focus in this section on three interesting types of numerical experiments: (i)

one starting with a large fraction of proteins equally distributed in both capsids and ending

with a large fraction of proteins only in one of the capsids (see Fig. 5.1); (ii) one where the
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initial state is one with almost no capsids present in solution, but where most proteins are

in capsids in the final (equilibrium) state (Fig. 5.2); (iii) one starting with a large fraction of

proteins only in one of the capsids and ending with a large fraction of proteins in the other

capsid (Fig. 5.3). We discuss these three general classes using representative examples.

Figure 5.1 shows the time evolution of the various species present in the solution

from the initial conditions η1(0) = η3(0) = 0.40 to the final states η1,∞ = 0.80 and η3,∞ =

0.18. So, we start off with equal amounts of 40% coat proteins in T = 1 and in T = 3

capsids, and 20% in free solution, ending in much more protein in T = 1 than in T = 3,

that is, 80% vs 18%, and almost no free protein. Independent of the rate Γ that defines how

swiftly the material in T = 3 capsids responds to changes in the thermodynamic conditions

relative to that in T = 1 capsids, the fraction of free monomers indicated by the green

curves in Fig. 5.1 decreases monotonically to reach its final steady-state value well before

the proteins in capsids have reached a steady state at longer times. We observed this

behavior for over 100 cases that we have investigated. This also seems to be consistent with

the outcome of the experiments of Timmermans et al., who also observe a nearly constant

monomer fraction from the earliest time they were able to do the measurements [134]. See

also the next section.

If Γ = 0.1, the response of the fraction of proteins in T = 3 capsids is relatively

slow, while for Γ = 10 it is fast. This means that if Γ = 0.1, the T = 1 capsids, which

are thermodynamically more stable than the T = 3 capsids, quickly absorb monomers from

solution to increase their number, whilst the T = 3 capsids do not disassemble yet on

account of their slow dynamics. This is what the dotted red and blue curves in Fig. 5.1
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Figure 5.1: Time evolution of the fraction of coat proteins ηT in capsids with triangulation
numbers T = 1 (red) and T = 3 (blue), as well as the fraction in monomers 1 − η1 − η3
(green), as a function of dimensionless time τ . Indicated are results for different values of
the ratio of assembly rates Γ = 10 (solid), Γ = 1 (dashed), and Γ = 0.1 (dotted). The initial
conditions are η1(0) = η3(0) = 0.40 and the final states are η1,∞ = 0.80 and η3,∞ = 0.18.
We set q3 = 3q1 = 90 presuming the coat proteins to form dimers. See also the main text.

indicate. The figure also reveals that at much later time, after η1 having reached a pseudo

plateau, T = 3 shells start to disassemble in order to form additional T = 1 shells at a more

or less constant fraction of free coat proteins in solution. So, for this small value of Γ the

conversion of T = 3 into T = 1 capsids happens in two steps, first involving the formation

of T = 1 capsids using free monomers, and subsequently T = 1 capsids forms upon the

disassembly of T = 3 capsids.

Something similar happens for Γ = 10, shown in Fig. 5.1 by the solid curves, but

now reversed. In this case, even though the T = 3 shell is less stable than the T = 1 shell,

both capsids are more stable than free monomers are. Thus, in the beginning, T = 3 shells

start to assemble thereby depleting the free monomers from solution. Next, η3 reaches a

pseudo plateau, where it remains constant for quite some time, after which the T = 3 shells
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disassemble in favor of the T = 1 shells that in the end are more thermodynamically stable.

This happens at a more or less constant free monomer concentration. In this case, the

fraction of T = 3 capsids first increases from its initial value and then decreases to a value

lower than the initial value. Our results for Γ = 1 are similar to those for Γ = 10, except

that the overshoot of η3 is much smaller and happens much later.

A careful analysis of Fig. 5.1 thus reveals that there must be two time scales

involved, not just in the linear response discussed in the preceding section, see Eqs. (4.13)

and (4.14), but also in the full, non-linear response of the system of coat proteins and capsid

shells to a quench. If we translate the relaxation rates λ± of Eqs. (4.13) and (4.14), obtained

from a linear response analysis, to relaxation times τ± ≡ λ−1
± , then we find τ+ ≃ 0.018 and

τ− ≃ 110 for Γ = 0.1, and τ+ ≃ 0.0018 and τ− ≃ 11 for Γ = 10. This roughly matches the

time scales of the two processes as may be verified in Fig. 5.1.

The picture that emerges remains valid even if we start off from mostly free

monomers, as is illustrated in Fig. 5.2. Here, we monitor the time evolution of the var-

ious species present in the solution from the initial conditions η1(0) = η3(0) = 0.001 to the

final states η1,∞ = 0.001 and η3,∞ = 0.80. So, we initiate the assembly with equal amounts

of 0.1% coat protein in T = 1 and T = 3 capsids, and 99.8% in free solution, ending in

much more protein in T = 3 than in T = 1 with 80% vs 0.1%, and 19.9% free protein.

We note that if Γ = 0.1 the response of the fraction of proteins in T = 3 shells is

relatively slow, while for Γ = 10 it is fast. Hence, if Γ = 0.1, T = 1 capsids swiftly assemble

by absorbing free monomers from solution even though the T = 3 shells are the more stable

of the two. The thermodynamic stability of the T = 1 capsids exceeds that of the free
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Figure 5.2: Time evolution of the fraction of coat proteins ηT in capsids with triangulation
numbers T = 1 (red) and T = 3 (blue), as well as the fraction in monomers 1 − η1 − η3
(green), as a function of dimensionless time τ . Indicated are results for different values of
the ratio of assembly rates Γ = 10 (solid), Γ = 1 (dashed), and Γ = 0.1 (dotted). The initial
conditions are η1(0) = η3(0) = 0.001 and the final states are η1,∞ = 0.001 and η3,∞ = 0.80.
We set q3 = 3q1 = 90 presuming the coat proteins to form dimers. See also the main text.

monomers, driving the assembly of the metastable species. As the dotted line in Fig. 5.2

shows, after some time these particles disassemble again in favor of the T = 3 shells. This

happens at a more or less constant concentration of free monomers. Again we see that the

competition in time involves two species only: first the proteins in T = 1 capsids and in

free solution respond to the quench, and after that the protein subunits in T = 1 and T = 3

shells readjust to reach a state of thermodynamic equilibrium.

It transpires that for the given conditions, T = 1 shells appear only temporarily.

The larger the value of Γ, the less pronounced this effect is. The appearance and disap-

pearance of the smaller species produces a shoulder and a pseudo plateau in the fraction

of protein in the larger species, not dissimilar to what we saw in Fig. 5.1. Again, two time

scales appear that we associate with the elementary rates λ±. Translated to relaxation
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times, we obtain τ+ ≃ 0.026 and τ− ≃ 12 for Γ = 0.1 and τ+ ≃ 0.012 and τ− ≃ 0.25 for

Γ = 10. This roughly matches the time scales of the two processes, as revealed in Fig. 5.2.

Note that to obtain these numbers, we used the full expression given in Eq. (.48) in ap-

pendix A rather than the asymptotic Eqs. (13) and (14) as η1,∞q1 is not large enough for

these asymptotic expressions to hold.

The final case that we discuss is that where η1(0) = 0.2 and η3(0) = 0.6, and

η1,∞ = 0.6 and η3,∞ = 0.2. So, we are deeply in the polymerized regime, with 80% of

monomers in capsids: 60% in T = 3 shells and 20% in T = 1 shells at time zero. In

thermal equilibrium, these numbers are reversed but their total fraction remains the same.

This turns out a special case. Figure 5.3 reveals that, even though the starting and ending

fractions of free monomers are the same, the conversion of T = 3 into T = 1 capsids occurs

at approximately constant free monomer fraction. For Γ = 10 there is a slight overshoot

(solid line), whilst for Γ = 1 and Γ = 0.1 there is a slight undershoot (dashed and dotted

lines). The over- and undershoots are very small indeed, at most a few per cent.

Again there are two time scales, one of which signifies the onset of the very small

over- or undershoot of the free monomers. This happens well before the fraction of protein

in capsids responds significantly. The second (much larger larger) time scale is associated

with the conversion between the large and smaller species of capsid, and with the relaxation

of the monomer concentration back to its equilibrium value. The corresponding relaxation

times we obtain from the rates of Eqs. (13) and (14) are τ+ ≃ 0.18 and τ− ≃ 100 for Γ = 0.1

and τ+ ≃ 0.018 and τ− ≃ 10 for Γ = 10. These numbers agree again approximately with

what is shown in Figure 5.3 and in Fig. 5.4, where we zoom in on the time evolution of the

87



10 4 10 3 10 2 10 1 100 101 102 103
0.0

0.2

0.4

0.6

0.8

1.0

T

1

3
1 1 3

Figure 5.3: Time evolution of the fraction of coat proteins ηT in capsids with triangulation
numbers T = 1 (red) and T = 3 (blue), as well as the fraction in monomers 1 − η1 − η3
(green), as a function of dimensionless time τ . Indicated are results for different values of
the ratio of assembly rates Γ = 10 (solid), Γ = 1 (dashed), and Γ = 0.1 (dotted). The
initial conditions are η1(0) = 0.2 and η3(0) = 0.6 and the final states are η1,∞ = 0.6 and
η3,∞ = 0.2. We set q3 = 3q1 = 90 presuming the coat proteins to form dimers. See also the
main text.

fraction of free monomers. The latter figure also points at the existence of relatively long-

lived pseudo plateaus characterized by out-of-equilibrium concentrations of free monomers.

The question arises, what happens if we swap the initial and final fractions for the

case shown in Fig. 5.3. We expect from the fundamental relaxation times τ± this situation to

be quite different: τ+ does not change since the fraction of free protein does not change, but

the second time scale changes considerably to τ− = 60 for Γ = 0.1 and τ− = 6.0 for Γ = 10

compared to τ− ≃ 100 and τ− ≃ 10, respectively. So, the dynamics does change and cannot

be compensated for by simply taking the reciprocal value of Γ. See also Fig. 5.4, showing

the time evolution of the fraction of monomer units in free solution for the T = 1 → T = 3

(green lines) and T = 3 → T = 1 (black lines) conversions. This makes the assembly

and disassembly dynamics fundamentally asymmetric, which is also the case for that of a

88



single species [137]. The effect is not very pronounced, though, as already mentioned and

as a comparison of the different curves in Fig. 5.4 shows. The most remarkable difference

between the cases T = 1 → T = 3 (green lines) and T = 3 → T = 1 (black lines) is in the

over- and undershoots, which are reversed for corresponding values of Γ.

10 4 10 3 10 2 10 1 100 101 102 103

0.194

0.196

0.198

0.200
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1
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3

T = 1 T = 3
T = 3 T = 1

Figure 5.4: Time evolution of the fraction of monomers 1 − η1 − η3, as a function of
dimensionless time τ . Indicated are results for different values of the ratio of assembly
rates Γ = 10 (solid), Γ = 1 (dashed), and Γ = 0.1 (dotted). The initial conditions for
T = 3 → T = 1 (black) are η1(0) = 0.2 and η3(0) = 0.6 with final states η1,∞ = 0.6 and
η3,∞ = 0.2. For the T = 1 → T = 3 (green) we swap the initial and final conditions of
T = 3 → T = 1. We set q3 = 3q1 = 90 presuming the coat proteins to form dimers. See
also the main text.

This ends our discussion of the numerical evaluation of the dynamical equations.

We next apply the theory in order to describe the experiments of Timmermans et al. [134].

5.2 Comparison with Experiment

In the experiments of Timmermans et al., aqueous solutions containing CCMV

coat proteins functionalized with a hydrophobic elastin-like polypeptide form T = 3 capsids
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at pH equal to 5 and ionic strength of 0.5 M whilst at a pH of 7.5 and ionic strength of 0.1

M, they assemble into the smaller T = 1 capsids [134]. The sizes were established using a

combination of size exclusion chromatography (SEC) and transmission electron microscopy.

Changing (by means of a dialysis step) the acidity and ionic strength from pH 7.5 and 0.1

M to pH 5 and 0.5 M leads to the slow conversion of smaller capsids into larger ones, as is

evidenced by SEC. Conversely, SEC also shows that changing the acidity from pH 5 to pH

7.5 and the ionic strength from 0.5 M to 0.1 M leads to the conversion of the larger into

the smaller species. Since partial capsids are neither observed in the SEC traces nor in the

electron micrographs, the conclusion is that the unstable species disassembles into protein

subunits (dimers) that reassemble into the stable species.

Both types of conversions are exceedingly slow to complete. Starting off from

100% T = 3 capsids, after 168 hours only 70% of T = 1 capsids are produced, indicating the

conversion has not yet completed at that time. One final data point at 1608 hours shows 92%

T = 1 capsids. The initial response to the change in solution conditions is relatively swift;

however, after about 2 hours, the rate of conversion slows down considerably. Something

rather similar happens in the T = 1 → 3 conversion experiments, starting off at 100%

T = 1, the process slows down after about 24 hours. After 168 hours the conversion is only

60% complete. The final data point at 1440 hours shows 98% conversion. In the absence of

data between 168 and the final measurements at 1608 and 1440 hours for the two types of

experiment, we cannot be certain how long the conversion between species actually takes

even if we treat the last points (both taken after about two months) as essentially complete.
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Although our model produces a short and a long timescale, mimicking what Tim-

mermans et al. observe experimentally, we have not been able to accurately describe the

conversion for times below 168 hours and get a complete or near-complete conversion af-

ter two months. In this respect, our model is lacking compared to the classical nucleation

theory [134], which nicely describes the experiments. However, if we take the data up to

168 hours at face value, assuming that the system has reached the steady state and ignore

the full conversion that happens between 168 hours and two months, we can describe the

experimental data rather well.

To fit our model to the experimental data of Timmermans et al., [134] we minimize

the sum of the cost functions or, equivalently, maximize the coefficient of determination r2,

between the numerical solutions to our coupled equations and the experimental observations

for each species. We define the cost function as Σ(ηtheo − ηexp)2/Σ(ηexp − ηexp)2 = 1 − r2,

where the sum is over all data points for each species, ηtheo are the fitted values obtained

from the theory, ηexp are the experimental data, and ηexp = Σηexp/N where the sum is

again over all data points over each species with N = 20 the number of experimental data

points for each conversion experiment. Note that we calculate r2
1 for the conversion of T = 1

to T = 3 and r2
3 for the conversion of T = 3 to T = 1. We then maximize the average

value of (r2
1 + r2

3)/2. The optimization is accomplished by implementing a hyperparameter

optimization method of the grid search variant. [82]

The values for Γ1 and Γ follow from the hyperparameter optimization and the

subsequent model fitting. In order to do the model fitting, we took the initial conditions to

be the average of the experimental measurements for the T = 1 and T = 3 species. We ran a
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grid search for the equilibrium conditions and their corresponding rate constants [142]. The

search for η1,∞ and η3,∞ spanned from the smallest to largest species fraction measurements.

More specifically, we set one limit of the search to be ηT (0) and the other limit to be

ηT (30hr). We then partitioned this so that the step is 0.01. The value of ηT,∞ was chosen

in between the range of experimental data. The rate constants Γ1 and Γ were determined by

an extensive search of possible values. When determining the cost function, we first scaled

the time axis such that tΓ1 = τ and then found Γ in order to numerically solve Eqs. (4.11)

and (4.12). To convert back to experimental time, we take t = τ/Γ1.

In our curve-fitting procedure, we take the initial and final fractions to match the

values experimentally observed in the time frame from 0 to 168 hours, and optimize the

phenomenological rate constant ratio Γ. It is important to point out that the actual zero

time in the experiments is not known accurately on account of the experimental procedure

that involves a dialysis step. We refer to the original publication of Timmermans et al. for

experimental details [134]. The SEC data are consistent with the presence of a fraction

of small protein subunits, identified as coat protein dimers, two larger species of particle

associated with the T = 1 and T = 3 capsids, and much larger particles that could be

aggregates of (incomplete) capsids or protein subunits. The fraction of protein aggregates

remains practically constant over the course of time, as does the fraction of free subunits.

We count the material in aggregates as part of the fraction of subunits. We do not expect

this to significantly affect the numbers of capsids in view of the long timescales involved in

assembly and disassembly. Hence, we take the SEC data at face value.
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Figure 5.5 shows the results of the combined sets of experiments for the conversion

of T = 1 to T = 3 particles. Also indicated are our model fits (solid lines) to the indicated

experimental data (symbols). To obtain the curve fits, we set the initial fractions at η1(0) =

0.86 and η3(0) = 0.02, and the equilibrium fractions at η1,∞ = 0.42 and η3,∞ = 0.44. From

the latter, and using Eq. (4.3), we conclude that the binding free energies must be equal

to g1 ≈ −11.4 and is g3 ≈ −11.7 indicating ∆g = −0.3. The curve fitting produces an

optimal ratio of rate constants Γ = Γ3/Γ1 = 23.5 where the corresponding rate constant

for the T = 1 species Γ1 is 1.0 hrs−1, using a time step of dt = 0.0001 hrs. Agreement

between theory and experiment is fair with an r2 value of 0.884, where we observe that the

agreement is less accurate in the later stages compared to the initial stages. The theory

appears to overlook the slight increase in free protein subunit concentration that occurs in

the later stages of the process. On the other hand, the scatter in the data is quite large and

the two experimental data sets shown only agree approximately with each other.

Figure 5.6 shows the results of the quench experiments, which began with a solution

primarily containing T = 3 particles and progressed to conditions where the most dominant

species is the T = 1 ones. Again, the symbols indicate the two sets of experimental data

and the solid lines the fits to the data. We set the initial fractions at η1(0) = 0.01 and

η3(0) = 0.72, and the equilibrium fractions at η1,∞ = 0.50 and η3,∞ = 0.30. From the latter,

we obtain for binding energies g1 ≈ −11.1 and g3 ≈ −11.3, indicating that ∆g = −0.2. We

extract Γ = 0.60 and Γ1 = 15.2 hrs−1, using a time step dτ = 0.0001 hrs. The agreement

between theory and experiment has significantly improved, with an r2 value of 0.909, even

though the scatter in the data remains quite substantial. Notice that we do recover the

93



10 1 100 101 102

t (hrs)

0.0

0.2

0.4

0.6

0.8

T

T = 1 T = 3
1

3
1 1 3

Figure 5.5: Fraction of protein in various species ηT as a function of time t in hours.
Symbols: results from two data sets where following a quench T = 3 capsids convert into
T = 1 capsids. Only the first 168 hours of the measurements of Timmermans et al. [134]
are shown. The red, blue, and green lines indicate the fractions of T = 1, T = 3, and free
subunits. See also the main text.

virtually constant fraction of protein subunits. Table 5.1 shows the rate constants and

binding free energies obtained from our data fitting analysis of the interconversion of T = 1

and T = 3.

If we compare the binding free energies g1 and g3 that we obtain with those from the

nucleation theory in Ref. [134], we find that our values are somewhat smaller in magnitude.

Conversion Γ1 [hrs]−1 Γ3 [hrs]−1 Γ g1 g3 ∆g

T = 1 → T = 3 1.0 23.5 23.5 -11.4 -11.7 -0.3
T = 3 → T = 1 15.2 9.1 0.60 -11.1 -11.3 -0.2

Table 5.1: The numerical values of the model parameters obtained from fitting the re-
laxational model to the experimental data for the conversions of T = 1 → T = 3 and
T = 3 → T = 1 capsids with at dτ = 0.01. Γ1 and Γ3 are the relaxation rates associated
with the assembly and disassembly of the T = 1 and T = 3 capsids, and Γ = Γ3/Γ1 their
ratio. The dimensionless free energies of binding of coat protein subunits are g1 and g3, and
∆g = g3 − g1 their difference. See also the main text.
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Figure 5.6: Fraction of protein in various species ηT as a function of time t in hours.
Symbols: results from two data sets where following a quench T = 1 capsids convert into
T = 3 capsids. Only the first 168 hours of the measurements of Timmermans et al. [134]
are shown. The red, blue, and green lines indicate the fractions of T = 1, T = 3, and free
subunits. See also the main text.

The slightly less negative values that we find should not come as a complete surprise, as

our analysis aimed to produce a pseudo-plateau for times approaching 168 hours, which we

considered as equilibrium. In contrast, Timmermans et al. considered the fractions of the

two capsid species after two months as equilibrium values, by which time the less stable

species had largely disappeared from the solution.

We further conclude that for the T = 1 → 3 conversion experiments Γ3 > Γ1,

while for the T = 3 → 1 conversion Γ3 < Γ1. So, for the former type of experiments, the

relaxation rate associated with the T = 3 particle is larger than that associated with the

T = 1 particle, and for the latter the reverse is the case. Since ΓT is a phenomenological

rate that somehow incorporates forward and backward rates, this finding is difficult to

interpret. The fundamental relaxation time associated with the free monomers that can be

deduced from Eq. (4.13), is just below 0.01 h (so less than one minute) for both types of
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experiments, which explains why the prediction for the fraction of free monomer subunits

remains constant on the time scale of the experiments.

Having completed our discussion of the comparison between theory and experi-

ment, we next summarize our findings and discuss in greater detail the conditions under

which our model is likely to be accurate or inaccurate.
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Chapter 6

Conclusion

This thesis investigates three distinct yet interconnected projects, each contribut-

ing to our understanding of soft matter dynamics.

The first project examines tactoids, spindle-shaped droplets of uniaxial nematic

phases coexisting with isotropic phases, as seen in various colloidal dispersions such as

actin and fd virus. Recent experiments on tactoids of chitin nanocrystals in water show

that electric fields can very strongly elongate tactoids, although the dielectric properties of

the coexisting isotropic and nematic phases differ only slightly. However, this observation

conflicts with the predictions of Monte Carlo simulations, which anticipate such extreme

elongation, indicating that this is not the equilibrium state. We developed an equilibrium

theory in which the bipolarness of the director field is allowed to freely adjust to mini-

mize the combined elastic, surface, and Coulomb energies of the system. We explore the

elongation and behavior of the director field in tactoids, considering factors such as tac-

toid size, electric field strength, surface tension, anchoring strength, elastic constants, and
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anisotropy in electric susceptibility. The study finds that significant elongation occurs only

if the director field is bipolar or quasi-bipolar and initially frozen.

In the second project, we developed a kinetic theory and proposed a relaxation

model based on the Oseen-Frank free energy. The model employs two reaction coordinates

to represent the director field and the elongation of the droplets, analyzing their time-

dependent evolution after the application of an electric field. Depending on the relative

magnitudes of the fundamental relaxation rates associated with these reaction coordinates,

our findings reveal that the droplet aspect ratio can exhibit a significant and prolonged

overshoot before eventually settling to its smaller equilibrium value. This delay in the

director-field curvature response aligns with the observed experimental behavior. Overall,

our theory provides a reasonable description of the experimental data.

The third project develops a kinetic model of virus capsid assembly and size inter-

conversion, inspired by cowpea chlorotic mottle virus experiments. Using Model A kinetics,

it describes two time scales of relaxation following environmental changes, which prompt

reversible transitions between different capsid sizes. The model explains the intermediate

and early conversion stages but highlights the need to incorporate nucleation barriers to

fully capture the final equilibration stage of assembly.

Together, these projects advance models that deepen our understanding of complex

soft matter behaviors, from tactoid formation to virus assembly.
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Chapter 7

Appendix

.1 Bipolar cordinate

In this section, we describe the bispherical coordinates used in the paper to define

the structure of our tactoids [27, 29, 38, 60]. Bispherical coordinates are a three-dimensional

orthogonal coordinate obtained by rotating the two-dimensional bipolar coordinate system

about the axis that connects the two foci F1 and F2, see Figs. 1-3 below. We note that

there is more than one way to define bipolar coordinates. Within a bipolar coordinate

system, every point P on a curve can be described by two parameters that we denote τ

and η. Here, τ = log(d1/d2) with d1 and d2 the distance from each focal point F1 and F2

to that point on the curve, see Fig. .1. As shown in the figure, η corresponds to the angle

that sees these two focal points.
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Figure .1: Parameters in bipolar coordinates: Each point P on a curve can be described by
two parameters τ and η. The angle η at point P sees the two foci while τ is the logarithm
of the ratio of distances to two fixed (focal) points. The values of η and τ are constant
on the red and blue circles, respectively. The three-dimensional bispherical coordinate can
be obtained by rotating the bipolar coordinate around the axis connecting the two focal
points F1 and F − 2. The third coordinate in the bispherical coordinate is denoted by the
azimuthal angle ϕ not shown in the figure. Adopted from [61]

The element of a surface in bispherical coordinate can be written as dA = hηhτ dηdτ , where

hη = hτ = a

cosh τ − cos η
(.1)

with 2a the distance between two focal points. The rest of this section focuses on the

derivation of the metric given in Eq. .1.

We first find the relation between the bispherical and cylindrical coordinates based

on Fig. .2. For simplicity, we assume a point on the curve in the ϕ = 0 plane and write,

d2
2 = (z − a)2 + r2,

d2
1 = (z + a)2 + r2.

(.2)

To obtain z and r as a function of τ and η, we set d1 = d2eτ and find,
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Figure .2: The relation between cylindrical coordinates and bispherical coordinates. For
simplicity, we assume a point on the curve in the ϕ = 0 plane.

z = a sinh τ

cosh τ − cos η
,

r = a sin η

cosh τ − cos η
.

(.3)

Since the azimuthal angle ϕ is the same in both cylindrical and bispherical coor-

dinates, we can easily obtain the relation between Cartesian and bispherical coordinates as

follows, 

x = a sin η cos ϕ

cosh τ − cos η
0 < η < π

y = a sin η sin ϕ

cosh τ − cos η
− ∞ < τ < ∞

z = a sinh τ

cosh τ − cos η
0 < ϕ < 2π

(.4)

We note that the value of τ is constant in blue circles shown in Fig .3.
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Figure .3: Both ξ and τ along with η are constant values on blue circles and red arcs
respectively. xc is the x-component of the right larger blue circle from the origin and the
Rc is the radius of the same circle.

It is straightforward to show that the center and radius of each circle are xc =

a/tanh τ and Rc = a/sinh τ , respectively.

Instead of the parameter τ , one can use the angle ξ presented in Fig. .3 with cot ξ =√
x2

c − R2
c/Rc, see Fig. .3. So, we can replace instead of xc and Rc their functions. Now,

the Cartesian coordinate x, y and z can be defined as a function of bispherical coordinate

(ξ, η, ϕ) 

x = a sin η sin ξ cos ϕ

1 + sin ξ cos η
0 < η < π

y = a sin η sin ξ sin ϕ

1 + sin ξ cos η
0 < ξ < π

z = a cos ξ

1 + sin ξ cos η
0 < ϕ < 2π

(.5)

Since the bipoloar coordinate system is orthogonal, its metric tensor is diagonal.
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Using Eq. .5, we can find the diagonal terms h2
ξ = gξξ as follows,

h2
ξ = gξξ =

∑
k

(
∂Xk

∂ξ

)2
=
(

∂x

∂ξ

)2
+
(

∂y

∂ξ

)2
+
(

∂z

∂ξ

)2
. (.6)

The other diagonal components can be calculated the same way. Finally, we find,



hξ = a

1 + sin ξ cos η
,

hη = a sin ξ

1 + sin ξ cos η
,

hϕ = a sin ξ sin η

1 + sin ξ cos η
.

(.7)

.2 Some useful relations in the bispherical coordinate

To obtain the free energy of a tactoid, we need to calculate (∇ · n), (n · (∇ × n))

, (n × (∇ × n)) and (∇ · (n∇ · n + n × (∇ × n))) with n the director field. Consider a

general vector A = A1û1 + A2û2 + A3û3. Its divergence in the bispherical coordinate reads

∇ · A = 1
h1h2h3

( ∂

∂u1
(h2h3A1) + ∂

∂u2
(h1h3A2) + ∂

∂u3
(h1h2A3)) (.8)

and the curl is,

∇ × A = 1
h2h3

( ∂

∂u2
(h3A3) − ∂

∂u3
(h2A2))û1

+ 1
h1h3

( ∂

∂u3
(h1A1) − ∂

∂u1
(h3A3))û2 + 1

h1h2
( ∂

∂u1
(h2A2) − ∂

∂u2
(h1A1))û3

(.9)
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The divergence and curl of vector n = 1ξ̂ + 0η̂ + 0ϕ̂ then become

∇ · n = 1
hξhηhϕ

∂

∂ξ
(hηhϕ)

= (1 + sin ξ cos η)3

a3 sin2 ξ sin η
( ∂

∂ξ

a2 sin2 ξ sin η

(1 + sin ξ cos η)2 )

= 2
a

cot ξ

(.10)

∇ × n = 1
hξhϕ

(
∂

∂ϕ
hξ

)
η̂ − 1

hξhη

(
∂

∂η
hξ

)
ϕ̂

= (1 + sin ξ cos η)2

a2 sin ξ

(
∂

∂η

a

1 + sin ξ cos η

)
ϕ̂

= −sin η

a
ϕ̂

(.11)

We can easily see that n · ∇ × n = 0 and that

n × ∇ × n = 1
a sin η

(
ξ̂ × ϕ̂

)
= 1

a sin ηη̂. (.12)

.3 Scaling theory

To obtain the scaling behavior of the free energy of a tactoid, we set the volume

of the droplet V = r2R and its surface area S = rR. As in the main text, the bipolarness

is denoted by y = R̃/R and the aspect ratio by x = R/r. To find the free energy, we need

to calculate the volume integral of (∇ · n)2 and |n × ∇ × n|2 and (E · n)2 and the surface

integral of (q · n)2, in terms of x, y and V .

Considering that ∇·n is proportional to R/R̃2, the splay term can then be written

as
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∫
(∇ · n)2 dV ∝ R2

R̃4 r2R ∝ y−4x−1V 1/3x−1/3, (.13)

where we have used the relation r ∝ V 1/3x−1/3 between r and V in the last term. One

can also argue that |∇ × n| is proportional to r/R̃2 because as the width of the droplet

increase, the contribution to the bending energy increases too. Further, the bending energy

decreases if the director-field becomes more homogeneous. Thus the bending term can be

written as

∫
|n × (∇ × n)|2dV ∝ R4

R̃4
r3

R3 r ∝ y−4x−3V 1/3x−1/3. (.14)

Next we need to calculate the scaling behavior of the q · n term associated with

the anchoring strength contribution to the free energy. In Sect. V below, we show that

q · n ∼
(

r

R
− Rr

R̃2

)
. (.15)

Thus the contribution of the anchoring strength term to the surface energy scales as,

∫
ω (q · n)2 dS ∝ ωrR

(
r

R
− Rr

R̃2

)2
∝ ωrR

(
r

R

)2
(

1 − R2

R̃2

)
∝ ωV 2/3x−5/3

(
1 − y−2

)
.

(.16)

Finally, we need to calculate the interaction of director-field with the electric field as follows,

− 1
8π

ϵa

∫
(E · n)2 dV ∝ −ϵaE2 R2r2

R̃4 r2R ∝ −ϵaE2y−4x−2V, (.17)
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where we have used the expression obtained in Sect. V below for E · n in the limit of large

R̃.

.4 Free energy in bispherical coordinates

In this section, we derive Eqs. 5-13 in the main text. We parametrize the director

field n ≡ t/|t| in the cylindrical coordinate with t = 2ρzρ̂ − (R̃2 + ρ2 − z2)ẑ. Here, as in

the main text, R̃ is the distance between the (virtual) boojums, R is the length of droplet

and ρ̂ and ẑ are the unit vector along the radial direction and the main axis of the tactoid

in a cylindrical coordinate system, respectively. In a bispherical coordinate system, we have

ρ = R sin ξ sin η/Z and z = R cos ξ/Z with Z = 1 + sin ξ cos η.

We first calculate the divergence and curl of n in the cylindrical coordinate and

then transfer them to the bispherical one in order to obtain the free energy of a droplet

illustrated in Fig. 2. In the cylindrical coordinate, we have

∇ · n = 1
ρ

∂ρnρ

∂ρ
+ 1

ρ

∂nφ

∂φ
+ ∂nz

∂z (.18)

with

n = 2ρz√
4ρ2z2 +

(
R̃2 + ρ2 − z2

)2
ρ̂ −

(
R̃2 + ρ2 − z2

)
√

4ρ2z2 +
(
R̃2 + ρ2 − z2

)2
ẑ (.19)

After some tedious calculation, we find

∇ · n = 4z(
4ρ2z2 +

(
R̃2 + ρ2 − z2

)2
)1/2 , (.20)
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and

(∇ · n)2 = 16z2

4ρ2z2 +
(
R̃2 + ρ2 − z2

)2

= 4R−2 cos2 ξ

Z2
(

sin2 ξ sin2 η cos2 ξ/Z4 +
(
R̃2/2R2 + sin2 ξ sin2 η/2Z2 − cos2 ξ/2Z2

)2
) .

(.21)

We set the denominator of the above equation equal to N , and simplify it to find

N =
(

sin2 ξ sin2 ηR̃2/R2 +
(
Z/2

(
R̃2/2R2 − 1

)
+ sin ξ cos η

)2
)

(.22)

It is straightforward to show that

NR4 = |t|2Z2, (.23)

which we will use later. The curl in the cylindrical coordinate can be calculated as follows,

∇ × n =
(1

ρ

∂nz

∂φ
− ∂nφ

∂z

)
ρ̂ +

(
∂nρ

∂z
− ∂nz

∂ρ

)
φ̂ + 1

ρ

(
∂

∂ρ
(ρnφ) − ∂nρ

∂φ

)
ẑ, (.24)

which becomes,

∇ × n =
2ρ
(
R̃2 + ρ2 − z2

)2
+ 8ρ3z2(

4ρ2z2 +
(
R̃2 + ρ2 − z2

)2
)3/2 φ̂ = 2ρ(

4ρ2z2 +
(
R̃2 + ρ2 − z2

)2
)1/2 φ̂. (.25)
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Using the above equation, we can calculate the following term

|n × (∇ × n)|2 = 4R2 sin2 ξ sin2 ηZ−2

|t|2

= 4R2 sin2 ξ sin2 ηZ−2

NR4Z−2

= 4R−2 sin2 ξ sin2 η

N
,

(.26)

which we will use later when we calculate the bending energy.

To calculate the contribution of anchoring strength to the free energy, we need

to calculate the term (q · n)2 with q the normal vector to the surface. Setting the unit

tangent vector to the surface with t′, we then find (t′ × n)2 = (q · n)2. We emphasize

that t′ is the tangent vector to the surface, not the tangent vector to the field lines that

we denoted t above. The unit tangent vector t′ can be written as t′ ≡ t′′/|t′′| with t′′ =

2ρzρ̂ − (R2 + ρ2 − z2)ẑ. Therefore,

|q · n| = |t′′ × t|
|t′′||t|

=

∣∣∣(2ρzρ̂ −
(
R2 + ρ2 − z2) ẑ

)
×
(
2ρzρ̂ −

(
R̃2 + ρ2 − z2

)
ẑ
)∣∣∣√

4ρ2z2 + (R2 + ρ2 − z2)2
√

4ρ2z2 −
(
R̃2 + ρ2 − z2

)2
, (.27)

or, in the bispherical coordinate, we can finally write

|q · n|2 =
4 sin2 η cos2 ξ

(
R̃2/R2 − 1

)2

4N
. (.28)

Last but not least, we need to calculate E · n to obtain the effect of the interaction

of the external field E with the tactoid. Considering that n = t/|t| and assuming that the

electric field is in the z direction, we find
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(E · t)2

|t|2
=

E2
(
R̃2 + ρ2 − z2

)2

|t|2

=
E2R4Z−4

(
Z2R̃2/R2 + sin2 ξ sin2 η − cos2 ξ

)2

NR4Z−2

=
E2
(
Z2R̃2/R2 + sin2 ξ sin2 η − cos2 ξ

)2

N (1 + sin ξ cos η)2 .

(.29)

To obtain the free energy given in Eq. 5 in the main text, we insert into Eq. 2 of

the paper the expressions obtained above for (∇ · n)2 (Eq. .21), |n × (∇ × n)|2 (Eq. .26),

|q · n|2 (Eq. .28), and E · n (Eq. .29). Note that the volume of a droplet in the bispherical

coordinate can be written as,

V (α, R) =
∫ 2π

0

∫ α

0

∫ π

0
hξhηhϕ dξ dη dϕ = R3ϕv (α) , (.30)

where α is the angle shown in Fig. 2 in the main text, ϕv(α) is

ϕv(α) = 7π

3 + π

2

(1 − 4α cot α + 3 cos 2α

sin2 α

)
, (.31)

and the surface can be expressed as

S (α, R) =
∫ 2π

0

∫ π

0
hξhϕ dξ dϕ = R2, ϕσ (α) (.32)

with

ϕσ(α) = 4π

(1 − α cot α

sin α

)
. (.33)
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Using Eq. .28, the term in the free energy originating from the anchoring of the director

field to the interface is

ϕω(α, y) = 1
R2

∫ 2π

0

∫ π

0
(q · n)2 hξhϕ dξ dϕ

= π

2 (y2 − 1)2 sin3 α

∫ π

0
dξ

[
sin ξ cos2 ξ

N(y, ξ, α) (1 + sin ξ cos α)2

]
,

(.34)

which is equal to Eq. 8 in the main text and cannot be solved analytically.

Note that we have set η = α in the expressions given in Eqs. (8) and (9) in the

paper.

Using Eq. .21, we can also calculate the contribution of the splay deformation to

the Frank elastic energy as follows,

ϕ11(α, y) = 1
R

∫ 2π

0

∫ π

0

∫ α

0
(∇ · n)2 hξhηhϕ dξ dη dϕ

=8π

∫ π

0
dξ

∫ α

0
dη

sin2 ξ cos2 ξ sin η

N(y, ξ, η) (1 + sin ξ cos η)3 ,

(.35)

which cannot be solved analytically either.

Using Eq. .26, the contribution of the bend elastic deformation reads

ϕ33(α, y) = 1
R

∫ 2π

0

∫ π

0

∫ α

0
|n × ∇ × n|2hξhηhϕ dξ dη dϕ

=8π

∫ π

0
dξ

∫ α

0
dη

sin4 ξ sin3 η

N(y, ξ, η) (1 + sin ξ cos η)3 .

(.36)
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Finally, the free energy of the interaction of the nematic drop with an electric field

yields an even more daunting integral,

ϕC(α, y) = 1
R3

∫ 2π

0

∫ π

0

∫ α

0
(E · n)2 hξhηhϕ dξ dη dϕ

= 8π

∫ π

0
dξ

∫ α

0
dη

sin2 ξ sin η

(1 + sin ξ cos η)3

×
E2

z

(
Z2R̃2/R2 + sin2 ξ sin2 η − cos2 ξ

)2

N (1 + sin ξ cos η)2 .

(.37)

.5 Small opening angle

In this section we calculate the free energy in the limit of the small opening angle.

We first expand ϕv (α) and ϕσ (α) given in Eqs. .31 and .33 in the limit of small α,

ϕv (α) = 7π

3 + π

2 sin2 α
(1 − 4α cot α + 3 cos (2α)) ∼ 4πα2

15 (.38)

and

ϕσ (α) = 4π
1 − α cot α

sin α
∼ 4πα

3 , (.39)

and next calculate different contributions to the free energy. Using Eq. .34, the term

associated with the anchoring strength in the limit of small α becomes,

ϕω(α, y) = π

2
(
y2 − 1

)2
sin3 α

∫ π

0
dξ

[
sin ξ cos2 ξ

N(y, ξ, α) (1 + sin ξ cos α)2

]

∼
(
y2 − 1

)2
sin3 α

∫ π

0
dξ

sin ξ cos2 ξ

(1 + sin ξ)4 y4

∼
(
y2 − 1

)2
y−4α3

∼
(
1 − y−2

)2
α3.

(.40)
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We employ Eq. .40 to calculate the term associated with the anchoring strength given in

Eq. 5 of the paper in the limit of small α,

ϕω (α, y)
ϕ

2/3
v (α)

∼
(
1 − y−2

)2
α3α−4/3 ∼

(
1 − y−2

)2
α5/3 ∼

(
1 − y−2

)2
x−5/3. (.41)

Using Eq. .35 in the limit of small α, we find,

ϕ11(α, y) = 8π

∫ π

0
dξ

∫ α

0
dη

sin2 ξ cos2 ξ sin η

N(y, ξ, η) (1 + sin ξ cos η)3

∼ y−4α2
∫ π

0

sin2 ξ cos2 ξ

y4 (1 + sin ξ)5

∼ y−4α2.

(.42)

We employ Eq. .42 to calculate the contribution of the splay term to Eq. 5 in the paper,

ϕ11 (α, y)
ϕ

1/3
v (α)

∼ y−4α4/3 ∼ y−4x−4/3. (.43)

Next, to obtain the contribution of the bending term, we calculate Eq. .36 in the limit of

small α:

ϕ33(α, y) = 8π

∫ π

0
dξ

∫ α

0
dη

sin4 ξ sin3 η

N(y, ξ, η) (1 + sin ξ cos η)3

∼ y−4α4
∫ π

0

sin4 ξ

(1 + sin ξ)5

∼ y−4α4,

(.44)

and use it to find the contribution of bending energy to Eq. 5 of the paper as follows:

ϕ33 (α, y)
ϕ

1/3
v (α)

∼ y−4α10/3 ∼ y−4x−10/3. (.45)
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Finally, the interaction with the electric field
∫

(E · n)2 dV in the limit of small α becomes,

−
∫

(E · n)2 dV = −
∫ E2

z

(
R̃2 + ρ2 − z2

)2

4ρ2z2 +
(
R̃2 + ρ2 − z2

)2 dV

= −
∫

E2
z

1 + 4ρ2z2(
R̃2 + ρ2 − z2

)2


−1

dV

∼ −
∫

E2
z

1 − 4 sin2 ξ cos2 ξ sin2 η(
Z2R̃2/R2 + sin2 ξ sin2 η − cos2 ξ

)2

 dV

∼ − E2
z R3α4

∫ π

0

4 sin2 ξ cos2 ξ

R̃4/R4
sin2 ξ

(1 + sin ξ)3 dξ

∼ − V E2
z x−2y−4,

(.46)

where the dropped the integral as it is just a number. All equations obtained in this section

in the limit of the small opening angle are in agreement with the scaling theory presented

in the main text.

.6 Linear analysis

To investigate the dynamical Eqs. (4.11) and (4.12) at the level of a linear response

theory, we insert η1(τ) = η1,∞(1 + δ1(τ)) and η3(τ) = η3,∞(1 + δ3(τ)) with |δ1(τ)| ≪ 1

and |δ3(τ)| ≪ 1 perturbations to the steady-state (equilibrium) values η1,∞ and η3,∞, and

linearize them. This produces a set of equations that can be put in the form of the matrix

equation dδ/dτ = −M · δ, where δ ≡ (δ1, δ3)T is the perturbation vector and the kinetic

matrix M becomes

M ≡


1

ηs,∞
+ 1

q1η1,∞

η3,∞
η1,∞ηs,∞

Γ η1,∞
η3,∞ηs,∞

Γ
(

1
ηs,∞

+ 1
q3η3,∞

)
 , (.47)
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with ηs,∞ = 1 − η1,∞ − η3,∞ the equilibrium fraction of protein subunits free in solution. To

find the eigenvalues λ± of the matrix M, we write det (M − λ±I) = 0 with I the identity

matrix, and obtain

λ± = 1
2a ± 1

2
√

a2 − 4b, (.48)

with

a ≡ 1
ηs,∞

+ 1
q1η1,∞

+ Γ
(

1
ηs,∞

+ 1
q3η3,∞

)
, (.49)

and

b ≡ Γ
ηs,∞

[
1

q1η1,∞
+ 1

q3η3,∞
+ ηs,∞

q1η1,∞q3η3,∞

]
. (.50)

In the limit where 4b/a2 ≪ 1, the eigenvalues representing the fundamental relax-

ation rates reduce to

λ+ ∼ a ×
(

1 − b

a2

)
(.51)

and

λ− ∼ a × b

a2 , (.52)

up to linear order in b/a2. Notice that to leading order λ− ∼ λ+b/a2, implying that

λ− ≪ λ+ and there must be a strong separation of time scales. Under conditions where

q1η1,∞ ≫ ηs,∞ and q3η3,∞ ≫ ηs,∞, these expressions simplify to Eqs. (4.13) and (4.14). For

these conditions to hold, we must have q1η1,∞ ≫ 1 and q3η3,∞ ≫ 1: the equilibrium (final)

fraction of proteins in both types of capsids cannot be smaller than the reciprocal of their

aggregation numbers.
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Obviously, for the rates to remain real numbers, we must insist that 4b ≤ a2. For

Γ → 0 and Γ → ∞, this is easily verified but for arbitrary values this is not so trivial noting

that η1,∞ and η3,∞ are not independent (see Eq. (4.6)). Figure 4.4, showing λ± for Γ = 1,

suggests this is always the case. Finally, if 4b → a2, the rates approach each other and

become equal to

λ± ∼ 1
2a, (.53)

indicating in this particular case the presence of a single time scale.

The solution for δ(τ), can be written in terms of a linear combination of the

(unnormalized) eigenvectors v± associated with the eigenvalues λ±,

δ(τ) = c+v+ exp{(−λ+τ)} + c−v− exp{(−λ−τ)}, (.54)

where

v± =


η3,∞η−1

1,∞η−1
s,∞

η−1
s,∞ + q−1

1 η−1
1,∞ − λ±

−1

 , (.55)

and c+ and c− are constants that are fixed by the initial conditions δ(0) = c+v+ + c−v−,

noting that δT (0) = (ηT (0)/ηT,∞) − 1. Notice also that v± are not orthogonal, unless Γ = 1

and η1,∞ = η3,∞ in which case the matrix M is symmetric. If 4b = a2, there is only one

eigenvector.
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.7 Complete capsid conversions

We made an attempt to fit the experimental data precisely according to our theory,

focusing on achieving an exact match between the concentrations of T = 1 and T = 3 after

two months. To account for the experimental conditions where only one species is expected

to survive at the end, we assigned greater significance to the end points during the data

fitting process. Figures .4 and .5 clearly indicate that obtaining a satisfactory fit to the

experimental data is not feasible under these conditions.

Figure .4 shows the experimental data illustrating the conversion of a solution

primarily composed of T = 1 particles to a solution where the dominant species are the

T = 3 particles after t = 1440 hrs. In line with the main text, the symbols represent two

sets of experimental data, while the solid lines represent the fitted curves. Our objective

is to determine the best-fitting line that passes through the last final experimental data

point. The initial conditions are set to η1(0) = 0.86 and η3(0) = 0.02, and the equilibrium

fractions are set at η1,∞ = 0.02 and η3,∞ = 0.85. Using these equilibrium fractions, we

derive binding energies of g1 = −11.4 and g3 = −11.8, indicating a difference of ∆g = −0.4.

The corresponding rate constants are Γ1 = 39.0 hrs−1 and Γ3 = 0.04 hrs−1, resulting in

Γ = 0.001. The agreement between theory and experiment is clearly not ideal with an r2

value of 0.61. Table .1 presents the rate constants and binding free energies obtained from

our data fitting analysis of the interconversion between T = 1 and T = 3.

Figure .5 shows the experimental data illustrating the conversion of a solution

primarily composed of T = 3 particles to a solution where the dominant species are the

T = 1 particles after t = 1608 hrs. The initial conditions are set to η1(0) = 0.01 and
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η3(0) = 0.72, and the equilibrium fractions are set at η1,∞ = 0.62 and η3,∞ = 0.04. Using

these equilibrium fractions, we derive binding energies of g1 = −10.5 and g3 = −10.8,

indicating a difference of ∆g = −0.3. The corresponding rate constants are Γ1 = 1.8 hrs−1

and Γ3 = 7.8 hrs−1, resulting in Γ = 4.4. The agreement between theory and experiment is

again not ideal, with an r2 value of 0.425. Table .1 presents the rate constants and binding

free energies obtained from our data fitting analysis of the interconversion between T = 3

and T = 1.
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Figure .4: Fraction of protein in various species ηT as a function of time t in hours. Symbols:
results from two data sets where following a quench T = 1 capsids convert into T = 3
capsids. For two months of the measurements of Timmermans et al. [134] are shown. The
red, blue, and green lines indicate the fractions of T = 1, T = 3, and free subunits. See the
text in Appendix B.

Conversion Γ1 [hrs]−1 Γ3 [hrs]−1 Γ g1 g3 ∆g

T = 1 → T = 3 39.0 0.04 0.001 -11.4 -11.8 -0.4
T = 3 → T = 1 1.8 7.8 4.4 -10.5 -10.8 -0.3

Table .1: The numerical values of the model parameters obtained from fitting the re-
laxational model to the experimental data for the complete two month conversions of
T = 1 → T = 3 and T = 3 → T = 1 capsids with dτ = 0.01. Γ1 and Γ3 are the
relaxation rates associated with the assembly and disassembly of the T = 1 and T = 3 cap-
sids, and Γ = Γ3/Γ1 their ratio. The dimensionless free energies of binding of coat protein
subunits are g1 and g3, and ∆g = g3 − g1 their difference. See also the main text.
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Figure .5: Fraction of protein in various species ηT as a function of time t in hours. Symbols:
results from two data sets where following a quench T = 3 capsids convert into T = 1
capsids. For two months of the measurements of Timmermans et al. [134] are shown. The
red, blue, and green lines indicate the fractions of T = 1, T = 3, and free subunits. See also
the text in Appendix B.
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