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Structural and Processing Equivalences Between Graphical and Vector-based
Models of Knowledge Representation

Shufan Mao
University of Illinois at Urbana Champaign, Urbana, Illinois, United States

Jon Willits
University of Illinois at Urbana-Champaign, Champaign, Illinois, United States

Abstract

Both network (graph) and vector space are two representational forms commonly used inmodeling knowledge structures
and processes, but their relationship has not been extensively explored. In this paper, we conceptualize and formally
show that these two types of models can be related in terms of both structure and process. In particular, the traditional
and ‘higher order’ cosine similarity in the vector space is mathematically equivalent to intersecting activation spread on
a network after traversing direct and indirect paths. Inspired by this equivalence, we transfer graphical techniques to
vector space modeling and demonstrate that the ‘higher-order’ information embedded in the vector space can be used
to create more powerful representations and accelerate learning in neural networks. Our result may have profound
implications for both cognitive representational theory and machine learning practice.
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