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Abstract

Successful creative understanding requires that a reasoner be
able to manipulate known concepts in order to understand novel
ones. A major problem arises, however, when one considers
exactly how these manipulations are to be bounded. If a bound
is imposed which is too loose, the reasoner is likely to create
bizarre understandings rather than useful creative ones. On
the other hand, if the bound is too tight, the reasoner will not
have the flexibility needed to deal with a wide range of creative
understanding experiences. Our approach is to make use of
a principled ontology as one source of reasonable bounding.
This allows our creative understanding theory to have good ex-
planatory power about the process while allowing the computer
implementation of the theory (the ISAAC system) to be flexi-
ble without being bizarre in the task domain of reading science
fiction short stories.

Introduction

Over the last several years, we have been developing a func-
tional theory of creative reading (see, e.g., Moorman & Ram,
1994a; Moorman & Ram, 1994b). The theory is being im-
plemented in the ISAAC reading system, which reads short
science-fiction stories. An important portion of the theory in-
volves the ability to understand novel concepts, which we call
creative understanding. The theory has now been developed
to a point that we are able to carefully evaluate the precise role
that ontology is playing in the process of creative understand-
ing. The questions to answer include: What are the theory's
ontological commitments?; Where do they come from?; What
power do they impart on the theory?; and What limitations do
they create?.

The Creative Understanding Process

In order to comprehend texts with novel concepts, we hypoth-
esize the use of a creative understanding process (Moorman
& Ram, 1994c), made up of four tasks: memory retrieval,
analogy, base-constructive analogy, and problem reformula-
tion. When a concept is presented to the reasoner, the memory
task is used to discover if it is previously known. If it is and if
the preexisting knowledge is sufficient to allow the concept to
be explained or to make predictions about the concept, then
understanding is successful. If there is no existing concept
or if existing concepts do not allow explanation and predic-
tion, then the remaining three tasks are called upon to pro-
duce a creative understanding of the novel concept. Analogy
attempts to find a functionally-consistent mapping between
concepts which were retrieved and the one being considered.
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Base-constructive analogy is called upon if no concepts ex-
ist with which to draw an analogy from; in this case, a new
base may be dynamically created for use in an analogy by
appealing to known concepts. If the reasoner realizes that the
current understanding focus is not the correct one, problem
reformulation is invoked; this acts to refocus the reasoner so
that successful understanding is more likely to occur. The
process iteratively continues until either a successful under-
standing is achieved or the reasoner is willing to “give up” on
understanding.

While performing the creative understanding, the reasoner
may need to manipulate existing concepts in order to achieve
success. It is here that some constraint must be maintained
to avoid the problem of bizarreness. Bizarre understanding
occurs when an understanding is reached which is not useful
to the reasoner. For example, suppose a reader begins a story
which starts with a character, John, slapping another character,
Mary. One predictive question which could be generated is
why John would do such a thing. One understanding of
the event is that it occurred because space aliens from the
Vega system has controlled John's mind in an experiment to
test human reaction to violent behavior. And, in the scope
of a science-fiction story, this might even be the eventual
solution. However, assuming this at this point in the story
with the information provided is premature and not useful for
comprehending the rest of the narrative. Thus, we classify
this understanding as bizarre.

There are two primary elements which we use to guide
the modification process: satisfaction and ontology. The sat-
isfaction solution bounds the creative understanding process
by virtue of it existing within a larger cognitive task—in our
case, reading. Understanding can be said to be successful as
soon as the quality of explanation or prediction provided is
high enough to allow the reading process to continue. As an
example, consider the world of Star Trek. The warp drive is
an example of a concept which must be understood to com-
prehend the stories. But, if a particular story has the warp
drive functioning normally, then the reader can be satisfied
by simply understanding that it provides a way to get from
point A to point B really, really quickly. On the other hand, if
a story involves the breakdown of the antimatter in the warp
core, areader has to reach a higher level of understanding with
respect to the warp drive, or the comprehension of the story
will be impaired. In this fashion, the reader will never push a
concept to the level at which it becomes bizarre.! However,

'Note that we are not saying that this is the only strategy that a
reader may use. Readers with an interest in faster-than-light travel,



the satisfaction solution is only part of the answer. Added
to it is the ontology solution; that is, it is necessary to cre-
ate a knowledge organization which refiects the world of the
reasoner, allows creative manipulations to occur, and acts to
prohibit bizarre ones. This aspect is the focus of the remainder
of this paper.

Motivating Examples

Consider the sentence, John was a bear, which could be the
opening line of a story. Since there is no additional infor-
mation, at this point, from the text itself, there are numerous
interpretations:

» John (a human) acts like a bear.

e John (a human) has been transformed into a bear.
e John (an agent) is a were-bear.

o John (a bear) is a bear.

For comprehension to be successful, a reader must formulate
an interpretation which is consistent given other information
possessed by the reasoner. Although all of the above interpre-
tations are possible, some may be more probable than others
in a given context. How is a reasoner to select the “best”
interpretation given all other information available?

A reader could simply “skip” this sentence and assume that
later sentences will disambiguate the confusion. Unfortu-
nately, this simply pushes the problem back a level—at some
point, an interpretation must be created (given the problems
of keeping all possible options simultaneously active in mem-
ory). Also, human readers are able to make a choice between
the alternatives if you stop the reading process and query them.
Some mechanism must be allowing the selection of a “best”
choice at some point in the reading process.

One option is simply to allow an arbitrary choice. On
the other end of possibilities, a designer of a reading system
could encode a set of rules which would allow the system to
select one choice over the other. Unfortunately, the former
of these options leads to potentially bizarre results occurring
(how often, after all, is a story beginning with the example
sentence going to be about were-bears?); the latter option leads
to a huge knowledge engineering problem and the potential
to overlook possibilities which would then cause less than
optimal performance. We follow a more general approach
of allowing a basic ontology to constrain the problem. This
allows creative understanding of concepts to occur, while
preventing bizarre interpretations from being formed.

The Ontological Grid

All knowledge within the ISAAC system is organized by a
top-level ontological grid, consisting of twenty ontological
categories (Figure 1 shows this breakdown and example con-
cepts from each category). One axis of the ontology grid
represents the fype of a concept: action, agent, state, and
object (Domeshek, 1992; Schank & Abelson, 1977). The
other dimension represents the domain of a concept: phys-
ical, menial, social, emotional, and temporal. A reasoner
possesses knowledge concerning the cells of the grid them-
selves, as well as knowledge about the particular rows and

for instance, may try to extend their understanding of the warp drive
even if a more in-depth understanding is not needed for a particular

story.
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Figure I: Knowledge grid

columns (e.g., knowledge about physical types in general, or
knowledge of objects in general). While performing creative
understanding, a concept may need to be transitioned from
one cell to another. If a principled method can be developed
to bound these transitions based on the ontology, then a rea-
sonable bound on the creative understanding process will then
exist.

Representation of Concepts

The movements of concepts within the grid is partially de-
pendent on the representation format we make use of in the
theory. Concepts must be capable of being combined with
other concepts (or parts of concepts), which means a fairly
flexible knowledge representation system is required. This
aspect of the work draws heavily from research in artificial
intelligence concerning exactly what elements should make
up a “proper” knowledge representation. Although the ideas
of both semantic networks and frame representations go back
decades (see, for example, Quillian, 1966 and Minsky, 1975,
respectively), the structure of knowledge within many artifi-
cial intelligence systems is ad-hoc. A notable exception is that
of Wilensky’s work (1986) with KODIAK, which motivated
much of our current approach.

While a concept is physically created and stored within the
system as a frame-like entity, this is more for retrieval ease
than anything else. The proper abstraction of the storage used
is that a concept is represented as a node in a graph-like struc-
ture (Barsalou, 1992; Wilensky, 1986). The traditional role of
slots exists in the system as data objects on the node, which
contain pointers to other nodes in the memory. These design
decisions were driven to allow flexible storage and retrieval of
concepts via a spreading activation model of memory (Francis
& Ram, 1993).

Consider the robot example in Figure 2. HEIGHT-IS is a
pointer to a relationship schema containing general informa-
tion about height. In particular, all such relationships will
contain a domain and codomain, represented in the framelike
representation as simply the frame-name and the filler for the
indicated slot. Furthermore, the role of traditional slot-names,
which are assumed to be relationships in our approach, can
be described as states. Thus, HEIGHT-IS is part of the state
description for an object.



| ROBOT-12 |
(CIS-A ROBOT
:ROLES {INDUSTRIAL-TOOL WEAPON
TRANSPORT}
:FUNCTION INDUSTRIAL-TOOL-5
:IS-MADE-OF TITANIUM-7
:1S-POWERED-BY ELECTRICITY-6
:CAN-LIFT WEIGHT-10
:COLOR-IS GREY-8
‘HEIGHT-IS HEIGHT-11
‘P-ATTRIBUTES {:IS-MADE-OF :IS-POWERED-BY
:CAN-LIFT}
:S-ATTRIBUTES {:COLOR :HEIGHT}
‘EXPLANATION EXPLANATION-9

Figure 2: Represented concept

Additionally, each concept is tagged with the current func-
tion it is being viewed as performing, as well as a set of possi-
ble functions it is known to be capable of performing. This fact
is utilized to achieve flexible memory retrieval—during one
search through memory, a car and a horse might be similar;
with a different function in mind, a horse and a zebra would
be more closely related. The process of function tagging
follows the work of Barsalou on ad hoc categories (1989);
rather than having all categories predefined, a reasoner can
create temporary categories by collecting concepts with sim-
ilar functions. The primary attributes of a concept determine
how it achieves its function, while the secondary attributes
represent additional information. If the current function of a
concept is changed (for example, a reasoner stops viewing the
horse as an animal and starts viewing it as a mode of trans-
portation), it might be necessary to repartition the primary
and secondary attributes. And, by considering novel combi-
nations of primary and secondary attributes, it is possible to
hypothesize novel functions for a concept.

Manipulations of Concepts

When an existing concept needs to be manipulated during the
course of a creative understanding episode, there are three
basic outcomes with respect to the grid. The concept can
be manipulated, yet remain in the same grid cell as when it
started. Forexample, areasoner may use a horse to understand
the conceptof azebra. Second, a concept may transition along
a row or a column. If a reasoner uses their knowledge of
physical concepts in order to understand social ones (a boss
blocking your promotion), this is an example of this shift.
Finally, a transition may occur which moves the concept in
terms of both axes. A reasoner understanding something
like His mind was a steel trap is making use of this dual
transition—a physical object is transitioned to a mental state,
These three possibilities represent a simple ordering of the
amount of cognitive work required to manipulate any given
concept. Finally, a set of high-level heuristics is needed to
bound the possible motion within the grid. These are:

e Physical types can become transitioned to other domains
more easily than other domain types can be transitioned to
physical. This was a recent empirical discovery resulting
from experimentation performed on the system. We the-
orize that since humans are physical entities with a great
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deal of experience with other physical entities, it is “easier’
to believe in the existence of a novel, non-physical entity
formed from a physical analogue than it is to accept the
creation of a new type of physical entity. Consider, John
saw the days fly by. Is this a novel use of saw and fly created
by altering physical concepts into the temporal domain, or
is it a novel use of days created by considering a temporal
object as a physical one?

e An object may transition to an action by creating an action
which captures a function of that object and vice versa.
English, in particular, tends to have many lexical examples
of this. A fax is the thing you send when you fax someone.
A (Star Trek) transporter is the device used to transport
material from one location to another.

e An object may transition to a state by creating a state which
captures a primary attribute for that object, and vice versa.
Through this transition, we get many common similes and
metaphors, such as Hungry as a bear and As good as gold.

e Agents and objects can easily transition between each other.
This results from two observations. First, agents exist as
embodied entities in the world (Johnson, 1987), explaining
the agent to object transition. For example, one may treat
John as a physical object. Second, it is possible to view
objects as though they possess intention (Newell, 1981),
enabling the object to agent transition. For instance, a
thermostat may be thought of in terms of agency, i.e., it
wants to keep the house at a constant temperature.

e Make the minimal changes necessary. This is simply a
general rule, ala Occam’s Razor. It results from the earlier
discussed idea of satisfaction ultimately driving the creative
understanding process—stop the process once you have a
“good enough’ understanding to allow the higher cognitive
task to continue.

By combining the three basic movement types with the
high-level heuristics, we get an ordering of the amount of
cognitive effort required to manipulate concepts (from easiest
to most difficult):

1. Concepts may transition within a single cell.

2. Agents may be treated as objects and objects may be treated
as agents.

3. Concepts may vertically transition according to the modi-
fication heuristics.

4. Physical types may transition to other domains (horizontal
motion).

5. Other domain types may transition to the physical domain
(horizontal motion).

6. Combinations of 2-5 may occur.

Within this ordering, however, operations which result in the
minimal changes are preferred over those which are more
complex.

Implementation Details and Examples

The ISAAC system is the a computer system which instanti-
ates our creative reading theory. ISAAC is written in Common
Lisp, using the KR frame package (Giuse, 1990) for knowl-
edge representation, the Garnet package (Myers, 1988) for
graphical input and output, and the COMPERE system (Ma-
hesh, 1993) for comprehending individual sentences. While



the system is specifically designed to be a testbed for our
theory of creative understanding, the complete reading the-
ory is implemented. The theory describes reading as being
made up of six supertasks, or large collections of function-
ally related tasks, including story structure comprehension,
scenario comprehension, memory management, sentence pro-
cessing, explanation, and metacontrol. More information on
the reading aspects of the model can be found in Moorman
and Ram (1994b). ISAAC is currently capable of reading
three short, previously published, science fiction stories (one
to three pages), as well as several paragraph synopses of Star
Trek: The Original Series episodes (Asherman, 1989). In
addition, several small examples have been studied, outside
the context of reading complete stories. We now present sev-
eral of these to show the extent which the ontology aids the
creative understanding process.

First, we return to the original example: John was a bear
With all the possibilities, the least movement occurs if we sim-
ply allow John to be the name of a particular bear. Thus, this
is the version that ISAAC prefers, if no additional information
from the story is provided.?

A second example comes from the Meta-AQUA system
(Ram & Cox, 1994) which reads a story involving a drug-
sniffing dog. Meta-AQUA initially knows only that dogs will
bark at agents which threaten them. But, in the story, a dog
is barking at a suitcase, In ISAAC, the system is presented
with two possibilities—its knowledge of dogs is wrong or
its knowledge of suitcases is. The first involves altering an
existing physical agent to create a variant of it, an intracellular
movement. The second involves shifting a physical object to
the physical agent cell, a vertical movement. The intracellular
movement is preferred.

In the story Men Are Different (Bloch, 1963), a robotic ar-
chaeologist is studying the destroyed civilization of mankind.
The story is presented as a first-person narrative. ISAAC is
aware that narrators, archaeologists, and protagonists are all
known to be human; robots are industrial tools; but the nar-
rator, archaeologist, and protagonist of the story is known to
be a robot. ISAAC can create a new type of robot which
embodies agent-like aspects, or it can change the definitions
of narrators, archaeologists, protagonists, and the actions in
which they may participate. The new robot concept represents
a more minimal change.

The final example involves the story Zoo (Hoch, 1978), in
which the reader is presented with an intergalactic zoo which
travels from planet to planet, giving the inhabitants of those
planets a chance to view exotic creatures. At the end of
story, however, the reader is shown that the true nature of the
intergalactic ship—it is an opportunity for the “creatures” on

*This may seem counter-intuitive; to most people, this exam-
ple would make more “sense” if interpreted as John is bear-like,
a metaphorical usage. Remember, however, that these ontological
constraints have the most effect when no other information is known.
This information can be background knowledge or story knowledge,
so a reasoner already familiar with the bear metaphor may retrieve
that interpretation instead of this default one. [t is important to
note that our approach handles metaphor as a normal part of the un-
derstanding cycle. Since metaphors are pervasive in language (see
Carbonell, 1982: Johnson, 1987. Lakoff & Johnson, 1980. for ex-
ample), we consider this “unified”” handling of non-metaphors and
metaphors to be an important feature of our overall theory.
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the ship to visit exotic planets, protected from the dangerous
inhabitants by the cages they are in. To understand the new
oo, the system draws an analogy between the known zoo and
the novel one. The result, then, is simply a shift from one
physical object to another physical one.

Drawbacks and Limitations
Extra Knowledge Engineering

There are three known problems with the approach which
we are currently pursuing. The first is simply the need to
correctly mark each concept in memory as belonging to one of
the twenty top-level categories. This means some additional
work is required when knowledge is being represented for
ISAAC initially. However, the level of increased work has
not been prohibitive to the project.

Origin of the Categories

There is some concern that the ontological categories being
used may be too limited to allow an accurate model of the
world. But, we have been driven by functional constraints on
the creative understanding process, so we can say that our on-
tology is sufficient for the cognitive tasks in the theory. Added
to this, we have also been motivated by prior psychological
research concerning ontology. This has mainly been studied
by developmental psychologists who attempt to explain the
changes which take place to a child’s ontology as they mature,
as well as attempting to explain what, if any, ontology may
exist from birth,

The first area to consider is that of what ontologies exist.
Two important ontological distinctions have been studied by
a number of researchers. The physical-immaterial distiric-
tion is an important one which arises relatively early in the
development pattern of normal children, although it contin-
ues to be refined and sophisticated as they age (Carey, 1992;
Carey & Spelke, 1994). Another major ontological division
is the object—event distinction—some things in the world are
objects (like rocks, people, etc.) while other things are events
(such as walking) (Carey. 1992).

The second aspect of the previous research to note is the
recognition that shifting basic ontological categories is diffi-
cult. Numerous researchers have noticed and theorized about
this (e.g., Carey, 1992; Chi, 1993), but one of the best descrip-
tions of the possible range of changes comes from Thagard
(1992). In his framework, there are nine degrees to conceptual
change, ranging from the simple addition of new instances of
known concepts to the complete reorganization of the onto-
logical hierarchy. The lower levels are far easier to perform; it
is only with growing ability and sophistication that a reasoner
will achieve the reorganization level.

Finally, viewing various ontological experiments over the
course of the research has prompted some researchers to claim
that certain types of ontological categories are fundamental
to human reasoning and would, therefore, need to be accu-
rately modeled. For example, Brewer (1993) suggests that a
rich ontology is needed, consisting of (at least) natural kinds,
nonexisting natural kinds, artifacts, social entities, psycholog-
ical entities, and abstract entities. While our approach does
not duplicate this exactly, the basic ideas are consistent.



Category Membership

Finally, there is potentially the most dangerous problem facing
the theory—the problem of deciding category membership for
a concept if the system has manipulated it. While it is easy
in theory to say that a concept may shift across conceptual
grid cell boundaries, it is sometimes difficult in practice to
determine where its new location should be.> Consider the
concept of time travel, for amoment. A reasoner with no prior
knowledge can utilize information concerning physical trans-
port actions and the temporal column to transform a physical
transport concept into a temporal transport actions; i.e., a
horizontal shift from the physical action cell to the temporal
action cell. Notice that both actions have physical agents for
their initiating actors and physical objects for their transported
objects. Now, consider a device capable of performing time
travel, namely a time machine. Again, a reasoner can start
with knowledge of physical transport machines and the tem-
poral domain and develop the concept of a time machine. But,
in this case, a physical object has remained a physical object.
Both manipulations used similar knowledge; one resulted in a
horizontal shift while the other resulted in an intracellular one.
For the moment, the problem is circumvented by appealing
to the minimum change heuristic, but it is certainly an area of
research to be explored.

Conclusion

The knowledge representation and ontological commitments
of the ISAAC framework allows us to reasonably bound the
creative understanding process without having to resort to a
large list of rules and their exceptions. Additionally, there
is the added knowledge engineering benefit of not having to
worry about the precise placement of concepts within the im-
plemented system—as long as the top-level ontological cat-
egory is correct, the theory enables the system to function
with a great deal of flexibility and robustness. As larger arti-
ficial intelligence systems are developed which are expected
to be robust, real-world reasoners, it will become important
for researchers to be aware of the ontological reality of the
world in which their theories exist. Indeed, by taking advan-
tage of the ontology, researchers may discover that the task of
engineering large, robust systems is made somewhat easier.
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