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ABSTRACT 

We describe an experiment in which a 14 GeV/c IT" beam was inci­
dent on a hydrogen bubble chamber. Fast forward scattered pions traversed 
a wire spark chamber spectrometer downstream of the bubble chamber. 
Events identified as inelastic by the spe'trometer induced a trigger of 
the bubble chamber camera. The film produced contained a heavy enrich­
ment of events of proton diffractive dissociation. 

We have studied a sample from this exposure of 4400 events of 
the reaction if p •» TT~N* •+ iTir'n p. In the two body mass spectra the 
only noteworthy feature is the A (1230). In the N* mass spectrum we 
observe enhancements at 1.49 GeV, 1.72 GeV, and 2.0 GeV. For the prom­
inent 1.72 GeV feature we give estimates of the width and cross section 
as well as evidence favoring a substantial branching fraction to 
7iA(1230). We looked for production of N*(1470) followed by decay to 
TtA(1230) with negative result. An examination of the A + +(1230) decay 
distribution suggests that the Deck mechanism is the major contributor 
to the irA subchannel. 

We tested the s-channel and t-channel helicity conservation 
rules. We observed violent conflict with sCHC and mild conflict with 
tCHC. We also tested for simultaneous validity of tCHC and the Gribov-
Morrison rule and found no significant contradiction with this dual 
hypothesis. 
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I. INTRODUCTION 

1. The Diffraction Picture of Good and Walker 
In hadron scattering at high energy the preeminent dlffractive 

process is forward elastic scattering. We call it dlffractive because 
the dominant features of this process are understandable from the view­
point of optical diffraction. The target acts as a nearly opaque disk, 
extinguishing most of the incident wave. The resulting shadow acts, in 
the Huygens construction, as the source of secondary waves at small 
angles from the Incident direction. Ue refer to certain inelastic hadron 
processes as diffractive dissociation. They are similar in their major 
properties to elastic scattering, and they may also be a result of 
absorption of the incident wave. 

The first thorough exposition of the concept of diffractive 
dissociation appears in Good and Walker [I960]. They present the following 
optical analogue. In the case that a linearly polarized wave impinges 
on an opaque disk, the diffracted light has the same polarization as the 
incident light. Suppose instead that the disk is a Polaroid and that its 
axis is at 45° to the direction of polarization of the incident wave. 
The polarization of the diffracted wave is then transverse to the axis of 
the Polaroid. If we project the diffracted wave on axes parallel and 
perpendicular to the incident polarization, we find components in both 
directions. Diffraction by a Polaroid can thus create a new state, one 
not present in the incident wave. 

Good and Walker discuss reactions of the type 



2 1.1 

A B + A* B (1.1) 

In which B 1s a nucleus, A 1s a meson or nucleon, and A* is a system 
of two or more hadrons which are the dissociation products of A. They 
adopted the viewpoint that a hadron is a composite of more elementary 
objects. One representation of a free particle state is a superposition 
of states containing different numbers and kinds of constituents. 
The choice of basis is at our disposal. For representing the incident 
hadron, A, and the final hadrons, A*, the appropriate basis is the set of 
states |DJ > of one or more free particles.- For understanding the 
propagation of the constituents of A through B, the appropriate basis 
is the set of states |C > which the nuclear matter attenuates 
exponentially. In general the rate of attenuation would be different for 
each |Cj> , and in general no |C*> would be a free particle state. 

We represent the incident hadron A as 

|D,> - I c, |C.> (1.2) 

The transmitted wave Is 

|T> • I n, c, |C^> (1.3) 

Good and Walker spoke of "bare nucleo''." and "bare pions," whereas today 
we would most likely identify the constituents with quarks. The nature 
of the constituents has no impact on the rest of the discussion. 
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with \T\.\ <_ 1 . We reproject |T > into the |D- > basis obtaining 

|T> * 6, |D,> + I 6, |0,> (1.4) 
l l i>l 1 1 

6, - <0, |T> 

| njcj < D i | C j > (1.5) 

The first term on the right of equation (1.4) interferes with the incident 
wave to produce elastic scattering. The second term on the right is a 
source of secondary waves of one or more free particles distinct from the 
incident hadron. It corresponds to the new polarization state which we 
found in considering diffraction from a Polaroid. 

An elegant example of differential absorption in hadronic reac­
tions is the regeneration of K. from K. in nuclear targets. The 
incident K. is a superposition of equal parts of the strangeness eigen-
states K and JC . The nuclei of an absorber attenuate these states 
at different rates, so the emergent state is a superposition of K. and 
K s -

In the foregoing analysis we ignored the phase change of the 
hadron wave function as it propagates through a nucleus. This approxima­
tion would be valid if the nucleus were truly a disk with no spatial 

file:///t/./
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extent in the beam direction or if all the states |C*> and \ 0 , > were 
energy degenerate. In the general case, however, msny of the states 
|Dj> have appreciably greater mass than the incident hadron. In 
particular the mass of the final state of a dissociated nucleon is greater 
by at least the pion mass. We can follow the argument of Good and Walker 
to understand how nearly degenerate the |C.> and |0^> states must 
be when we treat the nucleus as a three dimensional object. We view 
each differential layer of the nucleus as an independent source for the 
transmitted wave. At the time of excitation, a layer emits a superposi­
tion of the states JD^ > in phase with the incident wave. Each |D..> 
then propagates with a frequency dependent on its mass to the shadow side 
of the nucleus. For masses too far from that of the incident hadron the 
layers contribute incoherently to the final state and a significant cross 
section can not develop. Diffractive dissociation, in the sense of Good 
and Walker, is the relatively large cross section expected when the 
initial and final states are so nearly degenerate that the wavelets from 
each layer of the nucleus are in phase when they emerge. 

We make the above considerations quantitative as follows. The 
frequency difference of the A and the A* systems of reaction (1.1) 
is proportional to their energy difference. 

AID = (E* - E)/n (1.6) 

The time required for the collision is 
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At = ( rA^A + W / c • (1.7) 

r. and r» are the radii of A and B, and the factors 1/Y account 
for the Lorentz contraction. The coherence condition is 

AM At « 1 . (1.8) 

We evaluate E*-E from energy-momentum conservation, and we approximate 
both r. and r„ by the Compton wavelength of the pi on, hc/m^. The 
general result is 

M* 2-MJj "A B 
£ 2 T S + < M H > S-(MA-MB> 

« 1 (1.9) 

s is the square of the center-of-mass energy, and M* is the mass of 
A* . We specialize relation (1.9) for three cases which cover most 
situations of practical interest. 

Case 1. M. « M B , B is the target, A has momentum P » M. . 

« 1 (1.10) 
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Case 2. H^* M g , Mjj « s 

M*2-H» 2K 
4- - -*• « 1 (1.11) m s 

Tr 

or with P the beam momentum in the rest frame of either A or B 

M*2-MJj 
~m~P 

ir 
« 1 . (1.12) 

Case 3. H a « M. , Vr. « s , P is the momentum of B 1n the A 
rest frame. 

M* 2-MJ[ 
ZnuP 

IT 
« 1 (1.13) 

Relations (1.10J-(1.13) "Bke clear that the higher the beam momentum, 
the higher the M* at which diffractive dissociation may be observable. 

2. Properties of Diffractive Dissociation 
The connection between quantum number exchange and energy depen­

dence is the feature of hadronic processes which permits'us to distinguish 
phenomenolcgically between diffractive dissociation and other dissociation 
processes. Over the domain of presently available energies two-body 
cross sections behave like a power of the beam momentum. 
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o{AB + A*B) <* P" r (2.1) 

When A* has the same internal quantum numbers as A, 

r i 0.6 (2.2) 

whereas when A* has different internal quantum numbers, r > 1.5 
[Fox and Quigg 1973]. 

All proposed models of diffractive dissociation are unanimous 1n 
support of a selection rule requiring A* to have the same quantum 
numbers as A. In the absorption model of the preceding section this 
rule is an immediate consequence for the additive quantum numbers. 
In the case that A is a meson with definite charge conjugation C f l , 
the model does not by itself require that C ^ * Cft . The Pomeranchuk 
theorem, however, which asserts the equality of particle and antiparticle 
cross sections at infinite energy, disfavors a gentle energy dependence 
like (2.2) if Cfl* r C A . Although the model of Good and Walker is 
relevant to K regeneration as we mentioned, the charge conjugation 
changes from K, to K , and the process does not satisfy relation 
(2.2). [Brody et al. 1971]. A corollary of the preservation of the C 
quantum number is that pions dissociate only into odd numbers of pions 
because the dissociation products must preserve the G parity. 
Corresponding rules for K meson diffractive dissociation are obtainable 
by invoking SI)(3) symmetry. 

These include B, Q, I , I, and S (baryon number, charge, isotopic spin 
and its projection, and strangeness). 
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Diffraction scattering characteristically produces an angular 
distribution with a sharp forward peak. The Heisarberg uncertainty 
principle relates the width of the peak to the size of the diffracting 
object. 

P t * h/r (2.3) 

with P t the momentum component transverse to the incident direction 
and r the radius of a black disk. Elastic scattering of hadrons from 
nuclei exemplifies this behavior [BUeden et al. 1975 and Apokln et al. 
1976], Good and Walker [1960] reason that since absorption 1s respon­
sible for both elastic diffraction and diffractive dissociation, the 
production angular distributions should be similar. Differences might 
txist, however, because the transparency of the absorbing disk may depend 
on impact parameter. Some other models in the same spirit as Good and 
Walker yield more detailed predictions for the angular distribution in 
dissociation reactions [Chou and Yang 1968, Cheng and Wu 1971]. 

A selection rule for the internal angular momentum and parity 
of A* is a more difficult matter than the selection rule for the 
internal quantum numbers, in part because the quantum number accounting 
must include the orbital angular momentum of A and A* with respect 
to B. Good and Walker suggested that the orbital angular momentum would 

P P not change with the consequence that J (A*) * J (A). In discussions 
of Regge exchanges Grlbov [1967] and Pirrlson [1968] proposed the less 
stringent rule 
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P{A*)/P(A) = (-1) A*" A (2.4) 

as a property of Pomeron exchange (see the following section). Both 
authors spoke of A* as a resonance, and neither specifically addressed 
the question of whether the rule should apply to a nonresonant component 
of A* . Carlitz et al. [1969] proposed yet another rule stating th?t 
a resonant A* could belong only to certain SU(6) multlplets. Experi­
ments have not clearly established the validity of any of these rules. 

A different kind of angular momentum rule concerns the helicity 
of A*. For zero degree scattering (and assuming no B spin flip) 
the helicity of A* must be the same as the helicity of A purely to 
conserve angular momentum. When the scattering angle is nonzero, 
statements about the A* helicity must refer to a particular reference 
frame. Experimental evidence favors helicity "conservation" in the 
center-of-mass frame for irp elastic scattering (A = p, A* H p) and 
for the quasi-elastic process YP •* P P (A H Y» A* s P ) (references in 
Section IV.9). This rule does not appear to be valid for meson and 
baryon dissociation reactions, at least not generally. An alternative 
rule, helicity conservation In the A* rest frame (t-channel halicity 
conservation), has some experimental support. As with the Gribov-Morrison 

In the case that A and B are spinless and the scattering is directly 
forward, the rule (2.4) follows from parity and angular momentum conserva­
tion. 
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rule the helicity conservation properties of A* may depend on whether 
or not A* is resonant. 

3. The t-channel Viewpoint 
Our present understanding of nondlffractlve two-body processes 

at lab momentum z 4 GeV 1s in terms of particle exchange in the t-
channel. The "t-channel" of the reaction A B + C D 1s the reaction 
A f + S D , Me describe both reactions with a single amplitude 
analytically continued 1n the variables 

>A + V* 
t = • 

> C " PA> 2 s-channel 

(PA - P J Z . 1 fl B 
(P_ + P A ) 2 

C ft t-channel 

(3.1) 

s and t are the square of the center-of-mass energy, and therefore 
positive, in the physical region of their respective channels, and they 
are the square of the momentum transfer 1n the other channel. When the 
quantum numbers of both ACT and Bti , the t-channel quantum numbers, 
are appropriate to the formation of a particle or resonance, the 
scattering amplitude has a pole close to the small |t| edge of the 
physical region of the s-channel reaction. The pole produces a da/dt 
which peaks at small t. When AC and BD do not have the quantum 
numbers of a known particle state, o(AB+CD) is comparatively small, 
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and a forward peak in da/dt is generally not evident. 
The extension of these ideas to account for the combined effect 

of all possible t-channel exchanges is the Regge pole phenomenology. In 
the Regge analysis the amplitude for the s-channel reaction has the 
following integral representation when A, B, C, and D are all splnless 
(the Sommerfeld-Watson transformation). 

M(s,t) - ± 
(2L+1) P. (-z(s.t)) 

s i n t t ' ^ • * ) d L < 3' 2> 
C 

The function z(s,t) is the cosine of the scattering angle of the t-
channel reaction. Kinematics alone determines its form. The function 
P, Is the Legendre function of complex order L and degree zero. The 
functions obtained by restricting A(L,t) to non-negative Integer values 
of I are the partial wave amplitudes of the t-channel reaction. The 
contour C encloses at least these values of L . In the theory of 
scattering from a potential the singularities of the function A(L,t) in 
the complex L plane are Isolated poles. They are the Regge poles, and 
their positions, a ^ t ) , are the Regge trajectories. The rightmost pole, 
the one with the largest Re a , dominates the behavior of M(s,t) in 
the large s limit. 

For relativistic particle scattering the singularities of A(L,t) 
may in principle be more complicated than isolated poles. The simple Regge 
formulation, however, not only yields a moderately successful, unified 
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description of much of two-body scattering data [Pox and Qulgg 1973] but 
also connects it with particle spectroscopy. A value of >f (t > 0) at 
which <x(t) 1s a non-negative Integer (of proper signature) Is the 
expected mass of a particle or resonance, and the usual identification of 
a trajectory 1s by the name of the lowest mass state which lies on It, 
for example the "p trajectory." A special trajectory, however, 1s the 
"Pomeron." All of its t-channel quantum numbers are zero, and therefore 
the lowest mass state on It 1s the vacuum. From the t-channel viewpoint 
the Pomeron 1s the basis for understanding elastic scattering and 
inelastic diffractive processes. The Pomeron pole Is always to the right 
of the other Regge poles, so when its exchange is possible, It dominates 
In the high s regime. 

The two chief results of the Regge theory are the s dependence 
of do/dt and factorization. When only Pomeron exchange need be 
considered, 

. 2a„(t)-2 |jf - R(t) s * (3.3) 

with ap(t) the trajectory of the Pomeron. This same s dependence 
obtains regardless of the Identities of the Initial and final state 
particles. The content of factorization 1s that R(t) 1s a product of 
two factors, one depending only on the t-channel Initial state, the other 
depending only on the t-channel final state. 

RAB*CD * RA+C " W ( 3 , 4 ) 
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Experimentally testable corollaries take the form 

dp/dt (AB * A*B) . do/dt (AC -• A*C) ,, K, 
do/dt (AB - AB) da/it {K + AC) ' K i - * > 

Beyond factorization Regge theory leaves considerable freedom 1n the 
form of the functions R(t). 

For the understanding of reactions in which the quantum numbers 
forbid Pomeron exchange, the Regge phenomenology has no peer. The Pomeron, 
however, has been an object of substantial controversy. If the absorp­
tion mechanism described 1n Section 1.1 1s a correct view of diffractive 
reactions, then it 1s not clear why the Pomeron singularity should have 
the simplicity of a Regge pole. The predictive powers of the two view­
points do not have much overlap, so experiment does not easily discrimi­
nate between them. A recent review of hadron diffraction theory empha­
sizing the t-channel viewpoint is available in Abarbanel [1976]. 

4. The Deck Mechanism 
Drell and Hiida [1961] and Deck [1964] proposed the following 

mechanism as a contributor, at least, to diffractive dissociation. One 
of the incident particles dissociates virtually into two pieces, for 
example u * pn or p •+ up . One of the pieces then scatters elastically 
from the other incident particle resulting in a three particle state. 
The diagram of Figure 1 represents the amplitude for this process. 
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DB elastic scattering 

FIG. 1. Diagram representing the Deck mechanism. 

Since the fraction of A's time which it spends as a virtual state of C 
and D is independent of beam energy, the energy dependence of the 
process is like the energy dependence of DB elastic scattering and is 
therefore diffractive. 

A characteristic of the Deck mechanism is that it produces a 
broad enhancement near threshold in da/dM(CD) without the need for 
resonance formation in the CD system. Me illustrate this ir. Figure 2 

2 using do/dM for a parti 
pp •* p(n* ) [Berger 1968]. 

2 using do/dM for a particular Deck model fitted to data of the reaction 
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1.5 2.0 2.5 3.0 
[M(n/)] 2 (GeV2) 

FIG. 2. do / dM 2 for a Deck model. 

Experimentally the do/dH for the diffractive dissociation of any 
incident hadron, IT , K, or nucleon, exhibits a threshold enhancement 
(A., Q, or H*). Deck models tend, however, to overestimate its width. 
The Deck mechanism also predicts the distribution in the variable 
t(BB') [Oh and Walker 1969]. In a fit of the cross section to the form 

exp[-b(M)t(BB')] 

the expected result is a b(H) which decreases dramatically with 

increasing H in the regime just above threshold. 
From the t-channel viewpoint (preceding section) the Deck 

mechanism is just a special case in which the Pomeron exchange mediates 
the BD elastic scattering. By adding details of the dynamics at the 
A vertex, the model yields specific behavior in H(CD) and t(BB') which 
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is not an intrinsic part of Poroeron phenomenology. 

5. Some Published Data at Very High Energy 
We do not undertake 1n this section a general review of the 

experimental work on diffractive dissociation. Several such reviews are 
available rick 1975, Miettlnen 1975, Lelth 1974, Gramenitskil and 
Novak 1974, and works they reference]. We merely want to point to four 
recent published experiments which demonstrate dissociation of the 
nucleon into exclusive channels at 20 GeV/c to 1000 GeV/c equivalent 
beam momentum. All four experiments used electronic detection methods. 

The first group [O'Brien et al. 1974] studied the reactions 

n C •* p if C (5.1) 
n Cu -f p if Cu . (5.2) 

The spectrum of their neutron beam peaked at 25 GeV/c and was 8 GeV/c 
wide (FWHH). We reproduce some of their results in Figure 3. The 
most noteworthy feature of this data is that none of the well established 
N* resonances appear as obvious peaks. 

The second experiment [Edelstein et al. 1977] obtained data for 
the reactions 

p Z + p IT IT" Z (5.3) 

with Z representing Be, C, Al, Ti, Cu, Ag, Ta, Pb and U. The beam 
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momentum was 22.5 GeV/c. In Figure 4 we show their p i u" mass 
spectrum for the carbon data. Peaks are evident at about 1.4 GeV and 
1.68 GeV. Whereas the lower peak could as well be a kinematic enhancement 
(see the preceding section), the upper peak is more suggestive of a 
resonance. 

The reaction 

n p •* p it" p (5.4) 

was the subject of the third experiment [Biel et al. 1976], The neutrons 
delivered by a neutral beam at Fermilab had momenta in the range 50-300 
6eV/c. In Figure 6 we reproduce the pit" mass spectrum and the cross 
section as a function of neutron momentum. The mass spectrum suggests 
some resonance production in the vicinity of 1.65 GeV. Figure 6b 
shows that the energy dependence of the cross section Is indeed as 
expected for a diffractive process. 

Our final example is an experiment conducted at the CERN-ISR 
[Webb et al. 1975] to study the reaction 

p p -»• (p it TT") p (5.5) 

The momenta of the colliding beams were both 22 GeV/c which is equivalent 
to a beam momentum of 1000 GeV/c for a fixed target experiment. The 
mass spectrum obtained appears in Figure 5 . This spectrum suggests 
resonance production near 1.7 GeV even more strongly than the analogous 
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experiment on nuclei (see Figure 4 ). The relative dearth of events 
at the low mass end is most likely an artifact of the t selection. The 
Fermilab data (Figure 6 ) shows how sensitive the mass spectrum can be 
to the t cut. Much of the reaction (5,5) cross section corresponds to 
|t| < 0.1 which is the lower limit of the ISR data. To estimate this 
cross section Including the unobserved small |t| region, Webb et al. 
extrapolated their observed t distributions to t » 0. Their result 
1s 0.33 t 0.1 mb at P l a b * 1000 Getf/c and 0.34 ± 0.1 mb at 
P. b * 1500 GeV/c. The absence of strong energy dependence characterizes 
the process as diffractive. 

Taken together these four experiments show that, at high energy, 
nucleons dissociate into exclusive channels with cross sections of the 
order of 200 yb and that the cross sections are roughly independent of 
energy. Three of them suggest that a small part of the cross section 
is attributable to resonance production. 

6. Intent of the Present Experiment 
Prior to the proposal of this experiment, missing mass measure­

ments [Belletini et al. 1965, Anderson et al. 1966, Foley et al. 1967] 
had provided large sample mass distributions and differential cross 
sections for nucleon diffractive dissociation. Peaks in the mass spectra 
suggested resonance production but could reveal nothing about their decay. 
More information was necessary to confront several questions. 1) How 
much of diffractive dissociation was ascribable to resonance production 
and how much to the Deck mechanism? 2) Which resonances could diffraction 
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produce? 3) Did their production angular distributions have forward 
dips? 4) What was the status of the Gribov-Morrison and the helicity 
conservation rules? Attacks on these questions required studies of the 
angular distributions and correlations of the dissociation products. 
For this kind of work the superior 4TT detection efficiency of a 
bubble chamber is a considerable advantage, but the individual exposures 
then available were not large enough. The objective of the present 
experiment was a manyfold increase 1n the number of photographs of 
proton dlffractive dissociation. 

We pursued this objective by means of a synergistic combination 
of spark chamber and bubble chamber techniques. In the traditional mode 
of operation bubble chambers produced a picture of every beam pulse 
regardless of what sort of events occurred. This mode was not an 
economical way to obtain a large sample of a particular channel which 
was but a small fraction of the total cross section. The dissociation 
channels p + p i r ° , p * n i r , and p •* p it IT" represent about 5% 
of a total cross section of 26 mb for n* p interactions at 14 GeV. 
We partially remedied the slectivlty problem of the bubble chamber by 
augmenting it downstream with a wire spark chamber spectrometer. The 
spectrometer discriminated proton diffractive dissociation events both 
from elastic scatters and, by its limited acceptance, from much of the 
rest of the inelastic cross section. The bubble chamber camera produced 
a picture only on pulses for which the spectrometer indicated the 
occurrence of a desirable event. 
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By these means we collected film containing about 45 events/yb 
for the part of the cross section K.hat we wished to investigate. What we 
achieved was about one half of our original goal. Chapters II and III 
document our methods, and in Chapter IV we present some analyses of the 
if if it p final state. 

Before proceeding we issue one caveat. From the point of view of 
the absorption mechanism (Section 1.1) our beam momentum Is uncomfortably 
low. The Inequality (1.13) has the form f(M*)/P « 1. Below 
we graph f(H*) and compare it with 14 GeV.'c, the highest beam momentum 
available to the experiment. That the graphs cross at a comparatively 
low value of H* is certainly unfavorable. This situation is not 
directly relevant to our own analyses because in Chapter IV we do not 
explicitly treat our final state as a consequence of absorption. 

Our beam 
momentum 

1.0 1.5 2.0 2 5 
M * ( G e V ) 



24 
II. EXPERIMENTAL APPARATUS 

1. Overview 
The major components of the apparatus were the 40" hydrogen 

bubble chamber at the Stanford Linear Accelerator Center (SLAC), a large 
aperture magnetic spectrometer installed downstream of the bubble 
chamber, a beam line to deliver IT" mesons from the primary target, and 
a Xerox Sigma 2 computer. Briefly these components functioned together 
as follows. Prior to delivery of a bean pulse the bubble chamber began 
its expansion, and the cycle followed its normal course regardless of 
the scattering of any beam particles. The computer controlled only the 
bubble chamber camera. On most pulses the film remained unexposed. If 
an appropriate interaction did occur, some scintillation counters 
detected the forward scattered particle and triggered the wire spark 
chambers of the spectrometer. The spark chamber electronics digitized 
the spark positions and transferred this information to the computer. 
During the time required for bubbles to develop 1n the chamber, the 
computer analyzed the spark data to ascertain the momentum of the 
forward scattered track. If this momentum was within a preselected 
range, the computer signaled the bubble chamber camera to expose the 
film. Whenever the computer received spark digitizations it recorded 
them on magnetic tape. 

In the rest of this chapter we describe the apparatus and the 
trigger operation in greater detail. 
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2. The Secondary Beam Line 

The SLAC accelerator delivered an intense beam of 19 GeV 
electrons to a 30 cm beryllium wire tarqet. The function of the beam 
line was to form from the secondary emission of the target a low 
intensity 14 GeV n" beam and transport it to the bubble chamber. In 
Figure 7 we show a schematic of the secondary beam line. It 
collected particles emerging at 17 mrad from the primary beam direction 
and had an aperture of about 50 usr. The beam line had two points 
which were foci in both the horizontal and vertical planes. At the 
first focus the beam passed through 1.1 radiation lengths of lead to 
degrade the momentum of the electron component. Final momentum defi­
nition occurred at a one meter iron slit at the second focus. The last 
leg of the beam line gave the beam a ribbon like conformation at the 
bubble chamber. The quadrupoles made the beam parallel in the vertical 
plane and focussed at the bubble chamber in the horizontal plane. The 
optical axis of the bubble chamber camera was horizontal, so the camera 
viewed the broad dimension of the beam. The dipole magnets in the last 
leg steered the beam to the correct position and angle for passage 
through the bubble chamber and spectrometer. In Table II.A we give 
the characteristics of the beam at the bubble chamber. The information 
on contamination from K", p, and u" comes from Boyarski et al. 
[1968]. The information on e" contamination comes from our own 
measurement with a shower counter. The method ultimately used to 
normalize the data (see Section IV.4) is insensitive to u" and e" 
contamination. 
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TABLE II.A.--Beam parameters at the bubble chamber. 

Momentum 14 GeV 
AP/P ±0.53! 
Intensity *8T~/pulse 

Pulse duration = 1.2 us 
Horizontal dimension (5% points) 1.0 cm 
Vertical dimension (65S points) 15 cm 
Horizontal divergence (a) =2.0 mrad 
Vertical divergence (cr) <1.0 mrad 
Contamination: K~ =2% 

P <0.2« 
u" <5% 
e" <3% 

3. The Bubble Chamber 
The chamber was a cylinder of diameter 110 cm and depth 45 cm 

in a magnetic field of 27 kG. Its axis was horizontal and transverse 
to the beam direction. The camera provided three views of the chamber 
from a position 200 cm along the chamber axis from the beam. The lens 
centers were at the vertices of a 70 cm equilateral triangle, and 
the optical axis of each view was parallel with the chamber axis. 
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The chamber had two features, not common to most other bubble 

chambers, which particularly suited it to this experiment. One was its 
beam exit windows, and the other was Its capability for rapid cycling. 
In addition to the usual thin windows on the entrance side, this 
chamber had 20 cm diameter thin windows on the exit side. Material 
Intervening between the hydrogen and the spectrometer has two adverse 
effects. It scatters K2am particles Into the sensitive region of the 
spectrometer causing unwanted triggers, ano 1t degrades the spectrometer 
ang1 measurement of tracks scattered in the hydrogen. The interaction 
rate in the windows was equivalent to the rate in 18 cm of liquid 
hydrogen, and multiple scattering in the exit windows corresponded to 
multiple scattering in 94 cm of hydrogen. The thin windows were a 
prerequisite to the successful ooeration of the spectrometer. 

The SLAC accelerator normally generates 360 pulses of electrons 
each second, so it can supply beam to a bubble chamber as rapidly as 
the chamber can pulse. The repetition rate of the chamber is therefore 
the limiting factor in the data rate. At the outset of data taking 
the 40" chamber operated at two expansions/sec, and at the conclusion 
a rate of five expansions/sec was achievable. The overall result was 
that the experiment logged 7*10 expansions in ten weeks of data 
accumulation (including down time), an average of one expansion/sec. 

A separate enclosure maintained a vacuum around the chamber. The 
vacuum tank as well as the chamber had thin windows. 
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The bubble chamber, while well suited to the accelerator and 

to this experiment, also imposed the chief constraint on the trigger 
apparatus. The chamber begins its expansion about 10 msec prior to 
arrival of the beam particles. By beam time the liquid hydrogen is 
close to the minimum in the pressure curve. Growth of bubbles then 
requires about 3 msec. At the end of this Interval high intensity 
lamps flash to expose the film. The chamber returns to its equilibrium 
state in 20 msec and then Idles pending the arrival of the next beam 
pulse. The triggerable part of this process is the flash of the high 
intensity lamps. The time available to the trigger mechanism to reach 
a decision is the 3 msec bubble growth time. 

4. The Spectrometer 
A novel aspect of this experiment was the operation of a 

spectrometer in conjunction with the bubble chamber. By measuring the 
momentum of fast forward secondaries, the spectrometer together with the 
Sigma 2 computer contributed in two ways, both of them indispensable 
to the overall success of the experiment. First, it triggered the 
bubble chamber flash tubes when it detected a forward track with 
momentum in the desired range. Second, the spectrometer measurement 
of momentum was far more precise than the corresponding bubble chamber 
measurement. The increased precision is most important for reactions 
containing a single neutral particle in the final state. It reduces 
ambiguity in the identification of these events to a tolerable 
level. 
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We describe the spectrometer with the assistance of Figure 8. 

It consisted if a dipole magnet, wire spark chambers to measu'-e 
particle trajectories upstream and downstream of the magnet, and 
scintillation counters for triggering. We give the relevant parameters 
of the magnet in Table II,B. 

TABLE 11.B.--Parameters of the spectrometer magnet. 

Horizontal aperture (z) 102 cm 
Vertical aperture Cy) 38 cm 
Field strength 28 kG-m 

-5 -? Sextupole coefficient 1.1x10 cm 
Bend angle of 14 GeV particles 62 mrad 

Rl, LI, R3, and L3 are labels of plastic scintillation counters. 
The scintillator dimensions, horizontal (z) first, were 20 cm x 24 cm 
at station 1 and 46 cm * 43 cm at station 3. Unscattered beam 
particles passed through a 2.5 cm horizontal separation between Rl and 
LI and a 5.6 cm separation between R3 and L3. A coincidence of one of 
Rl and LI with one of R3 and L3 indicated that a scattered particle 
had passed through the spectrometer magnet. 

This coincidence produced a trigger for the twelve wire spark 
chambers, YZ1 - YZ10, UV1, and UV2. We placed the chambers in pairs 
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at four locations designated station 1 through station 4. At station 1 
adjacent to the yoke of the bubble chamber magnet were both a YZ pair 
and the UV pair. Station 4 required two YZ pairs, one on each side of 
the beam. Pairing the chambers ensured a high efficiency for the 
detection of at least one spark at each station, The efficiency of 
individual chambers ranged from 90* to 99%. All chambers were of the 
same physical size and the same basic design. We give their common 
characteristics in Table II.C. 

TABLE II.C.—Common characteristics of the spark chambers. 

Type Wire plane 
Maximum sensitive area 1 m x 1 m 
Plane separation 1.0 cm 
Relative orientation of wires 90 deg 
Wire spacing 0.05 cm 
Gas fill 80V20% Ne-He 

at atmospheric pressure 
High voltage pulse generator Thyratron 
Readout mechanism Magnostrictive ribbon 
Resolution (o) *0.03 cm 

To minimize ^he occurrence of extraneous sparks in the chambers we 
reduced their sensitive areas to match the apertures set by the bubble 
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chamber and the spectrometer magnet. We simply severed the connection 
of chamber wires with their bus bar, By the same technique we deadened 
vertical bands through which the beam traversed the 11 chambers at 
stations 1, 2, and 3. At station 4 the beam traversed a gap between 
chamber pairs YZ7.8 and YZ9.10. To deaden the beam-illuminated area 
of the UV chambers we inserted slabs of polyurethane foam between the 
wire planes. 

The physically relevant parameters of a forward scattered 
track are its momentum and the scattering angle. For fixed values of 
only these parameters some trajectories successfully negotiate the 
spectrometer while others miss an aperture or traverse the dead region 
at one of the stations. The resulting detection probability depends 
heavily both on the momentum and the scattering angle, and we must 
account for it 1n the analysis of the data. We discuss this issue in 
detail in Section IV.5. 

The most important measurement which the spectrometer supplied 
was the bend angle in the magnet. The resolution (o) for this measure­
ment was 0.25 mrad. The contributions from position error of the spark 
chambers and from multiple scattering in the chambers and intervening 
material were nearly equal. The relation of momentum to bend angle is 

P _ 62 mrad ,. ., 
14 GeV " e ' l*- 1' 

From this follows the relation for the error of the momentum. 
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AP - -EL. . A e 
Q K 14 GeV 62 mrad 

(4.2) 
= P 2 x 2.9 x lo" 4 GeV"1 

AP is "60 MeV at 14 GeV and «30 MeV at 10 GeV. 

5. Triggering and the Role of the Online Computer 
The logic equation for the spark chamber trigger signal was 

SCTRIG = GATE-(R1 + L1)-(R3 + L3) (5.1) 

The factor GATE was true for the duration of every beam pulse. The 
SCTRIG signal was fanned out to the high voltage pulse circuits at 
each chamber. Because of cable delays and the rise time of the HV 
pulsers, sparks developed roughly 0.4 visec after the triggering particle 
traversed the spectrometer. The memory time of the chambers easily 
accommodated this delay. Because of the delay, however, and because the 
beam "spill" wes so short, a second track was sometimes observable in 
the spark chambers. 

Figure 9 shows schematically the electronics used to 
digitize spark coordinates. We use the term "wand" to refer to a 
magnetostrictive ribbon, its mechanical support, the pickup coil, and 
integral preamp. Near the ends of each wand at precisely known loca­
tions on the chambers were fiducial wires. Synchronously with the 
application of the high voltage, current pulses In the fiducial wires 
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initiated acoustic pulses in the magnetostrlctlve ribbon. Because the 
acoustic pulse propagates along the ribbon with uniform velocity, the 
position of the source of a pulse corresponds to a time of arrival at 
the pickup coll. The first fiducial pulse from a wand started four 
20 MHz 12 bit scalers associated with that wand. Succeeding pulses 
stopped the scalers one by one. The last one to stop digitized the 
time of arrival of the second fiducial except on occasion when a 
chamber produced more than three sparks. The computer maintained a 
running average of the digitizations obtained for the fiducial, and 
this average established the effective propagation velocity in the 
magnetostrictive ribbon. 

We developed computer codes for the online Sigma 2 computer to 
perform three primary tasks. One was to fetch the spark coordinates 
from the spark chamber electronics and to record these on magnetic 
tape. A second was to do some minimal analysis of the data to ensure 
that the spectrometer was functioning satisfactorily. The third task, 
and the most noteworthy, was to select pulses on which to trigger the 
bubble chamber flash tubes. The design of this algorithm required 
great care so as to satisfy the 3 msec time constraint. 

The trigger algorithm deals with the reaction 

irbp + irfX . (5.2) 

W. Ford was chiefly responsible for its development. 
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The system X includes one nucleon and an arbitrary number of mesons. 
The primary objective is to generate a trigger when X includes at 
least one plon. The cross section for elastic scattering is about a 
factor of three larger than the cross section for the dissociation 
reactions which we seek to study. An algorithm must identify elastics 
with efficiency greater than 93% 1n order that contamination of the 
triggers be less than 20%. 

We use the notation M , M for the masses of the proton and 
X, and we use P b and P f for the magnitude in the lab frame of the 
momenta of the beam particle, it , and the secondary particle measured 
in the spectrometer, TT . Neither of these momenta 1s ever less 
than 6.5 GeV. For this discussion we can safely approximate the energies 
of the pions by their momenta. Conservation of 4-momenturo in the 

2 reaction yields an expression for M . 

Hx " Hp + 2 VW + * (5-3) 

with t the square of the 4-mawntum transfer from n to it , An 
adequate approximation for t is 

t « - P bP f(** + •*) (5.4) 

4>v and *z are the vertical and horizontal projections of the 
scattering angle. 

Projecting an angle in this way is also an approximation which is 
satisfactory for our scattering angles of < 60 mrad. 
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We determine P f from its bend angle in the spectrometer 
according to the relation 

p f e f « B de . (5.5) 

The right hand side 1s the Integral of the y component of the magnetic 
field over the trajectory through the spectrometer magnet. We can 
approximate this Integral by the sum of the dipole term and a sextupole 
term. 

p fe f « p 0 y i + b(d] - A ] 

« p0e0 + Pfefb(d2 - dj) 
(5.6) 

P Q is the design momentum of the beam, and 6g 1s the bend angle of 
an on-axis pion with this momentum. The quantities d and d are 
the horizontal and vertical displacements of the trajectory from the 
x axis of the magnet. The coefficient b is positive with magnitude 

5 2 about 1.1x10 cm for the magnet. In analogy with the angle e f we 
may define the angle 8. which 1s the bend angle that the spectrometer 
would measure for a beam track. 

P b e b - I y * . - poeo <5-7> 
6. is of course not measurable for individual events. We have measured 
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the average, e b , by using a small dipole magnet upstream of the bubble 
chamber to steer the beam, at reduced intensity, into the active area 
of the spark chambers. 

We now combine relations (5.3)-(5.7) to obtain 

M x - M p 

• 2 Vo8oh£ " e7j- 2 V f b i 4 • dy> " pb pf<* y
 +*z> • < 5- 8> 

In a loose approximation which ignores the dimensions of the beam and 
the bubble chamber we can write 

dy * V y • dz = Vz • ( 5 , 9 ) 

x„ is the distance from the bubble chamber to the spectrometer magnet. 
n 

U-ing relations (5.9) in a rearrangement of equation (5.8) we have 

Mx" M p - 2 Wo (£-£)" W* + W y (5-10> 

wherein 

Cy = 2 M p b X M " Pb = "4 m ( 5 J 1 ) 

Cz _ 2 M p b x M + Pb = 2 4 G e V • ( 5- 1 Z ) 

For the sake of speed the trigger program operated with only 
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the z coordinates of the sparks. This information is sufficient to 
compute only the first and second terms on the right hand side of 
equation (5.10). The second term may be as 'Sarge as 1.0 GeV , and 
neglecting it in the trigger program would have resulted in too much 
contamination from elastic scatters. Because of the dimensions of the 
magnet aperture, the maximum value of 4>y is about one half the 
maximum of 4> . On this account and because |CJ « |C | , the third 
term 1n equation (5.10) is <0.08 GeV . Since the threshold in 
2 2 2 

M x " M p f o r s , , n 9 1 e P 1 o n production 1s 0.28 GeV , neglect of the 
third term in the trigger creates no difficulties. 

In Appendix A we describe in detail the steps taken by the 
trigger program to Identify tracks corresponding to inelastic events. 
In Figure 10 we show a histogram of the time required for the trigger 
program to reach a decision. For a small fraction of the spark chamber 
triggers,the trigger program required more than 3 msec to conclude. 
In these cases if the program called for a picture, the picture was 
lost. In Table II.D we give statistics of the data acquisition and 
the operation of the trigger. 
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TABLE II.D.—Statist ics of data collection. 

Number 
acqui red Beam pulses 

As a fraction of 
SC triggers BC pictures BC events 

Beam pulses 5.5*106 — — — — 

Spark chamber triggers 2.5*106 0.45 — — — 
BC picture triggers 3.2xl0 5 0.058 0.13 — — 
Pictures lost because 
of late trigger l.CMO4 0.002 0.004 0.03 

4 

BC triggers on events 
in f iducial volume l . l x lO 5 0.020 0.044 0.34 — 

BC triggers on 
elastic scatters 2.8*104 0.0051 0.011 0.0S3 0.25 

BC triggers on 
inelastic two prongs 4.9xl0 4 0.0089 0.020 0.15 0.45 

BC triggers on 
four prongs 3.5xl0 4 0.0064 0.014 0.11 0.32 

BC triggers on 
i r " p •* IT'TT'TT p 1.7xl0H 0.0031 0.0068 0.053 0.15 
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I I I . PROCESSING 

1. Overview 
We describe in this chapter the metamorphosis of the data from 

its original state to a form convenient for study of its physics. For 
75% of the film all processing took place at Lawrence Berkeley Labora­
tory. For the remaining 25% Caltech carried out the scanning and 
measuring on systems quite different from the LBL apparatus. In this 
report we will describe only the LBL processing, and we will use only 
LBL processed data in the analysis of the next chapter. 

In Figure 11 we show schematically the major processes and 
trace the flow of information from one to another. The figure is only 
illustrative since large segments of the film received treatment which 
varied in some respect from what is shown. For example some rolls did 
not undergo filtering, and the measurement of other rolls was exclu­
sively via COBWEB. In the last section of the chapter we discuss one 
of the tests that we made to verify correct operation of the processes 
from measurement through fitting. 

2. Processing of the Spark Chamber Data 
Our raw spark chamber data for an event consisted of groups of 

spark digitizations associated with each coordinate of each chamber. 
A computer code which we built and named TORTIS reorganized the digi­
tizations into "track banks." The collection of sparks forming a track 
bank defined a trajectory which a charged particle could have followed 
through the spectrometer. TORTIS permitted an arbitrary number of 
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track banks for each event, and it permitted each digitization to 
appear in an arbitrary number of banks. The TORTIS algorithm went 
roughly as follows, (y and z are defined in Figure 8.) 

1) Merge the sparks of adjacent chambers into station banks 
and remove redundant sparks. 

2) Find all sets of four z coordinates, one from each 
station, for which the lines defined by the station 1,2 pair and the 
station 3,4 pair intersect at the midplane of the spectrometer magnet. 
A separation of the lines at the midplane of less than 0.3 cm satisfies 
this condition. 

3) Analogously find sets of four y coordinates, one from 
each station, but additionally require that the angle between the lines 
be ^ess than 2.5 mrad. The tolerance on this angle accommodates the 
bend in the vertical plane caused by the fringe field of the spectro­
meter magnet. 

4) Pair each set of y coordinates with each set of z 
coordinates. When the UV chambers at station 1 contain digitizations 
consistent with the y,z position, fow a track bank. In the case that 
steps 2 and 3 result in just one z coordinate set and one y set, 
form the track bank regardless of the UV chamber output. 

The tolerances used in TORTIS were liberal enough that the 
algorithms did not add significantly to the inefficiency of the spark 
chambers themselves. Considering only those beam pulses which generated 
a BC camera trigger, the TORTIS efficiency was at least 95%. The 
precise value is unimportant because it does not enter in the method 
used to obtain absolute normalization in Chapter IV. The track banks 
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created by TORTIS were available to the filter and hybridization 
processes which we describe 1n succeeding sections, 

3. Scannng and Filtering 
Bona fide events occurring within the fiducial volume of the 

bubble chamber (70 cm in length) account for only 352! of the BC camera 
triggers. The balance are ascribable to events occurring in hydrogen 
outside tie fiducial volume (58 cm, much of which was invisible), to 
events oc urring in the beam entrance and exit windows (equivalent to 
18 cm of Hp), and to decays of beam particles in the last several 
meters of 'jeam preceding the station 1 spark chambers. A typical roll 
of film of 1000 frames, containing "OSO bona fide events, contains in 
addition "350 events within the fiducial volume which are not trigger 
associated and do not match a track in the spectrometer. Measurement 
of these interlopers is unproductive, so we devised a scanning process 
which sub! .antially reduced this burden. 

Our scanners worked at scan tables equipped wih an image plane 
digitizing arm electronically interfaced to a magnetic tape drive. When 
they located an event, they digitized one fiducial and the vertex of 
the event in one view only. By the touch of a button the scanner 
recorded tie roll and frame numbers, the event type, and the digitiza­
tions. We used this procedure to locate all events except those with 
kinks or V s resulting from the production and decay of strange particles. 

Th • scan output and the TORTIS output were the input to a 
computer code, SCMATCH. For each event discovered in the scan this 
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code projected each of the spectrometer tracks back to the x coordi­
nate of the event's vertex. When the y coordinate of the vertex was 
within 1.8 cm of one of the projections, the code flagged the event for 
measurement. We adopted the generous 1.8 cm tolerance rather than take 
pains to optimize this process. The output per 1000 frames contained 
all trigger associated events and *90 interlopers. The 25% extra 
measurement burden was acceptable. 

4. Measuring 
We utilized two independent systems for measuring the events. 

One was a flying spot digitizer, FSD (known in some quarters as a Hough-
Powell device, HPD) under the control of an IBM 7094 computer [White et 
al. 1968]. Its mode of operation was fully and exclusively automatic; 
it had no provision for operator assistance in the measurement process. 
We will give no further details of this system. 

The second system, called COBWEB [Albrecht et al. 1968], con­
sisted of several film plane digitizing engines, known as Frankensteins, 
interfaced to an IBM 7044 computer. The control electronics of the 
FranLensteins made them "semiautomatic." The reticle of the device is 
an orientable slit. So long as the operator maintains the axis of 
the slit within 6° of the tangent to a track, the electronics will 
drive the stage so that the track passes precisely through the center 
of the reticle. The machine can automatically digitize at intervals 
along the track while the stage is 1n motion. Completely manual control 
of the stage is also available to the operator, and he uses it to bypass 
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regions of confusion or obstruction of a track. The computer as well 
as the operator can control stage position and frame advance, and the 
computer intervenes where possible to speed the measurement process. 

The FSD system was the first to process each roll. It produced 
measurements for about 45*4 of the events on the measurement 11st. We 
then directed the COBWEB system to measure those events (55%) on which 
the FSD system failed. The output of either system was a magnetic tape 
record containing up to t-enty pairs of film plane digitizations for 
each view of each track. 

5. Geometrical Reconstruction 
The input to the process which we call reconstruction is the 

output of the measuring systems just described. Its function is to 
produce a five parameter description of each track and the 5x5 error 
matrix for the parameters. Specifically, in the coordinate system of 
Figure 8 , the parameters are the polar and azimuthal angles and 
the curvature at the beginning of the track, and the polar and azimuthal 
angles at the end of the track. The computer code which we utilized for 
reconstruction was TVGP (Three View Geometry Program) [Solmltz et al. 
1966]. This code has seen prior use in many experiments and with 
several different bubble chambers and measurement systems. Its archi­
tecture facilitates adaptation to a particular bubble chamber, and we 
had only to develop the necessary modifications for the SLAC 40" 
chamber. 

Particle trajectories in Mquid hydrogen depend on the particle 
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mass as well as momentum because of energy loss by ionization, dE/dx. 
TVGP obligingly allows for a number of different mass interpretations 
of each track. For negative tracks we obtained only a it" interpreta­
tion, and for positive tracks we obtained the ir and proton interpre­
tations. We omitted K" and K Interpretations and other more 
esoteric possibilities In favor of savings In computer charges. 

6. Hybridization 
We built a computer code, HYBRID, which amalgamated the output 

of TVGP with the output of TORTIS. It carried out two distinct opera­
tions which we will call "matching" and "averaging." The matching 
process selected from the TORTIS track banks the track which was most 
compatible with the bubble chamber measurement of the fast forward IT". 
The averaging process created a unified description of the forward if 
using the best information from both the spark chambers and the bubble 
chamber. 

2 In the matching we utilized a nine component x statistic, and 
we give bdow a brief description of each component. 

1) Horizontal distance (along z, in the bending plane) between 
the projections at the magnet midplane of the station 1,2 sparks and 
the station .,4 sparks. FWHM =0.13 cm. 

In the case of four prongs we compared the TORTIS track banks only 
with the negative bubble chamber track of higher momentum. The number 
of four prong events lost by this selection was negligible. 
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2) Vertical distance (along y, transverse to bending plane) 

between the projections as 1n 1) above. FWHM = 0.17 cm. 
3 & 4) Displacement of the spark in the UV chambers from the 

position consistent with the y,z measurements at stations 1 and 2. 
FWHM = 0.16 cm. 

5) Difference in momentum as measured in the bubble chamber 
and spectrometer. FWHM =1.5 GeV. 

6) Difference in the polar angle (the "dip" angle) at the end 
of the bubble chamber track, FWHM =7.5 mrad. 

7) Difference in the azimuth angle at the end of the track. 
FWHM =3.5 mrad. 

8) Difference in the y coordinate at the end of the track. 
FWHM = 0.25 cm. 

9) Difference in the z coordinate at the end of the track. 
FWHM = 0.30 cm. 
The first four measure only the quality of the spectrometer portion of 
the track. The last five measure the differences between the bubble 
chamber and spectrometer measurements. The TVGP output did not include 
correlations for the position variables (y,z), but all of the correla-

2 

tions that were available were included 1n the construction of the x • 
We show in Figure 12 the confidence level distribution for a 

typical subset of the film. Flaws in our algorithm resulted in a 
distinctly nonflat distribution, but we considered it flat enough 
for the purpose at hand. By applying the algorithm to bubble chamber 
measurements for one frame and spark chamber data for a different frame, 



51 I I I . 6 

C O N F I D E N C E L E V E L OF M A T C H 

2 4 0 6 E N T R I E S 

IT) 
O 

a u a. 
IX w 
is 

z 

400 

200 

0 
00 05 

Q(* 2|9) 
I 0 

XBL 774-8564 

FIG. 12. Distribution, based on ten rolls of film, 
of the confidence level for the best match of a spark 
chamber track to the high momentum bubble chamber track. 
Included are only events with x 2 < 60 which corresponds 
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we determined the rate of accidental matches. It was only a few tenths 
percent, and 1t was not the major contributor to the spike at small 
confidence level. We presume that the spike results from non-Gaussian 
errors in various parts of the measurement process, We made our / 
cutoff quite liberal, putting off a more critical selection to a later 
stage. The upper limit for accepted events was 60, which corresponds 

••9 
to a nominal confidence level of 10 . Me do not know the proportion 
of good events whi.:h failed to match, but we chose to normalize our 
results by a technique which 1s Insensitive to this loss (see Section 
IV.4). 

For the purpose of kinematic fitting, which we discuss in the 
next section, we require a unified description of the fast forward T" 
which makes best use of the measurements from both bubble chamber and 
spectrometer. Our algorithm, which we call averaging, actually 
combines averaging with selective suppression of some information. 
First we discuss abstractly the mathematics of the algorithm. Suppose 
that we have available two measurements of a quantity x, x and x. , 2 2 and the respective variances o^ and ai . We define 

"a = ("a)"1 

wb = (o^r 1 (6.D 

w = w a + w b . 

Then the maximum likelihood best estimate of x is 



and its variance Is 
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*"1 (Va + Vb> ( 6' z> 

o Z ' w' 1 . (6.3) 

We can readily Interpret equations (6.1)-(6.3) for a vector valued x . 
2 2 

o' and at are then covarlance matrices and the reciprocal operation, 
( ) , becomes matrix inversion. Now suppose that we have some reason 
to distrust the 1 component of x and that we therefore wish to 
impose the condition 

3x/3(x a). = 0 . (6.4) 

We do so by replacing w. with w' defined as follows. 
a a 

(w a)j k j t 1, k f i 

< wa>jk - j < 6" 5> 
0 otherwise 

This definition ensures that w « w' + wfa will be symmetric and positive 
definite as required for a weight matrix (proof omitted). 

Application of the above method requires covariance matrices 
which refer to a common set of track parameters. Therefore the first 
step of the averaging procedure was to generate from the TORTIS output a 
TVGP style parametrlzation of the forward u" and the corresponding 
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covariance matrix. The parameters which we chose to suppress from the 
average were the spectrometer measurement of azimuth and the bubble 
chamber measurement of polar angle (dip). We did not use the spectro­
meter azimuth because our technique for propagating the trajectory 
through the bubble chamber fringe field was crude and could have Intro­
duced bias. The benefit from improving the technique would have been 
meagre because the bubble chamber measurement of azimuth is quite 
accurate relative to the spectrometer even for short tracks. 

In the case of the polar angle the spectrometer offers the 
higher precision. What led us to cast out the bubble chamber measure­
ment of polar angle was a failure of the camera which produced variable 
deformation of the film at the time of exposure. The only symptom was 
severe skewing in the distribution of the difference of the two measure­
ments of polar angle (not shown). The malady no doubt affected measure­
ments of all tracks, but for low momentum tracks the effect was 
inconsequential. Only for the beam and the fast forward track did 
the small perturbation of the polar angle correspond to a sizeable mis-
measurement of transverse momentum. 

We handled the beam track with the same averaging algorithm that 
we used with the fast forward. The dispersion of the beam tracks in 
both momentum and angle was considerably less than the dispersion of 
the respective measurements. We could therefore obtain a better repre­
sentation of each beam track by averaging the individual measurement 
with an "archetype," a pseudotrack with parameters and covariance matrix 
corresponding to the beam track population. We constructed such an 
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archetype by combining Information from various sources. For example 
the beam design established the momentum spread, and from samples of 
4C events (no neutrals) we could determine the mean polar angle. In the 
averaging algorithm the parameters which we suppressed were the arche­
type azimuth angle and the measured polar angle. The azimuth 1s the 
parameter for which the archetype 1s least beneficial. We suppressed 
it just to spare ourselves the inconvenience of constructing and main­
taining an accurate central value. We suppressed the measured polar 
angle because it was biased on account of the film deformation. 

In a formal sense the hybrid momentum (technically, the 
curvature) of the beam and fast forward tracks was an average. 
Practically, however, t*«? a":hetype and spectrometer momenta alone 
determined the hybrid values because their errors were several times 
smaller than those of the respective bubble chamber measurements. 
Accuracy in the difference of the beam and fast forward momenta is 
critical for obtaining proper fits to the events. On the other hand 
a discrepancy of a few tenths of a GeV between the archetype momentum 
and the true central beam momentum could have existed without significant 
adverse effect. We describe next the steps we took to promote good 
values for the momentum and other parameters of the beam archetype. 

The kinematics of 4C events (no neutral secondaries) makes 
them especially suitable for monitoring parameters of the hybridization 
process. We write the constraints of energy-momentum conservation 
as follows. 
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(6.6) 

A E E E b + M p - E f - E s = 0 
4 P x s Pxb - Pxf " Pxs " ° 
A P y s pyb " pyf - pys = ° 
A P z = pzb - pzf " p « * ° 

The subscripts b and f denote the beam and fast forward tracks, and 
the subscript s denotes a summation over the low momentum secondaries. 
The beam direction is close to the x axis deviating by up to 50 mrad. 
The fast forward track also follows the x axis and usually deviates 
by less than 50 mrad. We obtain a particularly powerful constraint 
equation by taking the difference AE - AP X , 

< A E- i Px> ; < Eb- Pxb' " <Ef"Pxf> - <Es-pxs> + Mp • ° • < 6- 7> 

The terms (E b-P x b) and (E f-P x f) are of the order of 10 HeV, and 
errors as large as 10% in the magnitude of P b (or P f) or «10 mrad in 
its direction perturb (AE - AP X) by only a fraction of 10 MeV. Me 
have, therefore, a robust way to identify 4C events. If we combine a 
cut on (AE •• AP ) with very loose cuts on AP and AP we can x y z 

obtain an admirably pure sample without the formality of kinematic 
fitting. 

For 4C four prong events (7r*p + 7r"ir"?r p) selected by this 
technique we may examine the distributions of AP , AP , and AP . 

x y z 
Symmetric distributions with means close to zero indicate well chosen 
valut: for the momentum and polar angle of the beam archetype. In 
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FIG. 13. Components of the missing energy-momentum vector for 4C 
four-prong events, a) Difference of the energy and beamlike component 
of momentum, b) The beamlike component. c,d) The transverse com­
ponents, z is parallel to the camera axis. 
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Figure 13 a-d we show these distributions. All are reasonably symmetric 
and well centered. The analogous distributions for events from each 
ten rolls of film are similar to the large sample distributions of the 
figure. 

7. Kinematic Fitting 
A two prong event may ab_ initio be an example of one of several 

reactions of which the following are the most probable. 

u'p •* IT" p (7.1) 

•* ir~ T T 0 p (7.2) 

+ TT" u + n (7.3) 

•* IT" p (Ti 0) k k > 1 (7.4) 

+ TT" TT+ n (n°) k k > 0 (7.5) 

We consider for a moment just reaction (7.2). A complete kinematic 
description entails twelve parameters which we could choose to be the 
cartesian components of momentum of the beam and each of the three 
secondaries. These parameters must satisfy the four constraint 
equations of energy-momentum conservation. Therefore in the nine 
dimensional space of the measured parameters reaction (7.2) maps onto 
an eight dimensional hypersurface. Because of measurement error the 
point representing an event which is truly an example of reaction 
(7.2) would lis at a small distance from this hyD'trsurface. The 
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kinematic fitting process 'locates that point on the hypersurface which 
is closest to the measurement point. The covariance matrix serves as 
metric, and the square of the minimum distance is a x statistic 
for one degree of freedom. 

Kinematic fitting is likewise applicable to reactions (7,1) 
and (7.3), the latter being completely analogous to (7.2). The hyper-
surface of reaction (7.1) is five dimensional, so fitting yields a x 
with four degrees of freedom. The reactions with multiple neutral 
secondaries, (7.4) and (7.5), are underconstrained, and only the mass 
of the neutral system is determinable. The major four-prong channels 
are in one-to-one correspondence with reactions (7.1)-(7.5) by the 
addition of a IT and tr to each final state. The dimensionalities 
of the measurement space and the reaction hypersurfaces are greater 
by six, but the efficacy of the fitting procedure is the same. 

The benefit of kinematic fitting is threefold. 1) The postfit 
parameters exactly conserve energy-momentum. 2) The postfit errors are 
smaller, sometimes much smaller, than the original measurement errors. 
3) The x statistics are invaluable for selecting a sample of a 
particular reaction. We have at our disposal requirements for low x 

2 in a desired channel and for high x in competing channels, and we may 
combine these as appropriate to obtain a sample of suitable purity. 

The computer code which we used for fitting was SQUAW [Dahl et 
al. 1968] which is a companion code to TVGP. The reactions to which we 
fitted two-prong events were 
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It" p + TT" p 

- 0 
TT p •+ H It p 

it" p + it" IT n 

I I I . 7 

(7 .6 ) 

( 7 . 7 ) 

( 7 . 8 ) 

For four-prongs the reactions were 

it" p + it it 5 Tt p (7.9) 

it" p-* Ttf i s n + i t 0 p (7.10) 

77 p -* 7! Tt II Tt n . ( 7 . 1 1 ) 

The superscripts f and s Identify the fast forward it" and the low 
momentum it" . For the reactions (7.9) and (7.10) SQUAW generates two 
fits, one for each assignment of masses to the positive tracks. 

Kinematic fitting is the last process which we descr ; i » in 
this chapter. In the output of SQUAW we have a description of the data 
which is suitable for study of the physics of the various reactions. We 
do best to regard the problem of sample selection as reaction dependent. 
A global algorithm which assigns each event to exactly one reaction can 
not achieve the proper balance of event loss and contamination for all 
reactions simultaneously. For example the x criteria used to accept 
events when selecting a 4C sample should in general be quite different 
from the criteria used to reject 4C events when selecting a 1C sample. 
In Chapter IV we discuss sample selection in detail for reaction (7.9). 
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8. Validation 

We have just described the complex system of measuring engines 
and computer programs with which we extracted fitted track parameters 
from protographs. In this section we give results from one kind of 
test that this system performed as expected, that its output is trust­
worthy. In the ideal method for testing a large "black box" we would 
introduce input for which the correct output is fully predictable on a 
trial-by-trial basis. The strength of our technique is that its 
approach to this ideal 1s the closest feasible. Its weakness is that, 
falling short, it remains a statistical test, and a necessarily small 
sample size limits its sensitivity. 

Our test utilizes events which produced a neutral strange 
particle, and, as we noted in Section III.3, we did not scan for such 
events in the present experiment. The source of our events therefore 
had to be a companion experiment in the same bubble chamber for which 
the beam was T at 14 GeV/c rather than TT" . For the companion 
experiment the scan did include strange particle topologies. The 
reactions of interest are the following, 

IT p + ii K A (8.1) 

TT + p ->• K + p K° (8.2a) 

K + p -• n + p K° (8.2b) 

i p + i i i K Jl (8.3) 

+ + + .,- „0 
TT p + Tt Tt K p K (8.4a) 

TT p - * T ( IT K p K (8.4b) 
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The events to be treated are those with a n or K measured in the 
spectrometer and a single strange particle decay (a "V") in the bubble 
chamber. So far as possible the treatment of these events from measure­
ment through kinematic fitting was identical with the treatment of 
ordinary data. 

The strategy is first to identify the events which are examples 
of reactions (8.1)-(8.4), then to refit these events treating the tracks 
from the A or K° decay as emanating from the primary vertex with 
arbitrary invariant mass. By discarding in addition the information 
for one of the charged tracks (but not the fast forward) we can simulate 
a 1C fit. The test of the processing system is to verify that these 
"hobbled" fits reproduce the mass of the A or K° within assigned 
errors. 

We deemed an event to be an example of one of the A or K° 
reactions if the confidence level for the fit was greater than 0.05 and 
if the confidence level for alternative 7C fits was less than 10 . 
The result of increasing the cutoff for alternative fits from 10 to 
10 is an insignificant increase in the sample size. 

Most events assigned to the A reactions by this procedure 
also have a good fit to the reactions 

ir+ p - T T + ( T T V ) K + £ ° 

LAY (8.5) 
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The reason is that the kinematics permits the lab momentum of a A to 
be parallel to the lab momentum of a parent Z . The lab momentum of 
the sibling y , in this case, is usually so low that the measurement 
errors can easily accommodate it. This inherent ambiguity together 
with the selection criteria results in contamination of the 7C A sample 
by £ events. The extent of this contamination depends on nature's 
cross section for the Z reactions, on the momentum distributions of 
the produced Z 's and on their decay distribution. The available 
sample size is insufficient to measure these distributions and thus 
estimate the contamination. We observe, however, that 1} the number 
of unambiguous I events is about 20% of the number assigned to A 
channels, and that 2) Z events are usually unambiguous. Regardless 
of the Z momentum, only in a small proportion of the decay phase 
space 1s the y momentum in the lab so small that an ambiguity is 
likely to occur. In particular a Z nearly at rest yields a y of 
75 MeV which is rarely concealable by measurement errors. We are 

therefore confident that Z contamination in the 7C A sample is 
insignificant. 

To illustrate our method of analysis we consider the set of 
hobbled fits for reaction (8.1), in which the if daughter of the A 
was treated as unmeasured. For each event we construct the quantity 

M„.„ - 1115.6 MeV 
(8.6) 
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In this expression a H is the standard deviation of H as computed 
by SQUAW using its complete error matrix, If the processing system 
wort.s correctly, the observed S's are a sample from a standard normal 
population. To.assess the normalcy of the S's, we selected the 
Kuiper statistic (Kuiper 1960). In Appendix B we give an Introductory 
discussion of this statistic and mention those characteristics which 
commend its use in the present situation. 

We state our results in Tables III.A and III.B which have 
entries for each of the hobbled fits. In Table III,A we give the sample 
size aod the confidence level for the Kuiper statistic. For the benefit 
of those who distrust an unfamiliar statistic we give in Table III.B 
the mean and the o of the 6's. All of these statistics are dimen-
sionless. The errors quoted in Table III.B are the sampling errors for 
a standard normal population. An excess of very small Kuiper confidence 
levels would signal some misbehavior of the processing system. This 
signal does not occur. The imperfections in the processing are small 
enough that they are not detectable by this method with 142 events. 

We have shown that the actual errors of the measured A and K° 
masses are consistent with the assigned errors for several kinds of 
fits. To complement this result we indicate the size of the assigned 
errors in Table III.C. We give the root-mean-square o M both in HeV 
and as a fraction of the kinetic energy released in the decay. The upper 
entry is 

™ events " 
1/2 

(8.7) 
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and the lower entry is n/Q. K with Q. = 37.8 MeV and 
Q K = 218.6 MeV. We also calculate the error of n from the sample 
variance of o H . (Some of the samples are so small, however, that 
a Gaussian interpretation of the error 1s unjustified.) The table 
shows as expected that the resolution is quite good for 4C fits and 
that it deteriorates appreciably as we discard additional information. 
The mass resolution for these fits of strange particle events does 
not bear directly on the mass resolution for other channels. Having 
established the veracity of SQUAW's errors, however, we can compute 
resolution (TI) in other channels in this same straightforward way. 
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TABLE III.A,—Validation statistics. 

Upper entry 1s the sample size. Lower entry is the confidence level 
for the Kuiper statistic. Statistics in the two-prong column are for 
reaction (8.1) or (8.2), and those in the four-prong column are for 
reaction (8.3) or (8.4). The row labels distinguish the A reactions 
from the K« reactions and indicate which track measurements, if any, 
were discarded. 

Two-prongs Four-•prongs 
Combined 

2 & 4-prongs 

A 
4C 

90 
0.81 

26 
0.33 

116 
0.43 

A 
p missing 

90 
0.40 

26 
0.79 

116 
0.20 

A 
TI" missing 

90 
0.47 

26 
0.68 

116 
0.31 

A 
IT or K missi 

90 
ng 0.69 

— — 

K° 
4C 

11 
0.61 

15 
0.24 

26 
0.47 

p missing 
11 

0.56 
15 

0.22 
26 

0.17 

K° 
ii missing 

11 
0.70 

15 
0.10 

26 
0.12 

K" 11 15 26 
IT missing 0.92 0.54 0.73 
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TABLE I I I .B.—More va l ida t ion s t a t i s t i c s . 

Upper entry i s the mean, and lower entry is the standard deviat ion o f 
the 6 d i s t r i b u t i o n s . The errors are the sampling errors f o r a standard 
normal populat ion. 

Combined 
Two-prongs Four-prongs 2 & 4-prongs 

A 0.14+0.11 0.14+0.20 0.14+0.09 
4C 0.95+0.07 1.03+0.14 0.97+0.07 

A 0.05±0.11 -0 .0U0.20 0.04+0.09 

p missing 0.97+0.07 0.85+0.14 0.94+0.07 

A -0.09+0.11 0.09+0.20 -0.05*0.09 

IT" missing 1.00+0.07 0.88+0.14 0.98+0.07 

A 0.04+0.11 

T I + or K + missing 0.93+0.07 

K° 
4C 

0.15±0.30 
0.96±0.22 

0.20+0.26 
0.89+0.19 

0.18*0.20 
0.92±0.14 

K° 
p missing 

0.06+0.30 
0.90+0.22 

0.29+0.26 
0.84+0.19 

0.20x0.20 
0.87+0.14 

K° 
u" missing 

0.42+0.30 
0.94+0.22 

0.32+0.26 
0.71+0.19 

0.36+0.20 
0.82+0.14 

K° -0.28+0.30 -0.09+0.26 -0.17+0.20 

/ m i s s i n g 1.08±0.22 0.82+0.19 0.95+0.14 
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TABLE III.C—Mass resolution for the hobbled fits. 

Upper entry is the root-mean-square of the strange particle mass error 
assigned by SQUAW. Units are MeV. The lower entry is the r.m.s. error 
as a fraction of the kinetic energy released in the decay. 

Two-prongs Four-prongs 
Combined 
2 & 4-prongs 

A 
4C 

1.7±0.1 
0.045 

1.6±0.2 
0.042 

1.7±0.1 
0.045 

A 

p missing 
4.2±0.7 

0.11 
2.7+0.4 

0.071 
3.9±0.6 

0.10 

A 

n" missing 

15±1 
0.40 

13±1 
0.34 

14+1 
0.37 

A 
+ + 

IT or K missing 

2.9±0.5 
0.076 _--

K° 
4C 

4.8±0.6 
0.022 

7.H1.3 
0.032 

6.2±0.9 
0.028 

K° 
p missing 

5.4±0.7 
0.023 

22±9 
0.10 

17±7 
0.077 

n" missing 
15±1 

0.069 
35i6 

0.16 
Z8±5 

0.13 

K° 14±1 15±1 15±1 
n + missing 0.064 0.069 0.069 
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IV. ANALYSES 

1. Preamble 
In this chapter we undertake to present and interpret the data 

on the final state n V n p . We will make no attempt at a comprehensive 
analysis. On the one hand we note that model dependent approaches to 
our reaction are fraught with serious theoretical uncertainties. On the 
other, truly model independent approaches would require between fifty and 
one thousand times more data than we have at hand and some polarization 
measurements in addition. For example one of the original intents of 
this experiment was to determine selection rules for nucleon resonances 
producible 1n a diffractive collision. The partial wave analysis required 
to address this issue in the four-body final state would suffer exces­
sively if not from theoretical biases then from insufficient data. 

Instead we will extract from the diverse theoretical schemes a 
few properties which, with available data, are susceptible to quantita­
tive statistical test. Specifically we will examine the hypothesis of 
helicity conservation for the s-channel and for the t-channel reference 
frames. On finding t-channel helicity conservation to be the better 
approximation ws will test for simultaneous validity of the Gribov-
Morrison rule on permissible spin-parities. 

Some of the ideas included in our program have lost currency 
if not respectability since they were proposed several years ago. Some 
other ideas, though potentially of great interest, we have abandoned to 
our successors. Nonetheless, we believe that the application of simple 
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and rigorous methods to our selected topics contributes to understanding 
of the physics underlying this data. 

2. Estimation and Display of Densities 
The most common of the modes which we wil 1 use to summarize 

data will be a graphical estimate of a univariate density. We will 
sometimes use just a histogram, but often we will use a k-th nearest 
neighbor estimator [Friedman 1974]. As the latter 1s not in common use 
for data of high energy physics,we offer 1n this section a brief expla­
nation. 

As an example we refer ahead to Figure 14b. The somewhat 
jagged curve is the k-NN estimate. If d(x) is the estimate at x 
and if k-1 data points are closer to x than x* , then 

d(x) « |x - Xj.T1 (2.1) 

The magnitude of k controls the tradeoff between bias {underestima­
tion at peaks, overestimation at dips) and smoothing {suppresion of 
statistical fluctuations) in analogy with the bin width of a histogram. 
Unlike the histogram, however, the k-NN estimator is a continuous 
function of the independent variable. In most cases, to choose k we 
generated the display using several widely spaced values. We easily 
judged most structures which appeared either to be statistical 
fluctuations or to reflect variations of the parent population. A few 
structures we judged ambiguous in this regard. For presentation we 
selected the largest k which still preserved ambiguous structures. The 
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subjectivity of this procedure is evident, but we point out that jll 
common density estimation techniques involve analogous subjective deci­
sions. 

The relative statistical error of the k-NN estimate is a 
constant, 1/A" , and therefore if error bars are omitted from a 
display, they are easy to visualize. Traditionally error bars serve 
as a yardstick by which to judge Informally whether some alternative 
to the estimate is actually consistent with the data. For this purpose 
independent errors are most convenient, whereas for a k-NN estimate 
the errors of nearby points are heavily correlated. Therefore we have 
chosen to indicate the statistical precision of the data with a coarsely 
binned histogram superposed on the k-NN estimate. The two estimates, 
of course, will not be identical even at the center of the histogram 
bins. They will differ both because they incur different arrounts of 
bias and because of statistical fluctuations. 

3. Event Selection 
The overall reaction which we will study is 

b f s + ,, ,, 
n p -*• it TT IT p (3.1) 

•n , TI , and n s are all negative pions. The symbol 7r denotes the 
one which was detected in the forward spectrometer. 

We fit each event twice with this hypothesis, once for each 
2 assignment of masses to the positive tracks. When the x of the better 

fit was less than 13.3 (corresponding to a confidence level of 0.01), we 
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accepted for further analysis the corresponding interpretation of the 
event. Track density information (ionization) from this exposure was 
of poor quality. Its use could have reduced the contamination but to an 
indeterminable extent. Since the contamination level is In any case 
quite low as we will demonstrate, we elected not to consider track density 
1n the event selection. In Figure H a we histogram the x of the 
better fit to reaction (3.1) out to x ° f 23.5, and 1n F1.IL* 14b we 
show a k nearest neighbor density estimate of the confidence level 
distribution down to the cutoff of 0.01. 

Above 0.1 Figure 14b comes gtatifyingly close to the ideal of a 
uniform distribution demonstrating that the fitting and fvent selection 
procedures are at least sensible. We attribute the subs.antial rise 
below 0.1 to a combination of nisidentified events and ion-Gaussian 
sources of error. The misidentified events concern i most, so we 
proceed to a discussion of the nature and extent of jur contamination. 

The reactions which merit discussion as plausible contaminants 
in the data sample are the following. 

* b p - - f 7is / p (Tt°) j i > 1 (3.2) 

irbp - / n s ir + ir + n (TT° ) J j > 1 (3 .3) 

nbp - / K" K+ p (3.4a) 

ir bp - K f ir" K+ p (3.4b) 

K" p - / K" ir + p (3.5a) 

K" p •» K f IT" TT+ p (3.Zv) 

TI p •+ ir irs (IT identif ied as p) (p identif ied as TT+) (3.5) 

http://F1.il*
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In reactions (3.4a) and (3,5a) the particle detected in the forward 
spectrometer is a if whereas in reactions (3.4b) and (3.5b) it is a 
K" . We will consider each of these possibilities in turn, and we will 
conclude that the sum of all contributions is between 2% and 8% and is 
probably closer to 2%. For reaction (3.6) we are able to estimate the 
fraction of the data sample which it generates. For the others an upper 
limit is the best information we can develop, and these upper limits may 
grossly exceed the actual contamination. In Table IV.A we summarise what 
we know about each reaction. 

In reaction (3.2) only if the system of it 's is at rest in 
the lab frame can this type of event exactly satisfy the momentum 
constraints of reaction (3.1). It i;an exactly satisfy the energy 
constraint as well, but only if with inverted mass assignment the energy 
computed for tl-,5 positive tracks equals the true energy of the positives 
and neutrals combined. Especially with the spectrometer determination 
for the forward n" , our measuring precision makes these conditions 
exceedingly stringent. For the reaction (3.3) final state no configura­
tion can exactly satisfy the energy constraint. Consequently this 
reaction has even less potential to contaminate than reaction (3.2). 

We have computed an upper limit for the contamination from (3.2) 
and (3.3) based on conservative assumptions about the distribution in 
o X of events from each source. First we assumed that these two 

? channels generate all of the events with 20.0 < x < 23.5. Second for 
2 < 2 the probability that a contamination event has a x < i (i.e. x of 

the reaction (3.1) fit) we assumed 

P(x 2 < 5) - l 3 / Z (3.7) 
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TABLE IV.A.— The level of contamination of reaction (3.1) from 

reactions (3.2) - (3.6). 

Reaction Estimate Upptr Limit 

3.2 
3% 

3.3 

3.4a 
« 2?! Z% 

3.4b 

3.5a « Z% 

3.5b (benign) 

3.6 1.5% 

The upper limit may grossly exceed the actual value. 

The exponent is one half the difference of the number of degrees of 
freedom of the 4C reaction (3.1) and the 1C reaction n"p •* ̂ "TT'TI p ir . 
The lower the exponent the higher would be the upper limit, and in 
Appendix C we state why our choice is conservatively low. Our upper 
limit comes from evaluating the form (3.7) at E = 13.3 using the 
normalization based on the interval 20.0 to 23.5. The result is 3%. 
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In our opinion most events with 20.0 < x < 23.5 actually represent bad 
measurements of reaction (3.1). If so, the true level of 1C and 0C 
contamination is considerably less than 3%. 

The momentum constraints are Ineffective in the case of 
reactions (3.4) and (3.5). Except for reaction (3.5b) other factors 
combine to suppress these events to a negligible level. Prior to 
kinematic fitting, the ratio of reaction (3.4) to reaction (3.1) is of 
the order of Z%. This estimate matches the proportion of all events 
which exhibit K or A decays. The prefit proportion of reaction 
(3.5) Is also about 2% corresponding to the ratio of incident K" to 
it" as measured in a beam survey at SLAC [Boyarski et al, 1968]. 

In the analyses which we pursue in later sections we will re­
strict attention to events with TT~ TI p mass less than 2.6 GeV, about 75% 
of the 4C fits. We next argue that most events of reactions (3.4) and 
(3.5a) do not survive both this mass cut and the kinematic fitting. The 
dominant processes which contribute to reaction (3.4a) are diffractive 
dissociation of the incident Tr" to TT" K K" and diffractive disso­
ciation of the target p to pK K" . In the former case the mass of 
the pK K" system will usually be greater than 2.6 GeV even when the 
K's are treated as it's . In the latter case the lab momentum of at 
least one of the K's will usually be low enough that the fitting 
procedure rejects the event. Reaction (3.4b) 1s like (3.4a) except 
that target dissociation is not a possibility. For reaction (3.5a) 
the dominant process is diffract-ve dissociation of the incident K" 
which, as with 7r~ incident, usually produces a high mass R" i p 
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system. These arguments convince us that the contamination from 
reactions (3.4) and (3.5a) is well below the upper limit of 47., though 
we have not studied the matter enough to say quantitatively how much 
below. 

Kinematic * Cting has no power at all against reaction (3.5b). 
The major contributory processes are diffractive dissociation of the 
target proton, dissociation of the incident K" , and n exchange 
which we illustrate in Figure 15. 

p dissociation K dissociation -j, exchange 

FIG. 15. Diagrams contributing to reaction (3.5b). 

All three processes are similar in their grosser characteristics to the 
analogous n induced processes. The mass cuts wo make in later sections 
to isolate the target dissociation component will work as well for 
either identity of the projectile. Comparison of our mass spectra with 
spectra acquired in predominantly K~ teams [Boesebeck et al. 1971] 
suggests that target dissociation is similar even in fine detail whether 
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7i induced or K induced. This sort of contamination would be benign 
even at levels higher than 2%. 

Reaction (3.6) is our last and quite likely our most serious 
source of misidentified events. When the momenta of the positive 
tracks have nearly the same magnitude in the laboratory frame, the 
energy constraint loses its power to discriminate between the correct 
assignment of masses and the inverse assignment. To estimate the pro­
portion of misassignments we have devised a purely statistical technique 
which we describe in Appendix D. When applied to our uncut sample this 
technique indicates a 1% rate of misassignment, and for the subsample 

+ ++ 

with IT p mass near the A the estimate is 1.5%. 
From the foregoing discussion we conclude with some confidence 

that statistical fluctuations will overshadow contamination effects in 
any analysis of this data (*10 events). 

2 The cut on x a t 1 3 - 3 excludes some number of bona fide 
events of reaction (3.1). If oil measurement errors were Gaussian, the 
proportion would be 1.0%. The multiple Coulomb scattering distribu­
tion, however, is heavy tailed, and we suspect that other processes 
affecting the measurements are also heavy tailed. In order to place 
an upper limit on the event loss engendered by the x cut we have 
approximated the confidence level distribution, Figure 14b , by the 
form 

N(x) * 9000 [1 + (l/18)exp(-66x)] (3.8) 

This expression reasonably matches the shape of the data on the interval 
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0.01 < x < 1.0 . The integral of N{x) from zero to x = 0.01 amounts 
to 4* of the accepted sample. This figure may overestimate the loss 
because some of the rise at small x may result from contamination 
rather than non-Gaussian errors. The chief reason for discussing the 
event loss 1s its potential effect on the absolute normalization. We 
will see in the next section, however, that the uncertainty in normali­
zation greatly exceeds 4%. Thus the event loss turns out to have little 
significance. 

In addition to x selection we imposed cuts on the measured 
parameters of the beam track. The objective was to suppress events in 
which the beam had suffered an unseen small angle elastic scatter. 
Specifically we discarded an event unless a) the z of the vertex was 
within 1.4 cm of the mean, b) the beam track direction was within 4 mrad 
of its nominal azimuth, and c) within 30 mrad of its nominal polar 
angle. These cuts reduced the sample by ML. 

Only events with successful first measurements were candidates 
for inclusion in the present sample. These represent about 75X of the 
completed Berkeley processing and about 60% of the entire exposure (that 
is including the Caltech processed film). The grand total of events 

2 

which met our x and other criteria was 9378. Our considered opinion 
is that biases in this sample are not large enough to affect seriously 
the analyses which we will pursue. Since we have not proved this point, 
however, we designate our presentation as preliminary and so acknowledge 
that results from the complete sample might differ some from results in 
this report. 



80 IV.4 
4. Normalization 

The natural technique for determination of incident flux in a 
traditional bubble chamber experiment 1s to count beam tracks at the 
upstream end of the fiducial volume. In this experiment we introduced 
dead time on those 40% of the pulses when we triggered the spark chambers, 
and we photographed a selected 6%. A count of beam tracks is biased 
and does not fairly measure the average flux. Convincing methods of 
accounting for the dead time and the bias in combination have eluded us. 
The traditional flux measurement technique of a counter experiment was 
also available to us. For each beam pulse we tallied counts fron 
scintillation detectors located upstream of the bubble chamber. Unfor­
tunately our study of the output of these detectors turned up some 
inconsistencies in their behavior which cast doubt on their reliability. 

Ultimately we used the cross section for elastic scattering 
as previously measured at Brookhaven to establish our normalization. On 
a 2.5% subsample of our beam pulses we photographed elastic as well as 
inelastic events. For elastics in the momentum transfer interval 
0.05 < -t < 0.30 GeV we summed the reciprocal geometrical detection 
efficiency to obtain an apparatus independent estimate of the number of 
events,/ T l/e< ) . For the four prongs in this subsample we counted \elas 7 
the number, N 4 , with recoil mass less than 2.6 Gtl. To obtain the 
cross section corresponding to the elastics, o , , we computed the best 
fit of a simple exponential form to the data of Foley et al. [1959], and 
we integrated this fit over the pertinent range of t . Our result from 
this calibration is the cross section to produce and detect a four prong 

file:///elas
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(recoil mass <2.6 GeV), 

0 _ s
 Eel % r _ ( 4 J ) 

J4pr - / i \ el 
4P r(eLs ei ) 

i . and c» are the probabilities that elastic scatters and lour 
prongs respectively are discoverer1 in the calibration s^an and survive 
all further processing. The small |t| cut on elastic scatters at 

2 0.05 GeV ensures that the range of the proton is at least 4 cm, and 
protons of this length are quite easy to see at a scan table. This 
precaution removes the grossest disparity between c , and r. . 
Supposing them equal we obtain 

o 4 p r = 292 pb . (4.2) 

The statistical error of e. is about 54 and is attributable 
dominantly to fluctuation of N, . More serious systematic uncertain­
ties arise from the normalization of the Brookhaven experiment and from 
uncontrolled scanning/processing efficiencies of the calibration film. 
Because we scanned this film only once and have not remeasured first 
pass failures, our supposition that e , - c. is unsubstantiated. 
Our best understanding of these efficiencies comes from general expe­
rience with the scanning and processing systems. On this basis only we 
regard as unlikely that cel/c. „. is less than 0.9 or exceeds 1.1. 
Allowing for all the uncertainties, our opir.ion is that the true value 
of o is within M% of the value given in equation (4.2) but no 
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quantitative defense of this assertion is available. 

The number of four prongs corresponding to our reaction (3.1) 
event sample was 1.40 x 10 . We have calculated the physical cross 
section for a subsample, Z , according to the relation 

- 1.04 r 1 

(4.3) 

- 0.0217 yb I i-
z i 

where e., is the geometrical detection efficiency for event i . The 
factor 1.04 corrects for the x truncation loss. 

5. Acceptance and Weighting 
Many events of reaction (3.1) went unobserved because the n 

trajectory missed one of the apertures of the forward spectrometer. We 
explain here how in our analyses we account for the unobserved events. 

A set of parameters sufficient for the description of the v 

trajectory are the beam direction, the vertex coordinates, the azimuth 
of the ii about the beam direction, and the kinematic variables 
M(n s n p) and t(ir •* n ). We consider a function of these eight 
parameters which equals one when the trajectory passes through all 
apertures and otherwise equals zero. When we average this function 
over all parameters except H and t , we obtain the detection 
probability as a function of M and t only which we call the acceptance 
function. The M, t dependence of this function is indeed severe. It 
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FIG. 16. a) Contours of tht acctptarce function in the V,t plane superposed on a scattergram 
of the data, b) Average ove-- the data of f a reciprocal acceptance in tins of V(i—'p). c) L:ks 
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falls to zero for |t| « 0.01 because of the regions of the spark cham­
bers made insensitive to unscattered beam tracks. It becomes small when 
|t| = 0.6 in large measure because of the spectrometer magnet aperture. 
At higher values of M, the Tt momentum is lower, and the bend angles in 
the bubble chamber and spectrometer magnetic fields are larger. Multiple 
apertures then act in concert to depress acceptance, 

To obtain an estimate of the acceptance function we randomly 
sampled the beam, vertex, and azimuth parameters at each node of a mesh 
in the M,t plane. The computer determined whether each trajectory 
passed through all apertures and tallied successes and failures at each 
node. We extended the function thus calculated on the mesh to the M,t 
plane by Lagrangian interpolation. In Figure 16a we indicate by a 
few contours the general behavior of the acceptance function. At its 
maximum the value is about 0.82. 

We have removed the effects of the apparatus from density estimates 
by weighting each event by the reciprocal of the acceptance. We dicpiay 
the average weight as a function of M in Figure 16b and as a function 
of t in Figure 16c. The impact of weighting on distributions of other 
variables is different, probably milder, than for M and t themselves. 
In some cases we have determined or assumed that a distribution is 
sufficiently independent of both M and t that weighting is unnecessary, 
and we dispense with it to gain statistical precision and simplicity. 
Where we have used weights we specify the unit of the ordinate as micro-
barns per GeV or GeV . Where we have not used them the units are simply 
events per indicated division of the abscissa. In the case of k-th 
nearest neighbor density estimates, k refers always to a number of 



85 IV.5 
events without regard to their weights. We compute a weighted k-NN 
density as the product of the unweighted density and the local average 
weight. 

6. Survey of the N* Mass Spectra 

Although the design object ive of our experiment was to focus on 

the subclass of events having the character of nucleon d i f f r a c t i o n , 

about ha l f of react ion (3.1) events correspond to production of A 

enhancements in the TI TTS it system and to p and f enhancements 

in the TJ n combination. In Figure 17a we show a scattergram of 

M(TTSTI p) VS M(H TI TT ) and in Figure 17b a weighted histogram of 

M(7T fTrV) fo r events wi th H(N*) = M ( T T V P ) < 2.6 GeV. The A enhance­

ments, prominent in the scattergram, are associated dominantly wi th 

high N* masses. (We w i l l often re fer to the TTSTT p system as the N* 

without regard to i t s resonance charac te r i s t i cs . ) A f te r the 2.6 GeV 

mass cut the A's contr ibute about 6% to the cross sect ion. In Figures 

18a and 18b we show the analogous scattergram and histogram wi th M(n n ) 

on the abscissa. Thes': f igures show t ha t , unl ike the 3TT enhancements , 

the p and f heavi ly overlap the low mass N* system. 

For surveying the N* mass spectra we simply excise the p 

and f s ignals . Our three cuts w i l l be 

0.01 < - t ( n b •+ / ) < 0.5 GeV2 (6.1) 

M(TtVp) < 2.6 GeV (6.2) 

M ( T T V ) > 1.45 GeV (6.3) 
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FIG. 17. A, and A, enhancements are visible in the scattergram of 
events with M(N*) < 3.4 GeV. We illustrate suppression of the A's by 
b) the cut M(N*) < 2.6 GeV, c) this cut combined with M U f n + ) > 1.45 
Gev, and d) this cut combined with selection of A + + by the cut 
1.15 < M(/p) < 1.32 GeV. 
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FIG. 18. The p° and the f(1270) are strong signals in the n V 
system, even when M(N*) < 2.6 GeV. We remove them from the sample 
either explicitly or for some purposes by selecting A with the 
cut 1.15 < M(/p) < 1.32 GeV as in c). 
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In d) and f ) we suppress the A + + by the cut M(TT +P) > 1.32 GeV. 
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The minimum detection efficiency is just under 20% in the region of the 
M,t plane defined by cuts (6,5) and (6.2). As indicated in Figure 17c 
cut (6.3) eliminates the last vestiges of the A enhancements as well 
as the p and the f . (We refer to Figures 17d and 18c in a 
later section.) 

The observable mass spectra are a convolution of the natural 

distributions with a resolution function arising from the errors of 

measurement. The width of the resolution function is less than 15 MeV 

for a l l of the particle combinations. To show how the resolution 

depends on mass we display in Figure 19 the root-mean-square of the 

errors of the u p masses. These errors are a part of the output of 

the SQUAW kinematic f i t t i n g program. We discuss their validity in 

Section I I I . 8 . The resolution as a function of mass for the two-body 

masses is so similar to Figure 19 that we omit the displays. The 

resolution has no material impact on the shape of the mass spectra we 

are about to present since the width of the narrowest structures which 

appear is several times 15 MeV. 
+ s 

In Figures 21 a-f we present the mass spectra of the u p , up , 

and TTSTT systems. The IT p system, Figure 21a, exhibits a dominant 

A (1230) enhancement but no other identifiable structures. By contrast 

the TTSP system, Figure 21b or 21c , exhibits neither a clear A°{1230) 

signal nor any other resonance peaks. 

The dominance of the doubly charged state of the A(1230) is a 

consequence of a well established property of strong interactions and of 

the values of certain Clebsch-Gordan coefficients. The property we refer 
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to is that amplitudes which incorporate the exchange of an internal 
quantum number, such as (nonzero) isotopic spin, across a rapidity 
gap larger than «2.0 are small compared with otherwise similar 
amplitudes which do not incorporate such an exchange. Evidence for 

this general rule comes first from the s dependence of two body exchange 
reactions, e.g., -n"p •» n n , relative to their elastic counterparts 
[Fox and Qulgg 1973]. Studies of dissociation reactions have also 
supported this Idea [Beaupre" et al. 1971b, Boesebeck et al. 1972 , 
Colley et al. 1973, Beauprf et al. 1973], In the initial state of the 
present experiment the rapidity gap is 5.3. In the final state the gap 

f s ++ 
which separates the n from its nearest neighbor in the TT A system 
may be smaller as we show schematically in Figure 20a. In Figure 20b 
we demonstrate that gap sizes greater than 2.0 are preponderant even in 
the final state. The rule about quantum number exchange therefore 
implies that I = 1/2 dominates the isotopic spin content of the n & 
system. Colley et al. [1973] demonstrate explicitly in the reactions 
K +p •»• Kirap at 10 GeV/c that the I = 3/2 intensity in the irap 
system is about 6!!. 

Here enter the Clebsch-Gordan coefficients. When I,,* = 1/2, 
the relative intensity of u A to n" A is 1/3. The branching 
fraction of the A to n'p is also 1/3. The ratio of observable A 
to A in reaction (3.1) is the product 1/9. This analysis applies 
only to the I = 3/2 portions of the up subsystems. The mass distribu­
tion of M(iTp) , Figure b, results from a coherent sum of I = 1/2 
and I = 3/2 contributions so that at M(-itp) = 1.23 GeV the cross 
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section ratio is close to 0.3 instead of 1/9. The 1 = 1/2 background 
thus obscures the A (1230) production which migi;t otherwise be 
visible as a small peak. 

The n su mass spectrum, Figure 21 e, is also featureless unless 
one regards as a feature the absence of a significant p (770) enhance­
ment. In Figures 21 d and 21 f we show the 7isp and n 5n mass dis­
tributions after removing most of the A (1230) by requiring 

M(TT +P) > 1.32 . (6.4) 

Still no resonance peaks stand out. A shoulder in the distribution 
of Figure 21f at 0.80 GeV suggests that production of p is not 
altogether missing. 

In Figure 22a we present the mass distribution of the 7iS7i p 
system.. We determined the position of the lowest peak to be 1.49 GeV 
by "eyeball" from Figure 22a. To determine the error we generated 
twenty additional versions of the distribution of Figure 22a by a Monte-
Carlo method. For each of these we estimated the peak position in the 
same informal way as we did for the data. The dispersion (o) of this 
sample of twenty estimates was 20 MeV. 

Often a distribution has the character of a resonance superposed 
on a "smooth" background. In such cases the data alone are sufficiently 
informative on the shape of the background to permit estimation of the 
width and cross section of the resonance. In the present case we cannot 
presume the background to be smooth because of proximity to threshold. 
We also cannot presume that the background near 1.5 GeV is very small 
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FIG. 22. a) Distribution of the N* mass after a cut which removes the A, p°, and f in the 

?r TTSu and IT -n systems. We discuss the dotted and dashed curves in Section IV.8 b,c) The 
distribution after additional cuts to select & and fl°. d) With only the A cut. This 
sample is also free of A, p°, and f. 



96 IV.6 

XI . . . . 1 , . , • | " 1 Jj 
< J" 

Oi ' *T 
z •» X' 
"" p ^ O n 
a | H 

c ' *"P 

Z • JH " 

J~~ 
c j:': in in 

_ z • 

A U • 

,_. > • 

4 U -r •- o ' • * * " — — ^ ^ 

e m 
^ * X _ , I ' l l 

in 
oo 

CO 
X 

, (A»o/q»' ) H P / ^ P 

ooc •<A»a/q»') « P / « P 



97 IV.6 
because we will later present certain angular distributions which are 
evidence to the contrary (see Section IV.7). Under these circumstances 
estimation of resonance width and cross section is a heavily model 
dependent project which we have elected not to undertake. 

In Table IV.B we list some statistics of the 1.72 GeV feature of 
Figure 22a. These estimates also came directly from the figure without 
benefit of a fitting procedure. For the peak position and its error 

TABLE IV.B.--Parameters of the enhancement at 1.72 GeV. 

Peak position 1.720 ± 0.015 GeV 
Width (FWHH) 0.100 < r < 0.160 GeV 
Cross section in 
excess of background 
C'oss section for the 
interval 1.6-1.8 GeV 

8 < 6 < 25 pb 

41 ± 6 pb 

N + O T g O W i,A Y IT p > > 0 ] < c o n s i s t e n t w i t h ! 0 

N*(1720) -* TT IT p 

our method was the same as described above for the 1,49 GeV peak. The 
background may bias the peak in the data away from the center of the 
responsible resonance by an amount which depends on the background slope 
and the resonance width. In the present case if the background falls 
precipitously at 1.7 GeV, the peak of the distribution could occur as 
much as 20 MeV below the resonance mass, an amount comparable to the 
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statistical error. The unknown shape of the background creates the major 
uncertainty in the width of the enhancement and in the cross section 
above background. The dotted and the dashed curves which we have super­
posed on the data in Figure 22a are two widely separated possibilities 
for the background shape. The limits for the width and cross section 
quoted in Table IV.B correspond to these curves. The dominant source of 
error of the cross section for the 1.6-1.8 GeV Interval is the overall 
normalization uncertainty. 

s + In Figure 22b we display the TT ir p mass spectrum subject to 

the constraint that the TT p mass lie between 1.15 and 1.32 GeV. For 
comparison we show in Figure 22c the n s ir p mass spectrum with the 
analogous cut on the TTS p mass. Bin for bin the available phase space 
is the same in the two figures because of the symmetry in the kinematics. 
If the 1.72 GeV enhancement were to have no TTA{1230) decay mode, we 
would expect to observe it with roughly the same strength in each figure. 
On ti-2 other hand if the decay were exclusively via TTA(1230), the 
Clebsch-Gordan coefficients for the isospin decomposition place 90% of 

s ++ + 0 
the intensity in the rr A mode, 10S 1n the n A mode. The 
observation favors a substantial branching fraction to TTA(1230). 
Figures 22b and 22c are not obviously inconsistent with 100%. If the 

The requirement M(ir IT ) > 1.45 GeV potentially disturbs the kinematic* 
symmetry. To check the importance of this effect we qenerated distribu­
tions like Figures 22b and 22c but with symmetry restored by the addi­
tional cut M{ir n s) > 1.45 GeV. The shapes of the new distributions 
were substantially the same as those shown. 
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ratio 

r (N*(1720) •* TTA(1230)) 
r (N*(1720) + al) TiVp) 

were as small as 0.1 {and if we ignore interference effects), we would 
expect the strength of the enhancement in Figure 22c to be about 802 of 
its strength in Figure 22b. Clearly the figures require a branching 
f-action greater than 103!. This reasoning is the basis for the last 
line of Table IV.B. A more quantitative treatment is a formidable 
statistical problem which would necessitate adoption of a dynamical 
model to account for the background. We have not pursued this sophis­
ticated kind of analysis. 

Our peak at 2.0 GeV (see Figure 22a) stands about two standard 
deviations above a smooth background. Colton et al. [1971], studying 
pp •+ ppn iT , also noticed an enhancement in the pn IT" system at this 
mass. The Review of Particle Properties [Particle Data Group 1976] 
lists two N* states near 2.0 GeV, both determined from TTN elastic 
phase shift analyses. The spin-parities are 5/2 and 7/2 . The 
statistical significance of our effect is so low that it will not 
tolerate further discussion or analysis. 

In the next section we will present certain angular distributions 
and their moments which bear strongly on nonresonant production 
mechanisms. We will then return to discuss further th» enhancements 
at 1.49 and 1.72 GeV. 
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7. Production of A + +(1230) 

In this section and in those to follow we consider the "A subset" 
of the data which we define by the constraints 

M ( n V p ) < 2.6 GeV (7.1a) 
-t(n b -»• rrf) < 0.5 GeV 2 (7.1b) 

1.15 < H(ir+p) < 1.32 GeV (7.1c) 

A number of characteristics of this subset merit discussion both because 
of their intrinsic interest and because they facilitate further analysis. 
First, the subset is large. Integration In Figure 21a over the interval 
1.15-1.32 GeV shows that the cut (7.1c) includes about 60% of the target 
dissociation cross section. 

A second helpful feature is that the selection criteria are not 
only sufficient to reduce the background but also compatible with 
certain methods of analysis which we can usefully pursue. Since we 
will examine the distributions of several angles which are kinematically 
coupled to the TT IT mass, a cut on this variable, though appropriate 
for the previous section, becomes unsuitable. These angles are not 
coupled to the variables appearifng in inequalities (7.1). In Figure 17d 
and 18c we demonstrate that condition (7.1c) adequately suppresses the 
enhancements in the n it5* and IT n systems. A residual f peak 
is still evident in Figure 18c, but indications of the A's and the p 
have disappeared. 

In Figure 22d we display the TTSTI p mass spectrum for the A 
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subset. Its shape is similar to the distribution of Figure b where the 
+ f + i p and TJ TI mass cuts were both operative. 

• s, = [M(irV)] 2 

s 2 s [ M U V 4 ) ] ^ 

FIG. 23. The Deck mechanism for the process Trp -* TTTIA . 

In the rest of this section we present evidence that the cross 
section for the A subset conies dominantly from an amplitude correspond­
ing to the diagram of Figure 23 . The line connecting the TIS with the 
A represents n exchange, and the bubble connecting the n with the ;i 
represents off-mass-shell TT'TT" elastic scattering. Deck [1964] and 
Drell and Hiida [1961] first pointed out that diagrams of this type are 
an alternative to resonance formation as an explanation of threshold 
enhancements. The angular momentum properties of the irpA vertex of 
Figure 23 have an easily recognizable signature in the A t-channel 
frame which we define in Figure 24a. If we assume that the exchanged pion 
is spinless (no Reggeization), the z projection of the A spin must 
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FIG. 24^ Definitions of four reference frames in which we present angular distributions. 
A vector V in any of these frames has sphericol coordinates e,<t> with cos 6 = (z-V)/|V| 
and <(> measured from x. 
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N* s-channeT frame. The N* is at rest. 
Not shown are the daughters of the N* 
u b and p). 

N* t-channel frame. The N* is at rest. 
Not shown are the daughters of the N* 
[T , TI , and p). 

FIG. 24 (continued). 
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FIG. 25. a) Polar and b) azimuthal distributions for the A decay in the A4* t-channel 
reference frame (Fig. 8a). Included are all events with 1.15 < M(tr*p) < 1.32 GeV. The 
dashed curve in a) is the function 1+3 cos2 8„ normalized to the number of events. The 

+ ^ P + 
data would take this shape if the TT p system were pure J =3/2 and if J were a mixture of 
+1/2 and -1/2. Under these same conditions the <t> distribution would be uniform. 
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be the same as the helicity of the incoming target proton. In the decay 
of the A the J = ±1/2 states therefore add incoherently, and the 
decay angular distribution produced from an unpol?rized target must be 

W(cos 0 p,* p> 

• \^\'\ V p , 0 , | 2 + | D i - 4 | Z + | D - i 2 4 | 2 + | D - 3 M | 2 } 

i (1 + 3 cos 2 e p ) 

^ 2 - + 2 - D 0 0 < V ] ( 7 - 2 ) 

The 0 functions are the matrix elements of finite rotations [Edmonds 
1957]. If we suppose that the orbital angular momentum of the T p 

system is less than two, the available spin-parities are 1/2 , 1/2", and 
3/2 . When only 1/2 and 1/2" states contribute, the maximum power of 
cos 9 which can appear in the distribution function is one. Therefore 

p nonzero values of the moment < D Q 0 ( J 2 ) > are attributable exclusively 
to the A and to its interference with the background. That 
W(cos & D>* D) is independent of the Treiman-Yang angle, •„ [Treiman 
and Yang 1962], is a more general attribute of it exchange which we will 
also compare with the data. 

In Figure 25a we display the distribution of cos e and in 
Figure 25b the distribution of <t>D . The average values of the low order 
D functions are 
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< o L > = 0.108 ± 0.011 

IV.7 

< D Q Q > ' 0.148 ± 0.008 

< D l o > 
< D ? o > ' * ' o s ° - 0 0 5 ' '' *° * ° - 0 0 5 ) i 

< D 2 0 > (7.3) 

1 2 
To determine whether the moments < D Q Q > and < D Q 0 > alone fully 
describe the cos 8 distribution we computed the Kuiper statistic (see 
Appendix B) of the data relative to the probability density 

fjcos e p) = £ + f < D]Q > ^ ( B p ) + | < D* Q > D ^ ) . (7.4) 

The result was V = 0.914 for 3742 events. The corresponding confidence 
level for a simple hypothesis is SI*, but, since f(cos 6 ) i; a 
composite hypothesis, this figure is an overestimate. We similarly 
tested the <£ distribution for uniformity. We computed the Kuiper 
statistic both for the full sample and for three subintervals of cos e , 
and we list the results in Table IV.C. Our conclusion is that < D/L > 
and < D Q 0 > are indeed a complete description of the joint angular 
distribution W(fl ) - We postpone physical interpretation of this result 
until the end of this section. 

Next we discuss the dependence of the di:tribution W(ft ) on 
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the variables t, 3 t(ir •* TT ) , M(wS7r p) , t 2 H t(p + A ), and 
M(n p) . We divided the domain of each variable into several subintervals 
with comparable numbers of events, and we carried out on the data of each 
subinterval the same computations as we just described for the full 
sublet. In all intervals the cos 6 distribution was consistent with 
the form (7.4), and in all subintervals the <t>p distribution was 
consistent with uniformity at the 0.5% confidence level. 

t,: All moments of the D functions were consistent with their full-
sample values; we found no indication that the distribution W(n.) 
depends on t, . Because of this independence and because W(fip) is 
also substantially independent of M(n sn p) , we have not and we need 
not weight the events or otherwise account for the geometrical efficiency 
of the apparatus. 

TABLE IV.C.--Kuiper statistics for uniformity of the 4 distribution 
++ " 

in the A t-channel reference frame. 

Sample size 
Kuiper 

statistic, V 
Confidence 

level 

0.3 < cos 8 < 0.9 1410 1.06 0.73 
-0.3 < cos 8 < 0.3 766 1.13 0.62 
-0.£ < cos 8 < -0.3 967 1.35 0.31 
all cos 9 3742 1.39 0.27 
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M(i!Sir p): In Figures 26a-c we display the moments < Dgg > , 
< Dg 0 > , and < Re D ] 0 > as functions of M ( n V p ) . < Dg 0 > 
(Figure 26b) appears consistent with the full-sample value in every 
interval. < D L > (Figure 26a) shows variations of greater statistical 
significance. In particular we call attention to the dip at 1.65 GeV 
although we cannot offer any physical interpretation for it. The 
departure from zero of the moment < Re D,g > (Figure 26c) when 
M(ns,n p) > 1.7 GeV is marginally significant. Small negative values 
may reflect the vestigal f signal in the IT IT system rather than 
properties intrinsic to the N* . All other moments were consistent 
with zero. 

+ 1 2 
M(n p): We present the < Dg 0 > and < DQQ > moments as a function of 
M(TT p) in Figures 26d,e. In this variable we can compare our data 
with on-shell TT p elastic scattering. From the phase shifts of the 
Saclay [1974] elastic phase shift analysis we calculated the points which 
we label with squares in the figure. The < D Q Q > (Figure 26e) moment 
of the present experiment is similar to but not quite as large as the 

<00 on-shell moment. Our < Dig > (Figure 26d), on the other hand, has 
a distinctly different dependence on M(ir p) than its on-shell counter­
part. The other moments were consistent with zero in all intervals of 
M(n p). Colton and Schlein [1969] compare off-shell with on-shell moments 
for the reactions 

Xp - XTT* (ir+p) (7.5) 
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FIG. 26. Moments of the A decay distribution in the A t-channel 
frame (defined in Fig. 8a). The abscissa is M(N*) in a), b), and c), 
M U p) in d) and e), and -t(p+A ) in f) and g). 
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FIG. 26 (continued). 
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with X a ii , K , or p . Their moments and ours all exhibit roughly 
the same departures from the on-shell dependence. 

1 2 

t-: As we see In Figures 26f,g the moments < Dg 0 > and < P Q 0 > 
depend heavily on this variable which measures the displacement of the 
exchanged plon from Its mass shell. < 0g Q > (Fig. 26f) exhibits a 
pronounced dip at -t 2 = 0,8 GeV 2, and < Dg n > (Fig. 26g) falls from 
0.2 to zero as -to grows from minimum («O.08) to 1.5 GeV . The other 
moments were consistent with zero throughout the domain of t- . 

Although we cannot reconstruct amplitudes from our data, we can 
point out one broad hypothesis which explains the most prominent features 
of the IT p decay angular distribution. We propose that production of 
A + +(1230) by v exchange, Figure 23 , dominates at the lowest values of 
|tJ . Though it drops to zero as -t 2 approaches i.5 GeV , it 
generates most of the cross section and accounts for < D Q 0 > = 0.2. 
Both it exchange and such other mechanisms as the decay of N* reso-

p + nances create small J = 1/2 and 1/2 waves which interfere with 
the A to produce the < D I Q > moment. Variations of the small 
amplitudes with to and M(nsir p) contribute most to the dependence of 
< D Q 0 > on these parameters. 

8. Further Discussion of N* Resonance Production. 
Production of the P,j N* (1470) resonance [Particle Data Group 

1976] could conceivably account for most of the cross section in the 
1.49 GeV enhancement. In view of the presentation of the preceding section 
we should regard this possibility as unlikely, but temporarily we put 
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aside that evidence and seek support for the resonance alternative. The 
decay distribution of the A would provide a distinct signature of 
the production of N*(1470) if the branching fraction r(N*(1470) •• TTA)/ 
r(N*(1470) + all TTTN) were close to one. We are about to show that this 
signature does not appear 1n our data. Estimates of the branching frac­
tion by Longacre et al. " ''oj are the best available. Using three 
different methods they obtained three disparate values, 36%, 55%, and 74?!. 
Since Longacre et al. clearly do not assure us that the branching frac­
tion is actually high, our result 1s inconclusive concerning production 
of N*(1470). 

We consider the distribution of cos 6 in the A secondary 
decay frame which we define in Figure 24b. In this frame the J of 
the A is the same as its helidty in the rest frame of the N*. Hence 
if the N* has spin 1/2, J z = ±1/2. Jackson [1965], pp. 354-357, 
gives a full discussion of sequential decays of this type. In partic­
ular he shows that the distribution of cos e is 

w(cos e p) - 1 • \ O2

0Q (6 p) 

= 1(1 + 3 cos 2 6 p) . (8.1) 

The moment 

< Doo > = f w ( c o s V Doo ( e
P> d ( c o s V 

= 0.2 . (8.2) 
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In Figure 27 we histogram cos 6 for the 1.4-1.5 GeV interval of 
M(TT SH p) . The distribution of the data is much flatter than the form 
(8.1). The measured < D Q 0 > is 0.047 * 0.017 which is so different 
from 0.2 as to be inconsistent with dominance of the cross section by 
production and TIA(1230) decay of the N*(1470) resonance. 

Discussions of the composition of the 1.49 GeV enhancement in 
the imp system have appeared previously in Rhode et al. [1969] (22 GeV 
proton), Morse et al. [1971] (7 and 25 GeV it"), Rushbrooke et al. [1971a] 
(16 GeV proton), Johnstad et al. [1972] (19 GeV proton), Colley et al. 
[1973] (10 GeV K + ) , Blobel et al. [1975] (12 and 24 GeV proton), and 
Antipov et al. [1975] (25 and 40 GeV p). Most of these analyses reached 
a conclusion similar to ours. None obtained a contradictory result. 

We next mention a stimulating feature of the decay angular 
distribution of the events in the 1.72 GeV enhancement. Restricting 
attention to A subset events (see inequalities (7.1)) with 1.6 < M(N*) < 
1.8 GeV, we show in Figure 28 the distribution of cos 8. in the N* 
t-channel frame (the Gottfried-Jackson frame, see Figure 24d). This 
distribution has nearly the l+2cos 8. shape which would result from 
production of a 5/2 resonance conserving t-channel helicity followed 
by P-wave (lowest I) decay to TTA . Most previous analyses have taken 
agreement of this sort as indicative of the nature of the resonance. 
(The previous work includes all references cited in discussion of the 
1.49 GeV peak as well as Uillmann et al. [1970] using 13.1 GeV * + data 
and Lamsa et al. [1972] using it and it" at 8 to 18 GeV.) In all 
cases, however, the conclusion rests on several unsupportable assumptions. 
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this shape under some circumstances (see text). 
We argue that the good agreement here is quite 
likely fortuitous. 
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For example we would judge from rigure 22d that at 1.72 GeV the reso­
nance contributes less than 50" of the cross section, though typical 
analyses assume 1005!. Helicity conservation, be it s- or t-channel 
is closer to conjecture than to proven fact (see the next section). 
Furthermore the task is not merely to choose between two alternatives; 
candidate spin-parities are truly numerous. The partial wave analysis 
of TTN -»• inrN by Herndon et al. [1975] finds resonant behavior in 
the J P states l/2 +, 1/2", 3/2', 5/2 +, and 5/2" all within the mass 
band 1.67 to 1.73 GeV and all having a ir& decay mode. To narrow the 
field by invoking the Gribov-Morrison rule (see Section IV.10) begs 
the question. Even to assume that a single spin-parity generates the 
enhancement seems unduly optimistic. 

The partial wave analyses by Colley et al. and Blobel et al. 
waive a few of the dubious assumptions. At 1.72 GeV Elobel et al. find 
=25% l/2 +, =50% 3/2", and °*ZS% 5/2 +, but they do not observe 
clear resonant behavior in any of these waves. Colley et al. were also 
unable to report resonant behavior. 

We call attention to one other shortcoming of most previous 
work. An adequate description of the enhancement must be able to account 
for angular distributions even in a reference frame which is not germane 
to partial wave decomposition of the TTSH p system. An example 1s the 
A t-channel frame in which the distribution of cos 6 has the 
distinctive shape which we discussed in the previous section. Of the 
cited analyses only Colley et al. specifically indicate agreement of their 
solution with this distribution. 
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In summary, we have not found in the literature a convincing spin-

parity determination for the 1.72 GeV enhancement. Regretably the present 
experiment does not have the power to improve significantly on its 
antecedents. In the belief that only a major advance would be of any 
service, we stand mute on this issue. 

9. Heliclty Conservation 
In this section we examine our data for consistency with the 

hypothesis of s-channel hellcity conservation (sCHC) and t-channel 
helicity conservation (tCHC). The sCHC hypothesis asserts that in 
the overall center-of-mass frame the outgoing u p (N*) system has 
the same helicity as the incoming target proton. To test sCHC we 
prefer to work with angular distributions in the N* s-channel frame 
which we define in Figure 24c. The two frames are related by a Lorentz 
boost along the s-channel z axis, so the J of the N* in the s-channel 
frame is the same as its helicity in the CM frame. The tCHC hypothesis 
asserts that in the N* t-channel frame defined in Figure 24d the J of 
the N* is the same as the hplicity of the target proton. 

The initial spur to roost of the work on helicity conservation 
was a paper by Gilman et al. [1970]. Because experimental evidence was 
favorable to sCHC in the reactions YP * P P [Ballam et al. 1970] and 
TTN •* ITN [Hohler and Strauss 1970], they speculated that sCHC was 
characteristic of all diffractive resonance production. They were non­
committal on the question of sCHC for diffractive nonresonant "back­
ground." Satz and Schilling [1971] argued from the principle of duality 
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that validity of sCHC for resonance production implied validity for 
background as well. Analyses of diffractively produced 3TT and Kirn 
systems [e.g.. Beaupre' et al. 1971a] showed for resonance and background 
in combination that sCHC was invalid, for resonance production alone 
they were indecisive because the A, and Q enhancements appear to 
be nonresonant [Antipov et al. 1973]. Concerning tCHC some investi­
gations found consistency with observation [e.g.. Beauprg et al. 1971a], 
others mild violation [e.g.. Beaupre et al. 1972b], while still others 
found strong violation [Evans et al. 1973]. Distinguishing these 
investigations were both their techniques and the reactions studied. 

Discussions of helicity conservation for diffractively produced 
n ifp systems have appeared in P.ushbrooke et al. [1971b] (16 GeV 
proton), Lamsa et al. [1972] (TT+ and IT" at 8 to 18 GeV), Johnstad 
et al. [1972] (19 GeV proton), Beaupre et al. [1972a] (16 GeV n + and IT" 
and 10 GeV K"), Btaupre et al. [1972b] (16 GeV it" and 8 and 16 GeV n + ) , 
Chapman et al. [1973] (25 GeV deuterium), and Beketov et al. [1974] 
(4.5 GeV TT"). All authors find large departures of their data from sCHC. 
Host find consistency with tCHC, but Rushbrooke et al., Johnstad et al., 
and Chapman et al. find some degree of violation. Our own analysis 
improves on previous work in four respects. 1) Our effective sample 
size is greater. 2) Our statistical techniques are more powerful. 3) We 
take explicit measures to suppress unwanted channels. 4) We consider 
separately the forward and backward A production for K(N*) > 1.7 GeV. 

Our check of the helicity conservation hypotheses is for the 
resonance and background amplitudes in combination. We follow the 
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suggestions of Cohen-Tannoudji et al. [1970] and of Biatas et al. [1971] 
who demonstrate that helicity conservation implies azimuthai symmetry in 
the corresponding reference frame for any analyzer of the I^TT p 
system. 

Our first concern 1s that samples on which we carry out the 
analysis should be free of enhancements in the u nsit and TI it 
combinations. We consider two methods for suppressing this background. 
One is selectloi of the A subset which we discussed in Section IV.7. 
An alternative Invokes cuts on the angles cos 8 (TI ) and cos <3An ), 
the polar angles of the it In the s-channel and t-channel reference 
frames (Figures 24c and 24d). The requirement cos 6 (IT ) > 0 , by 
forcing a large angle between the TT and the n , suppresses events 
with low IT n mass. Since the angle of rotation from the s-channel 
to the t-channel frame is typically small, the cut cos 6. (TT ) > 0 has 
a similar effect. In Figures 29 a-d we show the TT TTSTI and IT TT mass 
distributions after these selections and in Figures 30a and b the 
c + 

TI IT p mass distributions. 
The analyzers which we have employed are the directions of the 

++ •*" + A (equivalent to -P s) , the proton, the TT , and the decay plane TT 

normal (DPN), P * P + . For the first three of these analyzers 
parity invariance implies that the distribution function is symmetric 
under reflection in the production plane or equivalently that the $ 

distribution is an even function on the domain (-TT.TT). Therefore a 
test for uniformity of the distribution of |tf>| in lieu of tf> is 
satisfactory and has the advantage of greater statistical power. For 
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FIG. 29. The cuts on cos 6 (n ), a) and b), and on cos e.(ir ), 
c) and d), eliminate A, p°, and f signals in meson systems which 
include the n . These cuts are suitable for use with tests of 
helicity conservation. Comparison with Figs. 17 and 18 may be 
helpful. 



p' n' «• n* p. 14 GeV/c 
cos 9,(n*) > 0 

2795 EVENTS 103 fib 

ISO 

c o s 9 , ( n * ) 
2 6 9 9 E V E N T S 

XBL 774-8358 

FIG. 30. D is t r i bu t ions o f the N* mass a f t e r cuts on a) cos 9 (*• ) and b) cos 9 f(Tt ) . 
These samples are f ree o f A, p ° , and f background and are su i tab le f o r tes ts of h e l i c i t y 
conservat ion. Comparison wi th F ig . 22 may be h e l p f u l . 



N - t - C H A N N E L R E F E R E N C E FRAME 
M ( t l * p ) IN a** ( 1 . 1 5 . 1 3 2 ) 

1 3 S M ( n ' t r * p ) < 1 7 1 9 6 1 E N T R I E S 
M ( t r ' p ) IN ft*- ( 1 1 5 . 1 3 3 ) 

1 7 i m n ' n ' p ) < 2 6 1 7 8 1 E N T R I E S 

XBL 774^357 

FIG. 31. Distribution of cos e.++ for a) lower and b) upper intervals of the N* mass. 
Definition of the reference frane appears in Fig. 8d. 
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the OPN which is an axial vector we test the angle |<(i-ir/2| because 
the symmetry plane is perpendicular to the production plane. Our measure 
of uniformity for a sample of the data is the Kuiper statistic which we 
describe in Appendix B. 

We have examined $ distributions for 0.1 GeV intervals of the 
N* mass, but we can best document our results using just two intervals, 
1.3-1.7 GeV and 1.7-2.6 GeV. The prime distinction between these inter­
vals is the t-channel distribution of cos 8.++ which we display in 
Figures 31 a and b. We ascribe the prominent forward peak which appears 

+ 
in the upper mass interval to the Deck mechanism. Events in the back­
ward hemisphere may be ascribable to processes distinct from the Deck 
mechanism such as resonance production. By subdividing the upper mass 
interval into three bins of cos 8.++ we will try to assess the validity 
of sCHC and tCHC separately for the forward and backward processes. 

One might naively write for the square of the invariant amplitude 
corresponding to Figure 

, G(t-) 

where a is the mr elastic scattering cross section and G(t,) is 
a "phenomenolgical" pion form factor. Resnick [1966] and others nave 
argued, supposing asymptotic beam momentum and G(t?) * 1 , that the 
amplitude M generates a uniform distribution in the variable cos e.++ . 
In reality our beam energy, 14 GeV, 1s low enough that the mr sub-
energy, Si , may be below the asymptotic regime of o — . The assumption 
that G(t 2) « 1 may also be inappropriate because the description of two 
body " exchange reactions requires some modification of the Bom term 
to suppress low partial waves. Alternatives are absorption (see Kane 
and Seidl [1976]) or a form factor which falls rapidly with tg . The 
Deck mechanism is thus a viable explanation of the forward peak in cos e.++ , 
Resnick's result notwithstanding. Supporting the Deck interpretation 
is our analysis in Section IV.7 of the decay angular distribution of the 
A and particularly its dependence on t 2 . 
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TABLE IV.D.—Acceptability of sCHC and tCHC. 

IV.9 

Sample sCHC tCHC 

Selection by cos (TT ) 
1.3 < H(N*) < 1.7 Rejected (Fig. 32a) 

SS » 1154, ANL • DPN 
V * 2.46, CL •= 2x10" 

Accepted (Fig. 32b) 
SS « 1113, ANL * all 

(A + + shown) 
1.15 < V < 1.25 
0.45 ? C L < 0.65 

1.7 < M(N*) < 2.6 Rejected (F1g. 32c), 
SS ' 1636, ANL * A 

V = 7.18, CL * 1 0 " 4 2 

Rejected (Fig. 32d). 
SS ' 1582, ANL * A 
V = 2 . 7 1 , CL = 2xl0" 5 

Selection by Mfir+p) 
(A subsetT 

1.3 < M(N*) < 1.7 Rejected (Fig.32e) 
SS = 1961, ANL = p 

V = 3.58, CL * 10" 9 

Marginal . , 
SS = 1961, ANL = A 
V = 2 . 1 1 , CL = 0.004 

1.3 < H(N*) < 1.7 
0.4 < cos e f i < 1.0 

Rejected (F1g.32f). 
SS = 671, ANL = A 
V * 2.59, CL = 7x10" 

1.7 < M(N*) < 2.6 Rejected (Fig.32g). 
0.4 < cos 9 A < 1.0 SS = 1081, ANL = A 

V * 11.4, CL * 1 0 ,-109 

Rejected (Fig.32h), 
SS = 1131, ANL = A 

V = 3 . 6 3 , CL «=10 -9 

1.7 < H(N*) < 2.6 Rejected (Fig. 321). 
-0.4 < cos 8. < 0.4 SS = 371, ANL = A 

h V = 2.75, CL = 1x10" 

Accepted ( F i g . 3 2 J l 
SS x 290, ANL = A 
V = 0.98, CL = 0.82 

1.7 < M(N*) < 2.6 Rejected (Fig. 32I& 
-1.0 < cos 9 & < -0.4 SS = 329, ANL = A 

V = 3.39, CL * 10' ,-B 
Marginal (Fig.32Sl 
SS •= 360, ANL = A 
V = 2.00, CL = 0.009 
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TABLE IV.D. (Continued) 

Legend: Units of H(N*) are GeV. The symbols e(7r+) and 8 & refer 

to s-channel polar angles for the sCHC columns and to t-chanr;el polar 

angles for the tCHC column. SS = sample size, ANL = analyzer, 

V = Kulper s ta t is t ic , CL s confidence level for Kulper s t a t i s t i c . The 

appellations "accepted", "marginal", and "rejected" correspond to ranges 

of CL, 0.01 < CL, 0.001 < CL < 0.01 , and CL < 0.001 respectively. 
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FIG. 32. Azimuthal distributions which demonstrate violation of 
sCHC (left column) and tCHC (right column). Associated statistics 
appear in Table IV.D. 
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FIG. 32 (continued). 
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FIG. 32 (continued). 
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We present our findings in Table IV.D. The analyzer selected 

for each entry is the one which exhibits the greatest nonuniformity. 
We observe that the most potent analyzer in this sense is usually but 
not universally the i + + . sCHC Is solidly inconsistent with the data 
in both mass intervals and throughout the domain of cos 8. . tCHC is 
also generally inconsistent although it fares much better than sCHC. 
We attach minimal significance to its acceptability for the lower mass 
interval of the cos B(r ) selected sample because we find unambiguous 
rejection for this mass Interval of the A subset. 

The events in the forward peak of Figure 31 b certainly imply 
violation of tCHC. This finding Is consistent with a Deck interpreta­
tion of the forward peak since rigorous tCHC Is not a property of a 
typical Deck model. (tCHC may be a good approximation as discussed in 
Donohue [1971].) Events in the backward direction of Figure 31b 
(cos e & < -0.4) suggest violation of tCHC in this regime also, but the 
confidence level is not low enough to permit a definitive statement. 

10. Test of the BiaJas-Dabkowski-Van Hove Hypothesis 
Gribov [1967] and Morrison [1968] proposed that diffractively 

produced states satisfy the relation 

J f-J. n f/n. - (-1) r ' (10.1) 

T).J and n f ara the parities of one projectile and the system into which 
it dissociates, and <L and J- are the corresponding spins. For the 
reactions 
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i £ } N ~ A * N (10.2) 

the "G-M rule" states that the J p of the A* is a member of the un­
natural parity series 0", 1 , 2" ... . Theoretical arguments supporting 
the rule are weak, and the experimental situation is, so far, unfavorable. 
The most significant evidence against the rule is the persistence out 
to 43 GeV of the A2<J P « 2 +) production cross section [Antipov et al. 
1973]. Applied to nucleon diffraction, 

TIN •* irN* (10.3) 

the rule states that the J p of the N* is a member of the series 
1/2 , 3/2", 5/2 ... . As with helicity conservation, the rule could 
be valid for resonant parts of the amplitude but invalid for the 
background. 

In pursuit of tests of relation (10.1) we deal with the sequential 
process 

TT~P •* 7r"N* 

l»7l" A (1230) 

L*.TT +P (JO.4) 

We characterize each event by the direction of the A , Q. = (8 . , <K) , 

in the N* t-channel frame, Figure 24d, and the direction of the proton, 

S2 = ( 9„> O » in t n e A secondary decay frame, Figure 24b. In 
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terms of these angles and the Wigner D functions [Edmonds 1957] we define 
the following averages over the data. 

-LM 
b 3/2 3/2 

„LM 

< Dtj 0(V8A,0) 1 " | DoVVV 0 ) 

GV2 1/2 " < D M0<V WD00<V 

G3?2 1/2 ' < ¥ «fa<°A> »I0<V > 

b3/2-V2 < - ̂  D > A ) D2 0(a p) > 

(10.5) 

(10.6) 

(10.7) 

(10.8) 

Parity conservation at every step of the process (10.4) implies that the 
imaginary parts of the G's are zero except for sampling fluctuation. 

Biafes, Dabkowski, and Van Hove [1971] derived some relations 
among these G's by assuming validity of both the G-M rule and 
helicity conservation. We will refer to their ansatz as the BDVH hypo­
thesis. Two of the five relations are 

GJ;", = 0 if M t 0 

rL0 
G X V if L > 2J 

(10.9) 

(10.10) 

We use J to represent the maximum spin contribution to the N* system. 
Equation (10.9) follows from helicity conservation whether or not the 
G-M rule holds. The other three relations we state separately for each of 
three assumptions about J. 
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'3/2 3/2 T * u3/2 3/2 " " J - 3/2: G°° , . , + 5 G_?° . . . - 0 (10.11) 

<4/2 3/2 " ° ( l t M 2 > 

G32?2 1 / 2 + G 3 / 2 - l / 2 " ° ( 1 0 " 1 3 ) 

J • 5/2: G°°2 3 / 2 • 5 G |0 2 3 / 2 + 9 G « 2 3 / 2 - 0 (10.14) 

3 G3/2 3/2 + 7 i% 3/2 " ° < 1 0 " 1 5 > 

G3?2 1 / 2 + ^ G 3 / ° 2 - l / 2 = 0 < 1 0 - 1 6 > 

J = 7/2: G^ 2 3/2 + 5 G^ 2 3 / 2 + 9 G « 2 3 / 2 + 13 G^ 2 3 / 2 = 0 (10.17) 

3 G3?2 3/2 + * G3/2 3/2 + " G 3 % 3/2 " ° < 1 0 - "> 
2 G 3 / 2 1/2 + / U > G 3 / 2 - l / 2 - ° (10.19) 

In Appendix E we give an independent derivation of these relations. 

Biatas et a l . give us the opportunity to test the G-M rule with 

either sCHC or tCHC. In the previous section we demonstrate violation of 

sCHC so gross that further use of the hypothesis would be unreasonable. 

The violation of tCHC, wnile statistically strong, is by comparison a 

small effect. Although we have shown that tCHC is imperfect, st i l l i t 

may be a legitimate approximation. 

The event sample on which we test the BDVH hypothesis is the 

A subset which we defined at the outset of Section IV.7. A up mass 
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cut is of course insufficient to guarantee that the spin of the ir p 
system is 3/2. We did give evidence In Section IV.7 favorable to 
dominance of spin 3/2 even for low N* mass. We do not know, however, 
what impact on the G moments we should expect from small 1/2 and 1/2" 
waves. This "contamination" could create apparent violation if BDVH 
were exact, or it could mask violation if BDVH were just approximate. 
Consequently our test is sensitive only to gross failure of the hypothesis. 
We have calculated G's for eight intervals of M(N*), but in order to 
maintain adequate sample sizes we have not subdivided in the variable 
t(itb •»• / ) . If BDVH is valid for the entire range of |t| (0.01 to 
0.5 GeV ) the appropriate moments will be zero whether or not we weight 
the events. We have elected not to weight and so to obtain slightly 
smaller errors. 

In Figure 33a-d we display the moments Re G,,~ ,,, for 
1 < L < 4 . These moments test only tCHC. The violation of tCHC which 
we demonstrated in the previous section shows up in the intervals covering 
1.7 to 2.2 GeV. The departures from zero are of three to four standard 
deviations. If the H = 0 moments are no more inconsistent with zero 
than these H = 1 moments, they will contribute no additional informa­
tion on the BDVH hypothesis. 

In Figure 34 we show the M = 0 moments of lowest L which 
must be zero if BDVH is valid and J = 7/2. From Figures 34c and 
34d we conclude that BDVH fails above 2.0 GeV unless N* spins of 9/2 
or greater contribute. In any case spin 7/2 must contribute above 2.0 
GeV to generate nonzero L = 7 moments. Figures 34e-g show that 
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FIG. 34. G moments which the BDVH hypothesis requires to be 
zero if the spin of the H" s 7/2. Subscripts 3, 1, and -1 in 
the y axis label should be understood as 3/2, 1/2, and -1/2. 
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FIG. 35. G nonents which the BDVH hypothesis requires to be zero 
zero if the spin of the N* i 5/2. Subscripts 3, 1, and -1 in the 
the y axis label should be understood as 3/2, 1/2, and -1/2. 
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FIG. 36. G moments which the BDVH hypothesis requires to be 
zero if the spin of the N* t 3/2. Subscripts 3, 1, and -1 in 
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below 2.0 GeV the data are consistent with the relations (10.17)-(10.19). 
Figures 35 and 36 show the moments of lowest L which BDVH requires 
to be zero for J * 5/2 and J « 3/2. Figures 35 a-g indicate that 
BDVH 1s compatible with J » 5/2 up to 1.8 GeV. Above 1.8 GeV the 
moments Gr?- i/? a n <' G3/2 1/2 (Figures 35 b and c) are dramatically 
different from zero. With J » 3/2 the data suggest violation of BDVH. 
Figures 36 e and f are not 1n good agreement with the relations (10.11) 
and (10.12) except in the lowest mass interval. Between 1.4 and 1.7 
GeV these moments are about 3o from zero. 

We displayed in Figure 31b the forward peak which dominates 
the distribution of cos 6, above H(N*) of 1.7 GeV. This peak, 
probably ascribable to the Deck mechanism, is the source of the large 
values acquired by the large L moments. The development of the forward 
peak is detrimental to our test of the BDVH hypothesis because it 
obliges us to consider high values of the N* spin especially at high 
mass. Those moments which are far from zero we can attribute to an in­
sufficiently high J rather than to violation of BDVH. On balance, 
therefore, our data appear consistent with BDVH. 

A previous test of the BDVH hypothesis using the reaction 
pp ->• pir" 6 (1230) appears in Rushbrooke et al. [1971b]. Their moments 
disagreed to some extent from expected values, so they could not claim 
support for BDVH. On the other hand the discrepancies were small enough 
that they did riot rule out BDVH. So far as we can tell, their result 
and ou~s are consistent. 
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11. Summary 
We have investigated the reaction rr"p + TT~N* •+ H'TT'TI p at 

an incident TI" momentum of 14 GeV/c. After elimination of competing 
channels our sample size for M(N*) < 2.6 GeV is aDout 4400. In the two 
body mass spectra the only outstanding feature is the A (1230) 
resonance in the * p system. In the TT n"p mass spectrum we observe 
enhancements at 1.49 GeV, 1.72 GeV, and some indication of a peak near 
2.0 GeV. For the prominent 1.72 GeV feature we give estimates of the 
width and cross section, and we give evidence favoring a substantial 
branching fraction to TTA(1Z30). We looked for evidence of N*(1470) 
production followed by TTA(1230) decay with negative result. An exam­
ination of the A (1230) decay distribution suggests that the Deck 
mechanism is the major contributor to the -nA subchannel. 

We tested the consistency of helicity conservation, both s-
channel (sCHC) and t-channel (tCHC). We found that sCHC conflicted 
strongly with our data. We also observed violation of tCHC which is 
statistically convincing but is much weaker than the violation of 
sCHC. These findings are applicable to the amplitude as a whole. The 
question of whether resonant pieces of the amplitude obey sCHC or tCHC 
remains open. Finally, we tested for simultaneous validity of tCHC and 
the Gribov-Horrison rule for spin-parities of diffractively produced 
systems. We could find no significant contradiction with this dual 
hypothesis. 
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Appendix fi 

Details of the Trigger Program 

At ..he conclusion of a beam pulse a computer code executing 
1n the Sign- 2 performed the following sequence of operations. 

1. Transfe- z axis spark coordinates and some scintillation counter 
information from external electronics to the computer memory. 
The time required was about 0.6 msec, 

2. By the counts from a scintillation detector just upstream of the 
bubble hamber, verify that the beam Intensity was neither too 
low (zero counts) nor too high (more than 11 counts). Pulses 
with unacceptable intensity were ignored. 

3. Determii e if a spark chamber trigger had occurred. On pulses 
with no SC trigger the only action taken was to tally counts 
from various scintillation detectors. 

4. On the occasion of a SC trigger, reorganize the 
digitizations from each wand into four ordered lists 
associated with each of the four stations. Remove adjacent 
chamber redundancies from these lists. 



143 A 

~>4- - f . 

FIG. 37. A triplet of sparks at stations 1, 3, and 4 
determines a trajectory through the spectrometer. 

5. Search for a triplet of sparks at stations 1, 3, and 4 as 1n 
Figure 37 which satisfy the inequality 

H>< t£ + 2 M P n e n / — - J- \ < (A.l) 

This inequality incorporates only the first term of Equation 
(II.5.10). M, and H^ are the lower and upper limits selected 
for M x . For the majority of the data M L = 1.1 GeV and 
My = 3.8 GeV. 

6. Locate a station Z spark on the trajectory determined by the 

spark triplet selected in step 5. 

7. Require that the trajectory intersect the portion of the bubble 
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chamber illuminated by the beam, 

8. Require that the spark triplet from step 5 satisfy 

i '<"W(f-i;)- Wi<«5 • (»•«> 

This inequality includes the second term of equation (II.5.10). 

9. In case of success in steps 5-8 permit the bubble chamber camera 
to expose the film 3 msec after the beam pulse. 

When steps 6, 7, or 8 failed, the program returned to step 5. 
When step 5 failed, the program advanced to step 10. 

10. Transfer y axis spark coordinates from external electronics to 
the computer memory, and record all of the data on magnetic tape. 
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Appendix B 

The Kulper Statistic 

The Kuiper statistic [Kulper 1960] is useful for testing the 
goodness-of-flt of a simple hypothesis (no free parameters) to a sample 
from a univariate density. It 1s a close relative to the Kolmogorov 
statistic. In this appendix we give its definition and basic properties, 
and we say qualitatively when this statistic may be preferable to 
various alternatives. 

Given a continuous probability density f(x) and a sample 
from the population g(x) , we seek to test the (null) hypothesis 
g{x) E f(x). We define the cumulative distribution function (c.d.f.) 
F(x) by 

F(x) - f(t)dt (B.l) 

We order the sample from g so that 

*i * Xi+I ' i = !• 2 "-1 (B.2) 

and define the sample c.d.f. by the relation 

G(x) i/n x i < x < x. + 1 (B.3) 
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The Kuiper s tat is t ic is 

V ' ^n [Max (F(x) - G(x)) + Max (G(x) - F(x) ) ] (B.4) 

The use of this statistic is the same as for most other test statistics; 
1f V exceeds some threshold, i (nominally determined in advance of 
calculation of V), we reject the hypothesis. If on the other hand, 
V < T , it may still be that g{x) t f(x), but then we require more 
data to distinguish them. The Kuiper statistic has the property that 
if g(x) f f(x) , the probability that V < T drops to zero as n •+ « . 
We say that V is consistent against every alternative. It also has 
the property that the distribution of V when g(x) s f(x) is inde­
pendent of f(x) , and on this account we say that V is "distribution-
free". Its distribution for large n , the asymptotic distribution, 
although difficult to derive, is easy to state and easy to use for 
computations. The formulae are 

3/n" 

1 - P(V > T ) ' I (l-4k2 T , 2)exp(-2k 2 T , ! 

k=-» 

- "2 fir v k 2 M n l ^ 
- — s I K exp I - — « • 

T " 3 k*l [ 2i'd 

For one method of establishing the equivalence of the forms (B.6) and (B.7) 
see Whlttaker and Watson, A Course of Modern Analysis, Chap. 6, exercises 
17 and 18. 

(B.5) 

(B.6) 

(B.7) + 
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If relation (B.6) is used when T 1 > 1.5 and relation (B.7) when 
T 1 < 1.5, the error incurred by truncating terms with |k| > 1 is less 
than 0.05% of the smaller of P and 1-P . These formulae give P 
correct to about 0.03 even for n as low as 10. 

Procedures for assessing goodness-of-fit fall Into three 
2 general categories. These are tests based on moments, the x test, 

and tests in the Kolmogorov family. The most powerful procedures are by 
and large in the first category. When the null hypothesis is false, 
they reject it with the greatest efficiency. These tests are never 
consistent against every alternative, but such strong consistency is 
usually a lesser virtue. The principal disadvantage of moments tests is 
that they are not robust; they are hypersensitive to a small number of 
outliers in the sample. They are "too powerful" in that they detect 
departures from the null hypothesis which are of little interest to the 
experimenter. 

Though less powerful, the tests of the Kolmogorov family are 
2 highly robust as is x > provided that the bins have approximately 

equal probability content. Of the robust tests, the best choice will 
depend on what kind of alternatives are a priori most probable. We 
distinguish two classes, "high frequency" deviations, such as oscilla­
tions or spikes, and "low frequency" deviations such as arise from shift 
in location or change of scale. In the former case a x test with an 
appropriate number of bins is more powerful than the Kuiper test. In 

2 the latter case x is less powerful regardless of the number of bins 
2 used. A heuristic explanation for x 's inferiority against low 
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frequency alternatives 1s that it sacrifices the Information contained 
In the relative positions of the bins. The better known Kolmogorov test 
1s slightly more powerful than Kulper against shift in location, but 

2 against change of scale it is much worse even than x • The Cramer-
von Mises statistics and variations are mostly less powerful than 
Kuiper. Any that are better offer only marginal Improvement, and the 
substantial increase 1n computational complexity makes them unattractive. 

The limitation to simple hypotheses and univariate densities 
which applies to the Kuiper test does not apply to x • The Kuiper test 
is therefore applicable to a much narrower class of problems. For many 
of the problems to which it 1s applicable, however, it has the greater 
power and is the better choice. 
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Appendix C 

The x Dependence of Contamination 
from Lower Constraint Classes 

Our purpose in this appendix Is to justify the use of relation 
(IV.3.7). We recall that each event Is a point 1n a 15 dimensional 
measurement space, that 1C events lie 1n a 14 dimensional hypersurface, 
and that 4C events lie in an 11 dimensional hypersurface (see Section 
III.7). The 4C T 1s the square of the distance of an event from the 
4C hypersurface using the appropriate metric. We will assume that the 
4C surface is entirely embedded in the 1C surface. From the standpoint 
of 1C contamination in the 4C sample this situation is *~he worst 
possible. In fact the surfaces do not even Intersect, but exchanging 
identities of the positive tracks creates a reflection of the 1C surface 
which does intersect. Furthermore about 20% of the 4C events have a low 
X for the "inverted" 1C fit which is an indication that the 4C surface 
and the reflected 1C surface are nearly parallel. We represent this 
situation schematically in Figure 38 . Consequently our embedding 
assumption is as conservative as It can be but not more conservative 
than it needs to be. 

Our next assumption is that the constant and gradient terms 
alone of a Taylor expansion suffice to describe the density of 1C 
events at points near the 4C surface. By thus ruling out the possibility 
that the 1C density peaks at the 4C surface we have built In our 
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FIG. 38. Schematic of 4C and IC hypersurfaces. 

"anti-conspiracy" bias. Next we define a sheath at distance r tu be 
the 14 dimensional locus of points at a distance r from the 4C 

2 2 surface. Points within the sheath have a x < r • What we want to 
determine is the r dependence of the number of 1C points within the 
sheath. To obtain this we integrate in the 1C surface as far as the 
sheath using the Taylor expansion approximation. The result is the 
product of the 1C density at the 4C surface (technically averaged over 
the AC surface) and the "area" of enclosed IC surface. This area is 
proportional to r which follows purely from dimensional countinj. 
These same arguments applied to OC events imply contamination witfin the 

4 3 sheath proportional to r . The r dependence is the more conservative 
and is the one we use in relation (IV.3.7). 
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Appendix D 

Estimation of the Probability of Track Inversion 

We consider the set of events which are truly examples of the 
reaction np->Tt TT IT p . To each such event we fit two hypotheses, 
H T , the correct one, and H- , the one with Inverted assignment of 
masses to the positive tracks. From our fits we obtain the x statis­
tics and the frequency statistics 

Q T = P ( x
2 > x2) , Q F = P l x ^ X p ) • (D.D 

In this appendix we address the following question. If to each event we 
assign the hypothesis corresponding to the larger of Q T and Q F , how 
often do we assign Hp ? 

We let the probability densities of Q T and Q F be respectively 
t(x) and f(x) . We note that these densities are not observable. We 
also define the statistics 

Q G = max(QT . Q F) 
and 

Q L = min(Q T , Q F) (D.2) 

with observable density functions g(x) and l(x) . If we have used 
o 

quantitatively correct procedures for the computation of x • then t(x) 
is uniform on the domain (0,1). We will assume this property for our 
analysis. Since t(x) is not observable we do not have a direct check 
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of this assumption. In the usual case, however, that assignments of 
Hp are quite infrequent, the observable counterpart, g(x), is similar 
to t(x) and we can use i t to decide whether t(x) is sufficiently flat. 

Whereas errors of measurement completely determine the shape of 
t(x), they play a comparatively minor role 1n creating the shape of f(x). 
In the space of measured parameters (see Section II 1.7) each event has a 
reflection under the interchange IT i-»-p . Kinematics determines the 
separation of an event from Its reflection. The distribution of Q-
thus depends primarily on the density of perfectly measured events in the 
4C hypersurface, a density determined by the scattering amplitude. 

We next consider the joint probability density of Q. and Q- , 
H(x,y). 

A 

t(x) = H(x,y)dy 

f(y) - H(x,y)dx (D.3) 

For our analysis we wish to assume that 

H(x,y) - t(x)f(y) (0.4) 

This tissumption is not quite valid because the multiple scattering and dig­
itization errors which are common to the two t) statistics compromise their 
independence. As a practical matter, howevor, we expect that the simplifi­
cation embodied in equation (D.4) is so benign that our result will still 



153 D 
be a useful approximation. 

We evaluate the proportion of assignments of Hp in terms of 
H(x,y) by integration over the triangle, y > x , which we show 
horizontally hatched in Figure 39. 

FIG. 39. Integration regions in the domain 
of H(x,y) for P(H F) and «.(z). 

P(H F) dy dx H(x,y) 

dy f(y) t(x)dx 

yf(y)dy (D.5) 

The observable counterpart of f(x) is i(x) which we evaluate in 
terms of H(x,y) by integrating over the slant hatched portion of 
Figure 39. 
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»(2) H(x,z)dx + H(z,y)dy 

(l-z)f(z) + f(y)dy (D.6) 

Differentiating, we obtain a first order differential equation for f(z) 

(l-z)f'(z) - 2f(z) = l'(z) (D.7) 

This equation has the general solution 

rl 
f(z) -1 

o-zr (l-u)£'(u)du + — S -
d-zr 

(0.8) 

Applying 1'Hospital's rule to the f i r s t term of equation (0.8^ we learn 

that 

f { l ) • - i a*(l) + 11m < » 
2 z+1 ( l - z ) Z 

(D.9) 

In any practical situation f ( l ) is f i n i te and S.'(l) is f in i te which 

implies that ic • 0 . Next we integrate by parts in equation (D.8) 

obtaining 

f0 
f (z) 1 

(1-z) 1 (1-u) (u) 
,1 

*(u)d(l-u) 

1-z 

«!b ( 1 - ! ) ' 
&(u)du (D.10) 
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Using this expression for f(z) we evaluate the integral in equation 

(D.5). 

rl 
P(HF) r?y bO<<y -

1 /r 1 

Jl(z)dZ) - > % (D. l l ) 
O-yr 

We make the substitutions 

£(z)dz du * - £(y)dy 

v = Hn(l-y) + y L dv = -&*? 
1 * o-yr 

and again integrate by parts 

fl 

•0 

,1 
1 

P(H F) T ^ T s.(y)dy - uv + 
1 * \Q 

vdu 

T~r "(yJ^y - 11m (uv) + 1 + 
'"•y y+1 

(D.12) 

[*n(l-y) + y^][-£(y)]dy 

[-«.n(l-y)]i(y)dy - lim(uv) 
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lim u * 11m fc'dW-y)2 

y+1 y-1 

lim (uv) ' H'(l)[1im (1-y) Z Hn(l-y) + lim (1-y)] 
y*l y-*l y*l 

* o 

P(H F) [-An(l-y)]Jt(y)dy (D.13) 
6 

The integral is just the average value of the bracketed expression with 
respect to the distribution of Q, . Thus to estimate P(Hp) from a 
sample of N events we compute 

P(HF) - I I C-tod-Q,)] (0.14) 
events 

This statistic is the one we quote in Section IV.3 for the rate of 
misassignments ascribable to reaction (IV.3.6). 
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Appendix E 

Derivation of the BDVH Relations 

Bla+as, Dabkowski, and Van Hove [1971] have derived some con­
sequences of the simultaneous validity of helicfty conservation and the 
Gribov-Morrison parity rule. In this section we will rederlve those 
relations which pertain to the reaction 

A i N y — A f N* 

• — - h it 1 

• — * N T T 2 (E.1) 

A is a spin zero projectile, TT or K . N, , the target, and N are 
spin 1/2 nucleons, while fl is the (3,3) resonance at 1230 MeV. 
Rather than repeat the derivation of Biatos et al. we will follow quite 
closely the notation and methods of Chung [1971], especially as developed 
in his Chapter 7 on sequential decays. 

First we write the invariant amplitude for the process (E.l) 
as a sum of product--;. 

M = I (flu v|M.|X)(RX|Mj|JA)(JA|T(s,t,M)|T) (E.2) 
XJA 

The rightmost factor is the amplitude to produce the N* system in a 
state of total spin J and z-component A from the initial state in 
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which N, has helicity T . This amplitude depends on s , the square 
of the CM energy, on t , the square momentum transfer from A^ to A f , 
and on H , the mass cf the ti* . We will carry out the derivation 
supposing these three parameters fixed, and our results will be testable 
with any binning of the data 1n t and M . Henceforth we will allow 
these dependencies to be Implicit when we write T . Whichever axis 
figures in the hellcity conservation rule is the axis along which we 
quantize A . So long as this axis 1s 1n the production plane, as it 
is for conservation of s- or t-channel helicity, we can write form 
invariant equations. We may interpret our results according to either 
conservation hypothesis by measuring ft. 1n the appropriate coordinate 
frame. 

The middle factor in equation (E.Z) describes the decay of the 
N* to Air. . n. = fe/..**' ^s t n e direction and X the helldty of 
the A . We measure both in the reference frame with N* at rest, 
z along the A quantization axis, and y in the direction P, x P. 

« ( « f 

which is the production pl'ne normal. In Figure 24 d 1s an Illustration 
of this frame for A taken along Nj . The quantum numbers 0 , A , 
and A completely determine the dependence of this amplitude on ft. . 

Specifically (see Chung, equation (7.3)). 
(nAX|Mj|JA) « N 0 F£ D ^ X * U A , e A, 0) . (E.3) 

N, is a real normalization constant which we have no need to discuss. 
The Wigner D functions embody all the rotational symmetry of the state 
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J, A, and the heliclty amplitudes, F^ , embody all of the dynamics of 
the operator Mj . The F :s depend on J, x, and M. and may depend 
also on s, t, and M . Our remarks concerning the s, t, and M 
dependence of T are pertinent also to F? . Likewise we consider H. 
fixed for this derivation and bin the data as appropriate when testing 
the results. The critical assumption concerning F 1s that X is the 
heliclty index of * spin 3/2 system. 

The left factor in equation (E.2) describes the decay of the A 
to N • For this decay the reference frame has the A at rest, z' 

2 
antiparallel to ? , and y' parallel to z x z' . Figure 24b 

111 
illustrates the frame which is complementary to Figure 24d. In this 
frame the z' component of the A spin is X and the N travels along 
n N E (e N, (|>N) with helicity v . In precise analogy with equation (E.3) 

(« N v|M A|X) = N 4 F* D ^ Z ( V e N, 0) . (E.4) 

Again N. is a real constant of no concern to us. F may depend on 
M & , but since we are suppressing this variable, it is for present 
purposes a complex constant. 

The intensity observed from an unpolarized target 1s 

I(8 6, $lN) = \ I I(n A, Q N; V T ) . (E.5) 

I(n A, n f );vT) = |M V T| Z 

lt (nNvlMAlx)(nNv]Maix-)* pJ v(n A) (E.6) 
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ply ( J V = I ( V | M J | J A ) ( V I M J , I J ' A ' ) * ( J A I T I T ) ( J ' A ' I T I T ) * JA 

J'A' 
(E.7) 

Our he l i d t y conservation hypothesis stated in this notation Is 

( J A | T | T ) - t j 6 A > T (E.8) 

If T is the sum of a resonance part and a background part, equation 
(E.8) Implies that both parts preserve the target helicity. We could 
not carry through this derivation with the weaker assumption of helicity 
conservation only in the resonance part of T . Equation (E.7) reduces 
to 

pIx' ( S V = I. T T Tx'* (nAA|Mj|JT)(BAA'l«j.|J'x>* . (E.9) 

Next we state the implications of parity invariance of the 
operators T , M, , and M^ . In what follows n z is the intrinsic 
parity of Z . The Gribov-Morrison rule permits just one N* parity 
for each J, so anticipating this restriction we write n, for the 
parity of the N* of spin J. For the production amplitude we have 

- n j ( - D J - ' / 2 T J (E.10) 
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which follows directly from equation (11) of Gottfried and Jackson [1964]. 
We set A-T to zero because of the helicity conservation condition, 
equation (E.8). For the N* decay 

F-A " fjn^MJ^FJ! 
1 0 (-l) J' 1 / 5 ! FJ (E.ll) 

and for the A decay 

FA = „ . n H ,3/2-1/2 pA 

= ^ • (E.12) 

According to the Gribov-Morrison rule 

V n N " ( - 1 ) J " V 2 (E.13) 
from which 

i j ( - D J ' 1 / 2 = 1 • (E.14) 

Equations (E.10) and (E.ll) become 

T-A ' TA < E" 1 5> 
and 

F-X " FX • U.16) 
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Our goal is some relations among certain moments of I(n., & J 

so we begin to calculate moments. First we define 

uHmLM . r ullmLM H A H
v v 

(E.17) 

H*mLM . 1 j 
Kty.tyvT) D^,(*A.e a,0) Dmo<*N" eN' 0 ) dVnfl ' ( E - 1 8 ) 

Hm[M is calculable directly from data. 

Using equations (E.3), (E.4), (E.6), and (E.9) we break up the r.h.s. of 

(E.18) as follows. 

UHULM . f nJUn _mLM 
% ' AA, %\\' K\\< 

D>r<vDvv <v °u^% 
(E.19) 

(E.20) 

-mLM . 1 r M « rJcJ 'VrJ'* 
hv -? X NJNJ' FA FV V T 

uu T 

Dn^Xv{a^^dQA <E-21> 

The integral of a triple product of D functions (see Edmonds [1957], 

equation (4.6.2)) over all three Euler angles is 

»(J l li 1v 1J 2ii 2v 2J 3W3V 3) E 
2n rr 

0 0 0 

2TT 
J l * Jo Jo 
y l 1 y 2 v 2 U3 V3 

f - 1 ^ 2 2D7T <J,M102-P2U3P3) {J 1 v 1 J 2 -v 2 |J 3 v 3 } . (E.22) 
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The symbol U^v^n^^i^ ' s a Clebsch-Gordan coefficient for 
coupling of J1 and J„ to the resultant J, . The integral over y 

in equation (E.22) contributes only a factor 2ir 6 , ,. „ . When 
vl 2' 3 

v.-vp = v, , the integral of the triple product over only a and 
cos 8 has the value »/2TT at Y ' 0 . We readily apply this result 
to equation (E.20). 

C ' * " M l Z H ) A , - v T2ITTT ( f x | - X ' U m ) { | v f - v U O } (E.23) 

We can use the same technique to evaluate the integral on the r.h.s. 
of equation (E.21) when m = \ - A1 . We do not care what the value 
or R is when m f A - X' because for all such terms in the sum in 
equation (E.19) Q is zero. 

„mLM _ , ,i-X' - 1/2 4TT ,.mLM „ _ . ,, l t , . > 
R a, = (-i) Tzurry^x 1 • m =A - * < E- Z 4) 
kmLM . 1 y J-JJ' tf. ,,> 

n ' ' J JJ'T M ' T 

W X V T = ( ' 1 ) 2 N J N J , F ^ ' * T ^ ' * {JTJ'-T!LM} {JXJ'-X'lLm} (E.26) 

Our first result follows from inspection of the first C-G 
coefficient in equation (E.26). 

HmM - 0 if M t 0 (E.27) 
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This relation is a corollary of the azimuthal symmetry attendant on 
helicity conservation. Using equations (E.23) and (E.24) we rewrite 
equation (E.19) as follows. 

C L M • N ^ v l 2 ^ ) M ) 1 ' * " (| v | -v |10) (fa) h^ L M (E.28) 

h^ 1". I {l\l-V\D k*1? (E.29) 

Then summing equation (E.28) over the helicit ies of the f inal nucleon, 

v, we obtain 

u£mLM . „2 / 4it \ / 4 I I \ fA ufcnLM , r , . , 
H " NA (2l4T)llL+T) h h ( E- 3°) 

^ - n ^ | 2 H ) V 2 + V ( f v f - v | * 0 } . (E.31) 

Using parity conservation in the A decay, equation (E.12), permits us 
to do the sum in equation (E.31). 

We can now outline the rest of this derivation. We invert 
equations (E.29) and (E.30) which enables us to write each k as a sum 

(-D v :K ?! z t-o.2 rl/2 
(E.32) 

4 - 1 , 3 
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of H's. Then we can readily express in terms of H's a number of 
relations of the k's which follow directly from properties of the 
constituent amplitudes and C-G coefficients. 

To Invert equations (E.29) we use the following expression of 
orthonormallty of the C-G coefficients [Edmonds 1957, equation (3.5.5)]. 

_I {j^ m 1 J 2 mj-m^jj m 3} {J1 mj j 2 m 3-mj|j 3 m 3 ) = S m , (E.33) 

We obtain 

kmLM = £ {3 x 3 ^ J ^ J h?.mLHt „ . A.x. . { E . 3 4 ) 

Because f^ = 0 when a is odd, we can better use a modification of 
equation (E.34) in which the sum extends only over >.ven H . 

I (-1)* { f A f - V |im} h M L H (E.35) 

An easy demonstration using equations (E.15), (E.16), (E.25), (E.26), 
and symmetries of the C-G coefficients shows that 
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We note that the demonstration of equation (E.36) is our first use of 
the Gribov-Morrison rule. Combining equations (E.34), (E.35), and (E.36) 
we write 

toUW) * I ( f x f - A ' M h**1" . (E.37) 
V A A ' even £ c c 

For convenience we define 

GLM . (-D 3 / 2- X' l (fV 1 (2M) ffx-X-l^} Hml" 
M 4nN^ even l * i 

4irN| lF^ / 2 l Z even l 2 2 ' 
(E.38) 

f U 

which, like H, is calculable from data. (Our G^, is identical to 
Chung's G^J (LM), equation (7.30),) From equations (E.30), (E.37), 
a«d (E.38) 

3*1 «. - (#»' * ( # ) . (E.39, 

The reality of the moments H and G actually follows just from 
parity invariance in the process (E.l). Under reflection 1n the 
production plane $. •*-$» > <f> * -<£.. • and consequently 
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H S m L M - (H2""-")* . With an unpolarized beam the intensity 1s invariant 
under the reflection so that integration over the azimuth angles 
results in real quantities. 

We now develop four more properties of the k's which appear 
below as equations (E.49)-(£.5Z). We begin with a few definitions. 

J = the highest spin produced. 

T° « 0 if J > J (E.40) 

1 if n even 
e » i [ (E.41a) 

0 if n odd 

1 if n odd 
e.(n) = { (E.41b) 

0 if n even 

W i J k s * Jo J!J' I 9i(L) 6 J ( J + J , ) 6k (1/2"T) ̂ ' 3 / 2 T < E-* 2> 

The subscripts of W take the symbolic values + and - . These W's 
are a useful way to break up certain sums of k's . Specifically, 

2J 
J 0 M L ) k3/2 3/2 " W

+ + +
 + "•+- + W

+-+
 + \~ <E.43) 
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J 0

 9 - ( L ) k3/2 3/2 ' W - + +

 + W - + - + W - +

 + W— • < E - 4 4 > 
-: ,.OLO 

Orthogonality of the C-G coefficients, equation (E.32), applied to w 
yields 

jo "$'3/2 , " ° <E-«> 
from which immediately follows 

W + i j • W.,j - 0 . (E.46) 

W? sum w over T using equation (E.15) to obtain 

I w ^ = - 29_(J+J'-L)N JN J 1F^T^ / 2T^* {J^O'-^lLOHJAJ'-X'1Lm} 
(E.47) 

which quickly leads to 

Wij+ + W1j- * ° 1 f 1 = j • ( E- 4 8 ) 

If to the r.h.s. of equation Ci.43) we add ^m++ * W_+_ + W +_ + - W + _ J 
which is zero by equation (E.48) and subtract 5^+++ + W_ + + + W + +_ + w_+_) 
which is zero by equation (E.46), we find 

J 0 M L ) k3/2 3/2 * ° • (E-«) 
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Analogously 

13 uOLO J 0
 e- ( L> k3>2 3/2 " ° • <E-5°> 

That k fs zero when L > 2J 1s apparent from inspection of the C-G 
coefficients in equation (E.26). Equation 'E.47) shows that the sum on 
T makes k zero also when L » 2J so that 

kffi * 0 if L 1 2 J . (E.51) 

On this account the sum in equation (E.50) need extend only t^ 2J-2. 
Equation (E.47) also implies that the only J,J' pair wMch contributes 
to k for L = 2J-1 is J = J' = J . This simplifir tion permits 
us to derive one more relation. 

k3/2-l/2 " * NJ F3/2 F-V2 | T V 2 | 2 ° 1 J " ? I L 0 } " I J ? | L 2 } 

| ^ 4 ^ }

 NJ F3/' Fi/V' Ti/2i 2 ( 4 - T 4 I L O > < 4 J - 1 I L I } 

• i \ 
2 J ± i ] V 2

 k H 0 i . a . i (r c9\ 
2J-2J K3/2 1/2 ' '- " ' l E- 5 Z ) 

Once again we used equation (E.16). The ratio of C-G coefficients 
is one of several which Chung gives 1n .lis Appendix A. 
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We recapitulate using this time the experimentally accessible 

moments G instead of k , 

G^, = 0 if M f 0 

G^, • 0 if I > 2J 

(E.53) 

(C.54) 

2J-1 
I 6.(1) (2L+1) G L 0 

L=0 3/2 3/2 = 0 (E.55) 

2J-2 
eL0 

rl.O . , 
u3/2 1/2 c 

J, 6-(L) ( 2 L + , ) Sfc 3/2 

1/2 2J-2 
2J+1 rL0 

to3/2-l/2 

(E.56) 

= 0 if L = 2J-1 (E.571 
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